
“But what you learn, as you get older, is that there are a few 
billion other people in the world all trying to be clever at the 
same time, and whatever you do with your life will certainly be 
lost—swallowed up in the ocean—unless you are doing it along 
with like-minded people who will remember your contributions 
and carry them forward.”
Neal Stephenson, quote from The Diamond Age
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Abstract

Generative Artificial Intelligence (GenAI) has emerged as a promising technology that can create original 
content, such as text, images, and sound. The use of GenAI in educational settings is becoming increasingly 
popular and offers a range of opportunities and challenges. This special issue explores the management 
and integration of GenAI in educational settings, including the ethical considerations, best practices, and 
opportunities. The potential of GenAI in education is vast. By using algorithms and data, GenAI can create 
original content that can be used to augment traditional teaching methods, creating a more interactive and 
personalized learning experience. In addition, GenAI can be utilized as an assessment tool and for providing 
feedback to students using generated content. For instance, it can be used to create custom quizzes, generate 
essay prompts, or even grade essays. The use of GenAI as an assessment tool can reduce the workload of 
teachers and help students receive prompt feedback on their work. Incorporating GenAI in educational settings 
also poses challenges related to academic integrity. With availability of GenAI models, students can use them 
to study or complete their homework assignments, which can raise concerns about the authenticity and 
authorship of the delivered work. Therefore, it is important to ensure that academic standards are maintained, 
and the originality of the student's work is preserved. This issue highlights the need for implementing ethical 
practices in the use of GenAI models and ensuring that the technology is used to support and not replace the 
student's learning experience.
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I. Large Language Models Take Artificial 
Intelligence From Deceptive to Disruptive

TECHNOLOGY has evolved rapidly in the last few years, affecting 
many areas, including education. The launch of ChatGPT on 

November 30, 2022, was a key event in the history of the Artificial 
Intelligence (AI). For the first time, a technology labeled AI went 
mainstream, becoming the fastest-growing consumer product of all 
time, getting 1 million users in just five days (See Fig. 1) and reaching 
100 million active users in less than two months (Fig. 2) [1]. The new 
chatbot has had a deep cultural impact, bringing the rapidly advancing 
field of AI and its societal impacts to the forefront of public attention.

The model of the 6Ds of digitized technologies introduced by Peter 
Diamandis and Steven Kotler [2] showcases the significance of the 
Generative AI (GenAI) [3] moment in 2023. The 6D model states that 
when something is digitized, it goes through six phases:

1. Digitized. A resource, a technology, a process, or a social or 
economic activity becomes digital, it will evolve at an exponential 

pace following the pace of improvement described by Moore’s Law 
[4] and other exponential behaviors observed in digital technologies 
(computing, memory, digital storage, bandwidth, etc.).

2. Deceptive. In the first stages, the digitized version will be inferior 
to the old analog version, and its evolution will be deceptively 
slower than the linear, steady improvements of analog alternatives. 
A classic example is digital photography, invented in the 70s by 
Kodak, which was inferior to chemical film for over 30 years.

3. Disruptive. The exponential curve of growth kicks and the 
technological improvement mimics a hockey stick curve. The 
digitized version becomes disruptive, deeming the previous 
technology obsolete in a very short period of time. The following 
phases are observed after the disruption.

4. Demonetization. Marginal costs tend to be zero. Taking one 
more digital picture is close to zero, just like doing a web search, 
watching an online video, or making a social media post. Kodak 
went bankrupt in 2010, the same year that Instagram was acquired 
by Facebook (now Meta) for an unprecedented sum. Instagram’s 
business model relied on the zero marginal cost of taking and 
posting a picture online.

5. Democratization. Access to the digitized version becomes 
universal. While the paper volumes of an encyclopedia were 
expensive and took significant physical space, Wikipedia is open 
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to anyone with access to an online device, which makes it more 
valuable to own such devices.

6. Dematerialization. The analog artifact is no longer required, just 
like the traditional encyclopedia and photo albums are prescinding, 
and we can take back the space they occupied on our shelves.

Leveraging foundational technologies like neural networks [5], 
deep learning [6], transformers [7], and quantum technologies [8], 
Large Language Models (LLMs) [9], [10] like ChatGPT are navigating 
the trajectory outlined in the 6D model. Starting from an understated 
impact, these models are transitioning to a phase of significant 
disruption. This ongoing shift is evident in their rapid adoption and 
increasing prominence across diverse sectors, indicating a growing 
and extensive impact on the economy and culture.

If the exponential trends in AI continue, we can anticipate significant 
performance and changes in emergent functionalities. A notable trend 
is the rise of Large Multimodal Models (LMMs) or Multimodal Large 
Language Models (MLLMs) [11], such as GPT-4V [12], trained on 
diverse data types like text, images, sound, video, and infrared images. 
These LMMs exhibit surprising capabilities such as creating stories 
from images or performing OCR-free math reasoning [13], suggesting 
a potential path to Artificial General Intelligence (AGI) [14].

The year 2023 has been remarkable for LLMs, with exponential or 
sigmoid growth in various dimensions: enhanced capabilities, increased 
model sizes, new models and projects, heightened investment, and 
public attention. Nevertheless, it has also led to one of the quickest 
government reactions to a new technology. The U.S. Federal Elections 
Commission is investigating misleading political ads, and Congress 
demands more oversight on how AI firms manage and identify their 
training data. Likewise, the European Union has updated its AI Act to 
address GenAI [15]. Additionally, it has emphasized the ethical aspects 
of Information and Communication Technologies (ICTs) and AI [16]. 
Significant debates have arisen over the impact of AI technologies on 
society and the job market, as well as philosophical discussions about 
the potential catastrophic consequences of AGI  and Superintelligent 
Artificial Intelligence (SIA) [17] for humanity.

A. Discovering the Emergent Abilities of Large Language Models
It is important to consider that ChatGPT is just the tip of the 

iceberg in the innovations emerging from the GenAI sector, a field 
heavily reliant on transformer models [7] and diffusion techniques 
[18]. ChatGPT is a chatbot based on an adaptation of the GPT-3 
LLM (specifically GPT-3.5-Turbo) [19] (with a 175 billion-parameter 
architecture capable of handling a context window of 4,096 tokens, 
about 2,500 words) and, on its enhanced version, the GPT-4 model [20] 
(with a context window of 32K tokens). Information about GPT 4.0 
has not been opened to the community. It is estimated to be a model of 

about 1.8 trillion parameters organized as a MoE (Mixture of Experts), 
with 16 experts of 111 billion parameters, plus the trunk part of 55 
billion parameters, activating only two experts for each inference (280 
billion parameters) [21].

LLMs are enormous neural network systems based on the 
transformer architecture [7], introduced by 2017 DeepMind, a company 
acquired by Alphabet (Google) in 2017. Since then, transformers have 
become the go-to architecture in AI research, serving as a kind of 
lingua franca among AI research subfields. Previously, these subfields 
had diverged so much in their theoretical approaches that innovations 
in one area rarely permeated others [22].

Creating an LLM involves several key steps:

1. Model architecture. This is the code and mathematical framework 
of the model. Most top-performing LLMs currently use variations 
of the “decoder-only” transformer architecture.

2. Training dataset. This includes all the examples and documents 
on which the model is trained, shaping its learned patterns. The 
content typically consists of text in natural or programming 
languages or structured data like tables or equations.

3. Tokenizer. It converts the text from the training dataset into 
numerical values, as models require numbers for processing. 
Text is transformed into tokens (words, sub-words, or characters) 
based on the tokenization method. The size of a dataset is often 
measured by the number of these tokens, which can range from 
hundreds of billions to several trillion.

4. Training hyperparameters. These define the specifics of the 
training process, including the rate of parameter adjustments and 
model updates.

5. Computing power and human oversight. Adequate computing 
resources and skilled personnel are essential for running and 
monitoring the training process. The training involves setting up 
the architecture on hardware and running the training algorithm 
with the chosen hyperparameters, resulting in a set of learned 
model weights.

6. Post-training. LLMs can be specialized or adapted for specific 
tasks through fine-tuning. This involves additional training on 
a more specialized dataset, optimizing the model for particular 
applications. Though costly in terms of computing power, this 
step is generally less expensive than training a model from scratch. 
High-quality open-source pre-trained models are valuable in this 
context, as they allow for community-driven development and 
application, even with limited computing resources [23].

Time Taken by Online Services to Reach 1 Million Users

Time to Reach 1 Million Users (Days)

ChatGPT

Spotify

Dropbox

Facebook

Twi�er

Netflix 

Airbnb

Kickstarter

Instagram

Foursquare

5

150

210

300

730

1277

912

912

75

390

0 200 400 600 800 1000 1200
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Recent developments show that as large pre-trained models grow in 
size with billions of parameters, they reveal unique properties [24]. In 
particular, it seemed that models going above specific size thresholds 
jumped in capabilities, two concepts that were dubbed “emergent 
abilities” and “scaling laws.”

For instance, OpenAI’s GPT models display this evolution. The 
original GPT could manage basic text labeling but lacked coherence 
in text generation [25]. GPT-2 improved, offering higher-quality text 
and some instruction-following capabilities [26]. GPT-3, however, 
emerged as a versatile and practical LLM for various language tasks. 
The significant capability leap between these models is mainly due to 
scaling up computational power and data: GPT-3 required about 20,000 
times more computation than the original GPT [27]. Although these 
models share similar designs, their advancements are largely attributed 
to breakthroughs in high-performance computing infrastructure 
rather than specific advancements in language technology model 
design.

As they scale up, LLMs exhibit new properties that their developers 
had not anticipated, and we are only now starting to discover them. 
Among these properties, few-shot learning and chain-of-thought 
reasoning stand out.

• Few-shot learning enables a sufficiently large LLM to quickly 
grasp new tasks from just a few examples in a single interaction 
[26].

• Chain-of-thought reasoning allows the model to articulate its 
thought process when tackling complex tasks, similar to how the 
students would explain their reasoning during a math test, thereby 
enhancing their performance [28].

These GPT-3 capabilities, particularly in few-shot learning and 
chain-of-thought reasoning, were identified post-training and several 
months after its widespread public deployment, respectively [29]-[32].

In hindsight, these characteristics are partly the consequence of the 
LLMs’ ability to “learn” from the information within the context of 
execution -all the information received from user messages and that 
the model has generated- like the training and fine-tuning data.

Furthermore, LLMs demonstrate unforeseen skills in 
programming, arithmetic, correcting misconceptions, and answering 
exam questions across various domains, and improve as the model 
size scales up [30], [33].

There is a common belief that LLMs are merely statistical predictors 
of the next word, limited to text-based learning and reasoning. 
However, recent evidence suggests that LLMs are developing internal 
representations of the world, enabling them to reason abstractly 
beyond the specific linguistic structure of texts [24]. Although this 
ability is currently limited and inconsistent, it is most evident in larger 
and newer models, indicating that it could strengthen with further 
scaling of these systems. Key findings supporting this include:

• LLMs’ internal representations of color words align closely with 
human color perception [34].

• They can infer authors’ knowledge or beliefs from a document and 
predict its continuation [35].

• LLMs internally represent properties and locations of objects in 
stories, evolving as new information is presented. This includes 
representing spatial layouts in story settings and real-world 
geography and providing instructions for drawing novel objects.

• LLMs develop internal representations of the game board’s state 
when trained on board games using descriptions of moves [36].

• LLMs can differentiate between misconceptions and facts, showing 
calibrated internal representations of truth likelihood [30].

• LLMs pass tests designed for common-sense reasoning, including 

those like the Winograd Schema Challenge [37], which lack 
textual clues for answers.

These findings indicate a growing ability of LLMs to develop 
complex, abstract internal models that extend beyond simple text 
processing.

B. Size Matters: Openness Is the Key
In the previous section, we discussed the matter of size in LLMs. 

Models above specific size thresholds seemed to jump in “emergent 
abilities” according to certain “scaling laws.” However, in March 2022, 
DeepMind released a paper exploring the ideal balance between tokens 
and model parameters within a set compute budget for LLM training 
[38]. The study suggests that smaller models with significantly more 
data are more effective for an average budget. For instance, the 
Chinchilla model, which is not open source, had 70B parameters (a 
third the size of larger models) but was trained on 1.4T tokens of 
data (3 to 4 times more). This approach led to comparable or better 
performance than larger models, both open and closed source.

According to Clémentine Fourrier [23], “this paradigm shift, 
while probably already known in a closed lab, took the open science 
community by storm.” In 2023, we witnessed a wave of open-source 
releases of pre-trained LLMS released almost daily. Noteworthy 
releases LLaMA (by Meta) in February, Pythia (by Eleuther AI) in 
April, MPT (by MosaicML) in May, X-GEN (by Salesforce) and Falcon 
(by TIIUAE) in June, Llama 2 (by Meta) in July. Qwen (by Alibaba) 
and Mistral (by Mistral AI) in September, Yi (by 01-ai) in November, 
DeciLM (by Deci), Phi-2, and SOLAR (by Upstage) in December.

These models, with parameters ranging between 3B and 70B, 
have quickly gained adoption for their performance and varying 
open-source licenses. Most models incorporate decoder transformer 
architecture with modifications and varying attention functions. While 
performance and inference speeds differ, the primary distinctions 
among these publicly released architectures are their training data 
and licensing.

These releases of open-source LLMs, along with other notable 
open-source AI models in image processing like Stability.ai’s Stable 
Diffusion, and audio processing models, such as OpenAI’s speech-
to-text model “Whisper,” have sparked great excitement among 
the developer community worldwide. Throughout 2023, we have 
witnessed a surge in the number of software projects related to 
generative AI (Fig. 3).
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Fig. 3. Global growth in Generative AI software projects. Source: Own 
production adapted from https://d66z.short.gy/3f10bE 

Scores, perhaps hundreds of thousands of independent software 
developers, researchers, and entrepreneurs worldwide, have begun 
experimenting with these technologies. Whether working with open 
models or developing against the OpenAI’s Application Programming 
Interface (API) and other proprietary LLM providers like Google or 
Anthropic, this vibrant activity leads to experimentation in new use 

https://d66z.short.gy/3f10bE
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cases, applications, and technologies based on and complementary to 
AI models.

In early 2023, a group of Stanford students utilized OpenAI’s 
text_davinci-003 API to generate a fine-tuning dataset, leading to 
the development of Alpaca 7B [39]. This model, fine-tuned from the 
LLaMA 7B model [40], is designed to follow instructions based on 
52K demonstrations. Alpaca exhibits similar capabilities to OpenAI’s 
text-davinci-003 but is notably smaller and more cost-effective to 
reproduce, with an estimated cost of under $600 [41].

An internal Google document, leaked in spring 2023 (https://d66z.
short.gy/u7blNr), reveals insights on the competitive landscape of AI. 
It suggests that open-source AI is outpacing giants like Google and 
OpenAI, particularly in the realms of LLMs. This shift is attributed 
to the speed, customization, privacy, and capabilities of open-source 
models, even with fewer resources. The document highlights open-
source models achieving remarkable feats with significantly lower 
budgets, challenging the traditional approach of building giant, costly 
models.

At the time of this writing (early 2024), the best-performing 
published LLM, according to the Aena ELO Rating [42], is OpenAi’s 
GPT-4-Turbo-1106. However, in the top, we find two open-sourced 
LLMs: Mixtral-8x7b-instruct from the French firm Mistral AI and 
Tulu-2-DPO-70B from Paul Allen’s AllenAI (https://d66z.short.gy/
A5XMno). While the final draft of this paper is being written, new 
models such as Gemini Pro 1.5 with 1M tokens of context [43] are 
being introduced in the leaderboard, still without surpassing the latest 
GPT-4 on overall performance.

However, just days before the publication of this special issue, the 
project LoRA [44] (https://d66z.short.gy/pKHBNG) has released a 
specialized set of fine-tuned versions of Mistral 7b, an open-source 
LLM by the French company Mistral AI, that can be run on a medium 
spec laptop, where each specialized small LoRA LLM outperforms 
GPT-4 significantly on a specific benchmark [45].

II. GenAI and Education

A. Towards the Young Lady’s Illustrated Primer
In Neal Stephenson’s science fiction novel “The Diamond Age” 

[46], one of the central pieces of educational technology is the “Young 
Lady’s Illustrated Primer.” This device is a highly advanced, interactive 
book that uses AI to tailor educational content and tutoring to the 
individual learner. Designed initially for an elite clientele, the Primer 
adapts to its users’ interests, learning pace, and developmental needs, 
providing personalized education. The story plot places the Illustrated 
Primer in the hands of a poor girl, who turns her life’s path around.

The Primer goes beyond traditional educational tools in several 
ways. First, it engages with the user through interactive storytelling, 
making learning an immersive experience. The stories it tells are not 
static but evolve based on the user’s interactions and choices, teaching 
problem-solving, critical thinking, and moral reasoning. Second, 
the AI in the Primer is capable of understanding and responding 
to the emotional and cognitive state of the user, providing support 
and challenges that are appropriate for the user’s current level of 
understanding. This aspect of the Primer reflects a deep integration of 
AI into the educational process, offering a vision of how technology 
might be used to create highly individualized learning experiences.

Just as Stephenson’s previous book “Snowcrash” [47] has inspired 
many modern technologies that are or might become a reality (virtual 
reality, augmented reality, internet of things, surveillance of workers 
with data analytics, cryptocurrencies, and smart contracts, networked 
states [48], and even a virtual librarian character that could easily be 

a near future product evolved from ChatGTP), “The Diamond Age’s” 
Illustrated Primer is an inspiration for the next wave of educational 
technologies.

There is no lack of techno-optimists and capital to push a new 
wave of technologies that are moving from deceptive to disruptive. 
Diamandis and Kotler showcase in their book “The future is faster 
than you think” a student’s field trip to a virtual-reality Ancient 
Rome, accompanied by an AI instructor to illustrate the educational 
transformative applications of the combination of GenAI, virtual 
reality, and augmented reality [49].

But, paraphrasing Darth Vader in Star Wars first film 
(chronologically), before we get too proud of the technological 
monstrosity we are about to construct, let us take a step back and 
reconsider what we have learned about educational technologies 
(EdTech).

B. Education Is More Than a Marketplace
The worldwide education market was valued at approximately 

$6,682.46 billion in 2022 (https://d66z.short.gy/zYVVYD). This market 
encompasses a wide range of segments, including K-12 education, 
higher education, vocational education, corporate training, and 
various modes of delivery such as online learning, in-person learning, 
and blended learning.

In the last 25 years, educational technology has undergone 
significant transformation. The advent of the internet in the mid-1990s 
marked the beginning of a new era in education. Early technologies 
were primarily focused on computer-based learning and multimedia 
content in classrooms [50]. However, the early 2000s witnessed a surge 
in online learning platforms [51], revolutionizing access to education. 
This period saw the introduction of virtual classrooms, e-learning 
modules, and interactive educational software. The proliferation of 
mobile technology and tablets in the 2010s further expanded the reach 
of digital learning, allowing students to access educational resources 
anytime, anywhere [52]. More recently, advancements in AI, virtual 
and augmented reality, and adaptive learning systems have further 
personalized the learning experience, catering to individual learning 
styles and needs [53], [54]. This rapid evolution of technology has 
broadened the scope of education and brought about a paradigm shift 
in teaching methodologies and learning processes.

During all these years, the landscape of educational technology 
has been marked by a striking duality. On the one hand, there is an 
undeniable commercialization, with education increasingly influenced 
by market-driven models and private enterprises [55]. On the other 
hand, there is a growing movement towards open-source technologies 
[56] and freely accessible content repositories [57]. This contrast 
paints a complex picture of the current educational space, where the 
forces of commodification coexist with a commitment to open access 
and knowledge sharing.

The current landscape of educational technology, whether open-
source or privately owned, demands a critical examination of its 
approach, implementation, and application. The following are several 
key issues:

1. Narrow focus on learning. Educational technology often 
emphasizes “learning” and “learners,” a concept termed 
“learnification.” This overlooks vital educational aspects like 
socialization, subjectification, qualification, and contextual factors 
[58]. Tools like Learning Management Systems (LMSs) tend to 
function more as management tools than learning aids, limiting 
the understanding of digital technology’s role in education [59].

2. Technology over pedagogy. The idea that technology should 
be integrated with teaching methods to enhance education 
truly is often overlooked. Blending technology with effective 

https://d66z.short.gy/u7blNr
https://d66z.short.gy/u7blNr
https://d66z.short.gy/A5XMno
https://d66z.short.gy/A5XMno
https://d66z.short.gy/pKHBNG
https://d66z.short.gy/zYVVYD
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teaching strategies is crucial for real progress in education. This 
ensures that technology exists in the classroom and supports 
and improves learning outcomes [60]. This concept has been 
introduced previously. Back in the 1980s, Seymour Papert [61] 
observed similar issues within the LOGO community. He criticized 
the usual ways of evaluating educational technology, such as 
controlled experiments and product reviews. Papert argued for a 
more comprehensive approach considering the social and cultural 
aspects of using computers in education. His viewpoint challenges 
the common, technology-focused mindset in education. Instead 
of looking at how technology fits into education, he suggested a 
more culturally aware evaluation of its role. This approach remains 
relevant today as we continue to explore the most effective ways 
to integrate technology in learning environments.

3. Emotional and human impact. Understanding digital tools’ 
emotional and human impact is crucial [62]. These technologies 
influence students’ and staff’s emotions, values, and behaviors, 
and their role in learning environments should be supportive 
and enriching. Online learning technologies, especially LMS, 
inherently exhibit an “architecture of control” in their design. The 
user interface and design choices subtly shape users’ behavior 
and interactions, potentially limiting educational exploration and 
autonomy. Furthermore, integrating learning analytics introduces 
continuous monitoring and analysis of student data [63]. While 
aimed at personalizing and enhancing learning, this constant 
surveillance raises privacy and psychological concerns [64]. The 
educational journey can become algorithm-driven, often without 
transparently acknowledging underlying decision-making 
processes [65].

C. ChatGPT Goes to School
The domain of education has historically pioneered the assimilation 

of technological advancements. In the last decades, many software 
applications have been developed and evolved to cater to diverse 
educational requisites, spanning online learning, language acquisition, 
academic research, pedagogical support, content generation, and 
professional development.

The infusion of AI into education is not a recent phenomenon 
[66]. Despite years of dedicated research and substantial financial 
investments, the field has yet to yield substantial impacts beyond 
research and development, with only a handful of commercial products 
achieving limited influence.

The emergence of ChatGPT has metamorphosed AI’s role in 
education from a theoretical construct into an immediate reality. This 
paradigm shift transpired virtually overnight, organically gaining 
traction without advertising or marketing campaigns. Stakeholders, 
including students, educators, and administrators, have instinctively 
grasped this transformation’s significance, urgency, and potential, even 
though the precise course of action still needs to be discovered [67].

As compelling proof of this rapid and widespread interest, many 
teachers are enrolling in different courses about integrating ChatGPT 
and GenAI tools in their classrooms and courses. Most teachers who 
participated in these courses cited three primary motivations for 
their interest in ChatGPT’s role in education. First, they expressed 
concerns about the potential for increased plagiarism facilitated by 
the technology. Second, they were intrigued by the implications of 
automating academic tasks within their specific fields of expertise. 
Last but not least, they were interested in how ChatGPT could enhance 
students’ educational experiences and outcomes.

The advent of ChatGPT (as the most known GenAI tool) has further 
enriched the educational technological landscape, offering, among 
others, [68]:

• Diverse educational opportunities: ChatGPT and similar LLMs can 
generate instructional content, facilitate discussions on diversity 
and inclusion, create quizzes, evaluate assignments, and provide 
feedback. Their versatility extends to assisting in understanding 
complex concepts and offering examples of code in programming 
languages [69].

• Research assistance. ChatGPT can suggest research ideas and 
methodologies and provide examples from previous studies. It 
can enhance inclusivity in research, find relationships between 
subjects, assist in statistical analysis, and suggest further study 
extensions [70].

• Writing assistance. ChatGPT can offer feedback on writing, 
provide suggestions on organization, and help make arguments 
more compelling [71].

However, the integration of LLMs like ChatGPT in education 
presents also significant risks [68], for example:

• Quality of prompts. ChatGPT and similar models’ efficacy heavily 
relies on the quality of the prompts provided. The users’ ability 
to frame questions effectively is crucial in obtaining accurate and 
relevant responses [72].

• Response variability. The quality of responses can vary significantly 
based on the application domain. If the training dataset for a 
particular domain lacks depth or breadth, the responses in that 
domain might not meet the desired standards [73].

• Hallucinations. LLMs tend to generate content that, while 
appearing authoritative, might be entirely fabricated or unrelated 
to the query [74]. Such “hallucinations” can mislead users, 
especially in an educational context where accuracy is paramount.

• Over-reliance on technology. There is a risk of decreased creativity 
and critical thinking [75] due to over-dependence on ChatGPT.

• Inaccurate or biased Information. ChatGPT’s responses may 
unintentionally perpetuate biases and reinforce stereotypes in its 
training data [76].

• Lack of human interaction: While ChatGPT can assist, it cannot 
replace the value of human interaction, which is essential for 
students’ social and emotional development [77].

• Ethical concerns. Issues related to data ownership [78], control, 
consent, and plagiarism [79] may arise.

• Security concerns [80]. Storing sensitive data on ChatGPT 
could pose a security risk due to OpenAI has openly stated that 
conversations with ChatGPT are going to be included in datasets 
for training future models [81].

Moreover, the use of ChatGPT in education brings forth a set of 
ethical and societal challenges, especially for educational institutions 
and decision-makers [68], for example:

• Integrating the GenAI into the educational institutions’ 
Information Technology (IT) government policies. Glitches, 
server downtime, or compatibility issues can disrupt the teaching 
and research process. Thus, the institutions must redefine their 
IT government strategies to integrate AI advances into their 
technological ecosystems [82].

• Development of ethical codes and the establishment of general 
guidelines regarding generative AI. Ensuring responsible and 
ethical practices in its implementation [83].

• Compliance with data regulations. Due to the geographical 
location of OpenAI’s servers, compliance with specific data privacy 
regulations (for example, in the European Union) is compromised 
[84], [85].

• Limit the educational institution’s dependency on third-party 
enterprises. Universities should not rely solely on third-party 
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solutions. They should encourage a collaborative approach, 
promoting development and adopting open-source, ethical, and 
secure LLMs [82].

To address these challenges, educators must emphasize critical 
thinking, promote collaboration, establish clear guidelines for using 
AI technology, and have backup plans [86].

D. AI Plagiarism, the Elephant in the Room
The evolving landscape of academic integrity is increasingly 

challenged by the use of writing essays, documentation analysis and 
research, and even solving math problems, presenting educators with 
dilemmas over distinguishing genuine student work from AI-generated 
content. The core of this issue lies in the sophisticated capabilities of 
AI, which enable the production of text indistinguishable from human-
written essays at minimal cost and effort [87]. This accessibility has 
magnified concerns over academic dishonesty, previously exacerbated 
by the internet and platforms facilitating the sharing of completed 
assignments.

However, ways to circumvent system controls have always been 
used, for example, by inserting Cyrillic characters that look like 
letters of the Latin alphabet (see the table of confusing characters at 
https://d66z.short.gy/qLwNBx) and easily circumvent anti-plagiarism 
systems.

Detection tools like Turnitin, designed to identify plagiarism, are 
now grappling with the nuances of AI-generated texts, often leading 
to false positives and negatives. The efficacy of these tools diminishes 
as AI technology advances, a point underscored by research from 
the University of Maryland [88], which suggests that detecting AI-
generated text reliably may be impossible.

An illustrative case discussed by Robert Topinka [89], a Birkbeck, 
University of London professor, highlights these challenges. He 
recounts an instance where a top-performing student contested an 
accusation of submitting an AI-generated essay, underscoring the 
limitations of current detection methods and the potential for unjust 
accusations. The lecturers seem to wish for the easy solution, the 
infallible judgment of the AI tool that will tell whether the student has 
cheated with AI. They also seem to lose the irony of it and the fact that 
research indicates that this infallible judgment is not infallible or even 
capable of outperforming random classifiers [88].

The situation calls for a fundamental reevaluation of academic 
assessment methods. Alternatives that prioritize critical thinking and 
creativity, such as presentations and podcasts, are proposed to adapt to 
the AI era [90]. These methods ensure fairness and encourage genuine 
student engagement, moving away from traditional essays vulnerable 
to AI assistance.

This shift also prompts a broader discussion on the ethical 
responsibilities of educators in deploying AI detection tools. The 
reliance on imperfect technology risks harming students’ academic 
careers and reflects a deeper issue of educational values. The drive 
towards easy solutions for maintaining academic integrity may 
overshadow the essential goal of education: to cultivate understanding, 
critical thinking, and innovation among students.

E. Safe AI in Education
In 2023, we have repeatedly heard and read the words “AI Ethics” 

[91] and “AI Safety” [92]. We have reached a point where we do not 
have a common definition, and most people using the terms align 
it with their agenda. We propose a simple definition of “Safe AI in 
Education,” which is an AI system that is used by students that:

1. Provides a guarantee of privacy of the students’ data and 
interactions with it. All the information about the students, their 
identity, roles, academic records, and interactions with the system 

are to be secure and used only to provide the service. We also 
need guarantees that the information is deleted after the academic 
course is over;

2. Is aligned with the teaching strategy. ChatGPT and other 
GenAI tools are multi-purpose. It can allow a student to learn, 
create content, and research, but also to cheat and avoid doing the 
hard work and learning. Students can ask the system for solutions 
to their assignments or to paraphrase essays to evade proctoring 
and anti-plagiarism software;

3. Provides answers and interactions aligned with a didactic 
purpose. If an LLM-powered application is used within the 
context of a learning activity, we need to be able to bind it under 
certain parameters. For example, Salman Kahn presented at TED 
2023 Kahn Amigo [93], an AI system based on GPT-4 that adapted 
its behavior to a certain study plan, could act as a Socratic teacher, 
and was able to present relevant questions to the students to help 
them progress, instead of providing straightforward answers;

4. Minimizes the risk of hallucinations or incorrect 
information. LLMs are trained with vast amounts of information, 
and the best ones, like GPT-4 in early 2024, are often correct. 
However, there is no guarantee that the output is correct and 
relevant. And there is always the possibility of an AI hallucination. 
It is a tall order, but a safe AI system needs to maximize the 
relevance of its answers and minimize its mishaps. The intuition 
is that this task is much simpler when the application context 
is smaller than when a chatbot like ChatGPT is open to any 
conceivable task.

5. Presents a behavior, values, and usefulness that students 
and teachers understand. The user experience must clarify 
what the tool is and is not for.

F. Smart Learning Applications, a Technological Approach to 
Safe AI in Education

The idea of a “Smart Learning Application” emerges as a pivotal 
innovation rooted in the principles of AI safety and educational 
integrity. This stems from discussions at the 2023 TEEM conference 
in Bragança, Portugal, particularly during the Managing Generative 
AI in Educational Settings session. This idea is conceptualized as an 
advanced AI educational tool that goes beyond traditional learning 
applications by integrating with an LMS, such as Moodle, where 
they are appropriately termed “activities” [94]. In contrast to general 
educational apps like Kahoot, which do not integrate with the LMSs 
and therefore fall short of our criteria due to their disconnection from 
the educational framework, Smart Learning Applications are crafted to 
function within the specific boundaries of a course. These applications 
stand out for their capacity to:

• Ensure a secure access. Utilizing the LMS for authentication and 
authorization, they restrict access to legitimate users.

• Adapt to user roles. The LMS customizes the application’s features 
to match the user’s role: teacher, student, or administrator.

• Provide course-specific context. Each application instance 
is directly associated with a course, enabling a customized 
educational journey. Smart Learning Applications leverage 
LLMs via APIs to facilitate features such as on-the-fly content 
creation and personalized learning trajectories. This strategy 
boosts interactivity and customization, tackling challenges like 
guaranteeing content accuracy and adhering to data privacy laws. 
The goal is to present an educational technology that is more 
closely aligned with educational objectives, capable of upholding 
academic integrity, and offering a tailored user experience.

https://d66z.short.gy/qLwNBx
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III. A Final Reflection

There are reasons for excitement and concern with applying GenAI 
in education. Yet, we must prevent one from overshadowing the other 
about the leap in AI, and potentially in its educational application, 
with ChatGPT as the flagship, necessitates relentless study, design, 
experimentation, and evaluation. This should be done with caution yet 
boldness, embracing the new possibilities. Let us discard the notion 
that technology, being material and mercenary, will ruin an education 
that is spiritual and selfless [95].

Many of the issues and dangers identified in the educational 
context have yet to arise due to the emergence of ChatGPT or other 
similar applications. They already existed, have been approached from 
various perspectives, and have remained unresolved. However, the 
potential of these technologies and the effect of their rapid penetration 
in all realms of society are magnifying some of these issues more than 
ever before [68].

AI, especially with its ability to create content indistinguishable 
from human production and interact with users through natural 
language, represents one of our most socially disruptive technological 
means. We are just beginning to imagine the possibilities, risks, and 
challenges that this technology opens up. However, it is essential to 
recognize that the future we may build on this foundation must be in 
more than just the hands of technologists. There must be spaces for 
inter- and transdisciplinary co-creation that ensure the ethical, safe, 
and inclusive development of a technology that, not so long ago, we 
would have considered science fiction.

IV. Monograph Contents

This International Journal of Interactive Multimedia and Artificial 
Intelligence monograph about Generative Artificial Intelligence in 
Education comprises seven research papers.

The first paper is entitled “A cybernetic perspective on generative 
AI in education: From transmission to coordination” by Dai Griffiths, 
Enrique Frías-Martínez, Ahmed Tlili and, Daniel Burgos. This work 
examines the impact of LLMs and GenAI on education, highlighting a 
lack of clarity in human-machine communication within educational 
models. It introduces two paradigms: the transmission paradigm, 
which aligns with traditional educational methods and communication 
models, and the coordination paradigm, which combines constructivist 
learning models with a coordination communication model. The 
authors argue that LLMs disrupt the existing balance between these 
paradigms by creating a simulacrum of intelligence, challenging the 
transmission paradigm’s validity. They suggest that adopting the 
coordination paradigm can help educational institutions understand 
and utilize GenAI more effectively, urging a shift in educational 
practices to leverage AI’s capabilities fully.

Lin Tang and Yu-Sheng Su, in their work “Ethical implications and 
principles of using artificial intelligence models in the classroom: A 
systematic literature review,” conduct a systematic literature review 
[96], [97] on the ethical implications and principles of using AI 
models in classrooms, addressing the need for an ethical framework 
amidst AI’s growing educational application. By analyzing 32 out of 
1,445 publications from 2013 to 2023, the authors identified five main 
ethical concerns: algorithmic bias, data privacy breaches, opacity, 
diminished autonomy, and academic dishonesty, with algorithmic 
bias and privacy issues being the most prevalent. They also outline 
six ethical principles: fairness, privacy, transparency, accountability, 
autonomy, and beneficence, emphasizing fairness and privacy as 
critical. The paper highlights the under-researched areas of autonomy 
and academic misconduct, urging more in-depth discussions and 
solutions to ethical issues, clarity on implementing ethical principles, 
and accurate assessment of AI’s ethical implications in education.

The next paper, “A trustworthy automated short-answer scoring 
system using a new dataset and hybrid transfer learning method,” by 
Martinus Maslim, Hei-Chia Wang, Cendra Devayana Putra, and Yulius 
Denny Prabowo, introduces HTL-ASAS, an advanced automated 
system for scoring short answers, addressing inconsistencies in 
manual grading by teachers due to various challenges. Utilizing 
a hybrid transfer learning approach and a new dataset of student 
answers (QA-CS), the system demonstrates remarkably high accuracy 
(99.6%) in evaluating responses from introductory IT courses. This 
high level of precision suggests HTL-ASAS’s potential as a reliable 
tool in educational settings, promising to reduce teacher workload and 
improve assessment consistency.

Juan Izquierdo-Domenech, Jordi Linares-Pellicer, and Isabel Ferri-
Molla are the authors of the paper “Virtual reality and language models, 
a new frontier in learning.” They introduce an innovative learning 
architecture that combines virtual reality and LLMs with Retrieval-
Augmented Generation (RAG) to enhance educational experiences 
across various settings. This approach integrates immersive virtual 
reality applications with LLMs, allowing students to interactively 
engage with learning materials through questions and receive answers 
with textual and visual hints within a virtual reality environment. The 
paper addresses the challenge of integrating diverse data sources by 
utilizing RAG to structure information from APIs, PDFs, Structured 
Query Language (SQL) databases, and more into formats that are 
easily processed by LLMs. An empirical study involving twenty 
participants compared the effectiveness of this virtual reality and LLM 
architecture against traditional learning methods showed significant 
improvements in learning outcomes for the group using the immersive 
virtual reality application. This research highlights the potential of 
combining virtual reality and LLMs to create dynamic, engaging, and 
effective learning experiences.

The paper “Generative Artificial Intelligence in product design 
education: Navigating concerns of originality and ethics,” by 
Kristin A. Bartlett and Jorge D. Camba, explores the integration of 
image-generative AI in product design education, addressing the 
technological advancements and their potential future applications. 
It critically examines the legal and ethical challenges posed by such 
technology, including issues of bias, exploitation of hidden labor, 
intellectual property theft, lack of originality, and inadequate copyright 
protection. The authors offer recommendations for design educators 
on incorporating AI responsibly into the curriculum. They advocate 
for AI to be presented as one of many tools available to designers, 
emphasizing its role in the creative process rather than as a means to 
produce final designs. The paper also suggests strategies for fostering 
meaningful discussions about AI among students, aiming to enrich 
their understanding and ethical use of AI in design.

Verónica Parra, Patricia Sureda, Ana Corica, Silvia Schiaffino, 
and Daniela Godoy investigate in their work, “Can generative AI 
solve geometry problems? Strengths and weaknesses of LLMs for 
geometric reasoning in Spanish” the potential of GenAI, specifically 
LLMs like ChatGPT, Bard, and others, in solving geometry problems, 
a key area in high-school curricula. It highlights the growing 
interest in using LLMs for educational purposes, especially math 
problem-solving, and notes the usual focus on English language 
benchmarks. This study differentiates itself by concentrating on 
Spanish, a comparatively less-resourced language, to explore LLMs’ 
capabilities in geometric reasoning. By analyzing the performance 
of chatbots powered by various LLMs, the study assesses their 
accuracy in solving geometry problems and categorizes errors in 
their reasoning processes. The findings aim to understand LLMs’ 
strengths and weaknesses in geometry, paving the way for better 
classroom integration strategies and developing more advanced 
generative AI tools for educational support.
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The last paper, entitled “Evaluating ChatGPT-generated linear 
algebra formative assessments, by Nelly Rigaud Téllez, Patricia Rayón 
Villela, and Roberto Blanco Bautista, delves into the utilization of 
LLMs, specifically ChatGPT, for creating formative assessments in 
linear algebra, focusing on the mathematical problem-solving process. 
It assesses ChatGPT’s performance in generating feedback on linear 
algebra problems, highlighting deficiencies in reasoning, proofs, and 
model construction. By comparing feedback from both instructors 
and ChatGPT against detailed formative feedback criteria, including 
affective aspects, the study aims to enhance the feedback quality 
from both sources. A novel framework for formative assessment 
using LLMs was developed to generate prompts based on common 
linear algebra errors, facilitating concept development and problem-
solving strategies. This approach encourages a dynamic learning 
cycle where instructors validate tasks. ChatGPT supports query-based 
learning, revealing insights into improving feedback for advanced 
math problems and suggesting adaptations in teaching and learning 
strategies for educators and students.
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Abstract

The recent sudden increase in the capabilities of Large Language Models (LLMs), and generative AI in general, 
has astonished education professionals and learners. In formulating a response to these developments, 
educational institutions are constrained by a lack of clarity concerning human-machine communication and 
its relationship to models of education. Ideas and models from the cybernetic tradition can help to fill this gap. 
Two paradigms are distinguished: (1) the transmission paradigm (combining the model of learning implied 
by the instruments and processes of formal education and the conduit model of communication), and (2) 
the coordination paradigm (combining the constructivist model of learning and the coordination model of 
communication). It is proposed that these paradigms have long coexisted in educational practice in a modus 
vivendi, which is disrupted by LLMs. If an LLM can pass an examination, then from within the transmission 
paradigm this can only understood as demonstrating that the LLM has indeed learned and understood the 
material being assessed. At the same time, we know that LLMs do not in fact have the capacity to learn 
and understand, but rather generate a simulacrum of intelligence. It is argued that this paradox prevents 
educational institutions from formulating a coherent response to generative AI systems. However, within the 
coordination paradigm the interactions of LLMs and education institutions can be more easily understood and 
can be situated in a conversational model of learning. These distinctions can help institutions, educational 
leaders, and teachers, to frame the complex and nuanced questions raised by GenAI, and to chart a course 
towards its effective use in education. More specifically, they indicate that to benefit fully from the capabilities 
of generative AI education institutions need to recognize the validity of the coordination paradigm and adapt 
their processes and instruments accordingly.
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I. Introduction

THE recent sudden increase in the capabilities of Large Language 
Models (LLMs) and other generative artificial intelligence (GenAI) 

applications has astonished education professionals and students. 
A wide-ranging debate has emerged concerning the immediate and 
future impact of these developments on educational institutions and 
practice, focusing on topics such as assessment, the role of the teacher, 
the opportunities for students, and the implications for institutions. 

The present paper contributes to the clarification of this discourse 
in the context of formal education. The core activity of education is 
communication between humans, often mediated by texts and other 
media, in conversations between actors that include students, teachers, 
administrators and policymakers. It is therefore hard to achieve clarity 
in the understanding of the impact of AI on education without a clear 
understanding of the nature of human-machine communication. The 
present lack of consensus on how GenAI could or should be used in 

education, and whether its use is constructive or destructive, suggests 
that this understanding remains problematic. This paper proposes a 
historical perspective on thinking about models of communication 
and learning, largely associated with the cybernetic tradition, 
which has renewed relevance in helping to navigate the complex 
terrain presented by generative AI and education. We summarize 
the conclusion of each section in a brief text in italics, to provide an 
overview of our argument. We commence with a brief review of the 
technology under discussion. 

II. State of the Art

Generative modeling, also known as GenAI or generative AI, 
leverages unsupervised learning techniques such as Generative 
Adversarial Networks (GANs) and Variational Autoencoders (VAEs) 
to discern patterns in various types of content, ranging from text and 
images to video. By doing so, it gains the ability to create new content 
that mirrors these identified patterns. Within text, this technology 
manifests as Language Models (LMs) and their extensive counterparts, 
Large Language Models (LLMs). The primary distinctions between 
these two lie in the scale of data used for training — LMs typically 
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utilize smaller, domain-specific datasets, whereas LLMs draw from 
vastly larger data pools — and their respective use cases, with LMs 
being more suited for tasks like text prediction and spell checking, and 
LLMs being designed for text generation.

In this context, transformers, and in particular generative pre-
trained transformers (GPT), are the de facto standard to implement 
LLMs. GPT uses large amounts of text data to create a generative 
model that captures and replicates the structure of a phrase. As a 
result, LLMs can process and produce human-like text outputs and 
open the door to a variety of educational applications. 

In this brief review we focus on the most recent applications of LLMs 
in education. García-Peñalvo and Vázquez-Ingelmo [1] characterize 
the generative AI landscape, while Zhao et al. [2] provide a survey 
of the underlying technology of large language models. A number 
of overviews of applications and limitations in educational settings 
are available [3] [4] [5] [6]. Table I presents examples of generative 
AI applied to education published in 2023, focusing on the LLM used 
and the input data. Although LLMs have the potential to be applied to 
any area of knowledge, applications to date have tended to focus on 
specific areas like coding and math. We identify five main applications, 
namely: (1) Automatic Grading; (2) Exam Solution; (3) Educational 
Content Generation (including tests); (4) Plagiarism Detection; and (5) 
Tutoring. Other reviews have proposed a higher number of groups in 
the classification [5] [3]. 

TABLE I. Generative AI Applications for Education, Including 
Application, LLM Model Used and Data 

Ref. Application LLM Data
[7] Grading OpenAI GPT-3 Computer Sci. Exams
[8] Grading OpenAI GPT-4 Questionnaire
[9] Exam Solution OpenAI GPT-4 Law Exams
[10] Plagiarism OpenAI GPT-3 Math Exams
[11] Tutoring OpenAI GPT-3 Math Exercises
[12] Tutoring OpenAI GPT-3 Word Vocabulary
[13] Tutoring GPTeach Course data
[14] Test Generation OpenAI GPT-4 Questionnaire
[15] Exam Solution OpenAI GPT-3.5 High School Exams
[16] Plagiarism OpenAI GPT-3.5 Human/GPT Texts
[17] Content Generation N/A Python Code
[18] Content Generation OpenAI Codex Python Code
[19] Exam Solution OpenAI GPT-4 Medical Exam
[20] Exam Solution OpenAI GPT-4 Physics Exam
[21] Exam Solution OpenAI GPT-3.5 Medical Exam
[22] Tutoring OpenAI GPT 3 Questionnaire

Although there is a variety of LLMs available, both commercial 
(OpenAI ChatGPT, Bing, etc.), and open source (Llama, Llama2, 
BLOOM, Alpaca, PaLM2, Bert and its variations, DeepMind Gopher, 
etc.), ChatGPT has become the standard to implement educational 
research studies. The use of other LLMs in recent studies seems to 
be residual. From the examples presented in Table I only one work 
[13] proposes its own LLM, called GPTeach, but even in this case it 
uses ChatGPT-3 API for solving questions. This contrasts with the 
results observed in another study [5] where Bert (and its variants) was 
used in almost 90% of the studies up to 2022, and ChatGPT in all its 
versions was used marginally. As a result, the study claims that the 
most advanced LLMs models have not been the focus of educational 
tasks. This is not the outcome of other review papers [3] [4] that 
conclude that ChatGPT-3, which at the time was the most advanced, 
was being widely used for educational applications. In any event, 
Table I indicates that current studies are based on the most advanced 
LLMs implementations such as ChatGPT 3.5 and ChatGPT4. 

Current educational applications are largely built using commercial 
LLMs, although there is a wide range of open source LLMs. This is 
mainly because of the complexities and cost of training open source 
LLMs. Commercial implementations (e.g. GPT-4) have been already 
fine-tuned for conversation (e.g.  ChatGPT-4), and the use of this 
foundation makes it possible to focus directly on the relevant research 
questions and possible applications.  This approach has its drawbacks 
as there is no control or detailed knowledge over the data used 
to train the LLM. In contrast a fully open model opens the door to 
difficult questions about the legality and quality of sources. Fine-
tuning of pre-trained LLMs with smaller and more specific datasets 
that are adapted to a particular domain is less problematic and enables 
the personalization of learning materials. Following this approach 
ChatGPT-4 is already being deployed in learning applications such 
as DuoLingo [23] for learning languages or Khan Academy [24] for 
personalized learning.

LLMs have the potential to affect the whole educational 
community, but the papers we have examined show that the focus to 
date has been on educators/teachers and students. The use of LLMs 
for other stakeholders such as academic administrators or policy 
makers seems to be residual, or undocumented, and still needs to be 
explored. However, the rapid transformation of workplaces through 
the application of AI [25] raises many open questions about the future 
of academic management and leadership.  Concerns have also been 
raised about bias in AI applications [26], and their compliance with 
ethical standards [27], raising a large number of additional open 
questions.

Table I highlights the recent impact and potential of LLMs (mainly 
of ChatGPT) for educational applications. Nevertheless, there are 
many concerns and limitations including: (1) data privacy, (2) bias of 
generated content (especially regarding the language used [26]); and 
mainly (3) the potential impact on educational practice. Most of the 
studies do not evaluate the impact of the application in an educational 
setting. There are some exemptions, mainly when the application is 
exam solution as it can be directly compared with previous results 
[9] [19] [20], and in some cases content generation, for example a 
study [17] that concludes that the perceived quality of AI-generated 
resources is largely on par with student-generated resources. In 
general, it is difficult to ascertain the actual benefits and limitations of 
the five application areas identified in pedagogical settings. 

A key thread of research concerns the degree to which LLMs 
improve the engagement of students in the learning process, 
hypothesized improvements comprehension, retention, and overall 
academic success [28]. Progress on this topic requires not only rigorous 
experiments, but also increased clarity on the nature of human-
machine communication and its implications for education, which is 
the issue we address in this paper. It can be seen that much valuable 
research is being carried out into the use of LLMs in education, but this 
work tends to focus on the results of introducing the technology into 
an educational activity, without examining the processes involved in 
human-machine communication. Moreover, we note that the reviewed 
studies investigate the integration of LLMs in education without 
using theories of communication and learning as a backbone of their 
research. This makes it hard to compare like with like, or to cumulate 
research results.

At the heart of education is the interaction between students, 
teachers and learning resources. It is therefore unsurprising that 
a lack of clarity about what is happening during communication 
between humans and machines generates uncertainty among 
education professionals and institutions about the position they 
should adopt when faced by GenAI in general and LLMs in particular. 
In the discussion below we propose some theoretical tools which can 
assist in inspection and analysis of interactions between GenAI and 
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educational actors, and which provide a framework within which 
educational policy can be formulated.

There is huge interest in the potential of GenAI in education, and 
an extensive body of evidence. However, there is a lack of clarity on the 
nature of the educational interactions which GenAI supports.

III. Two Views of Learning

In most formal education, the design of organizational processes 
assumes that knowledge can be delivered by a teacher or an institution 
to a student. This assumption is embedded at all levels of the education 
system: in national plans, curricula, quality assurance processes, 
teaching plans, and not least in the fees charged for access to courses. 
A particularly clear example is the field of knowledge management, 
which is built on the ideas of capture and delivery of knowledge (see 
Girard and Girard [29] for an overview). 

In contrast, the practice of teaching has been strongly influenced 
by the constructivist theory of learning. We cannot here provide a 
detailed account of the many ways in which constructivism has been 
conceptualized, applied, and critiqued, but the following examples 
indicate its scope. In his influential ‘Radical Constructivism: A Way of 
Knowing and Learning’, von Glasersfeld [30] starts his discussion with 
the sceptics of ancient Greece, but more conventionally the tradition 
is traced back to Vygotsky and Piaget, with further development being 
carried out by a host of psychologists, philosophers and educationalists, 
including Jerome Bruner, Paolo Freire, Seymour Papert and Gert 
Biesta. The last of these has written that:

The founding intuition of constructivism is that knowing and 
learning are processes in which knowers and learners actively 
construct their knowledge and understanding – they make 
sense – rather than that this should be understood as a process 
where knowers or learners passively receive such knowledge and 
understanding. [31]

Constructivism is a theory of learning, and it has been accompanied 
by theories of pedagogy, notably those known as Learner Centered 
Pedagogy, which has been widely influential among teachers. Bremner, 
Sakata and Cameron recently conducted a systematic review of the 
outcomes of Learner Centered Pedagogy (LCP) [32] which  concludes 
that “there is a real gap in hard data to prove or disprove the value of 
LCP”, while teachers and students “lean towards positive experiences 
of LCP”.  

Individual teachers and theorists may be convinced constructivists 
or may vehemently oppose constructivist ideas. At the level of the 
education system, however, the two contradictory views have 
cohabited for half a century. On the one hand, the organizational 
instruments of the education system (such as curricula, learning 
objectives and lesson plans) assume that it is possible to prescribe 
what students will learn, how they will learn it, and how long this 
will take. On the other hand, many teachers are strongly influenced 
by a belief that the characteristics, prior experiences and activities of 
students determine what they learn and how fast they learn it, with 
profound consequences for their classroom teaching practice and 
informal interactions with students. These two contradictory positions 
have resolved to a modus vivendi which enables educational activities 
to proceed smoothly. Part of the explanation for this coexistence is 
that the two theories of learning do not generate mutually exclusive 
classroom activities. In this context, Richardson points out that 
“students also make meaning from activities encountered in a 
transmission model of teaching such as lectures or direct instruction, 
or even from non-interactive media such as television”. As a result, the 
coexistence of the two models of education is often not commented 
upon, or even not perceived. The balance between the two varies from 

one place to another and adjusts over time, responding to changing 
patterns of teaching practice and to the shifting winds of political and 
social pressures. In the following sections, we discuss two models 
of communication which are compatible with the two conceptions. 
These are not the only two available models of communication, and 
they have nothing to say about the emotional or dialectic aspects of 
communication. However, we argue that they are of great utility in 
understanding the communication between humans and machines.

The transmission and constructivist models of learning coexist in 
educational practice, in a long-standing modus vivendi. 

IV. Two Models of Communication in Education

A. The Transmission Model of Communication
The conception of the communication of knowledge underlying the 

organizational structures of education has close parallels to Shannon’s 
mathematical model of the transmission of information (Fig. 1), 
which was published in 1948, but nevertheless remains a cornerstone 
of the teaching of telecommunications. Weaver, who collaborated 
closely with Shannon, explicitly stated that “…information must 
not be confused with meaning. In fact, two messages, one of which 
is heavily loaded with meaning and the other of which is pure 
nonsense, can be exactly equivalent, from the present viewpoint, as 
regards information.” Nevertheless, there has been confusion about 
the relationship between information and meaning implied by the 
theory since its formulation.  Indeed, misinterpretation is hard to 
avoid given the lack of precision in English vocabulary. For example, 
as Reddy pointed out, the word ‘message’ used in Shannon’s model is 
ambivalent in English, referring to both the means of communication 
“I got your message (MESSAGE1) but had no time to read it” and 
also the understanding of the recipient “Okay, John, I get the message 
(MESSAGE2); let’s leave him alone” [33]. 

Information
Source

Noise
Source

Transmi�er

Message Message

Signal Received
Signal

Receiver Destination

Fig. 1. Shannon’s “Schematic diagram of a general communication system”, 
adapted from [34].

In 1979, Reddy characterized the merging of these two meanings 
of ‘message’ as the conduit metaphor, which sees language in the 
following terms: “(1) language functions like a conduit, transferring 
thoughts bodily from one person to another; (2) in writing and 
speaking, people insert their thoughts or feelings in the words; (3) 
words accomplish the transfer by containing the thoughts or feelings 
and conveying them to others; (4) in listening or reading, people 
extract the thoughts and feelings once again from the words.”  There 
are, of course, other metaphors for communication. Krippendorff [35] 
(p.51-70) distinguishes five metaphors for communication in addition 
to the conduit metaphor: hydraulic, control, transmission, war, and 
dance-ritual. The first three of these, however, are largely compatible 
with the conduit metaphor. Moreover, for our present purposes, the 
importance of the conduit metaphor is that it maps closely onto the 
aspiration of education to deliver knowledge to the student, and the 
implied assumptions of its organizational processes.
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Pace Weaver, the Shannon / Weaver diagram can be used (or abused) 
to represent the conduit metaphor, and mapped onto educational 
processes, as shown in Table II. 

TABLE II. The Conduit Model Mapped to Education

Information 
source

A teacher, a video recording, an author, a work of 
literature, a data set, etc.

Transmitter A teacher’s speech and activities, a copy of a book, a 
journal paper, etc.

Noise Source Disturbance in the classroom, students’ psychological 
states, inadequate or faulty equipment, etc.

Receiver The student (identical with the destination), a computer

Destination The student

The productive activities of a student can be described in a similar 
way, as shown in Table III. The model, if accepted as accurate, also 
functions as a tool for apportioning blame for failure: if a student’s 
achievement is not satisfactory, then the problem can be sought in 
one of the steps. So, for example, the teacher’s transmission of the 
information may be inadequate, or the classroom environment may be 
dysfunctional, or the student may not be listening. Certain approaches 
to educational technology are often (though not necessarily) aligned 
with the conduit model. Examples of how researchers are integrating 
machine learning and GenAI methods with them include competence 
management systems [36], recommender systems [37], and knowledge 
management [38].

TABLE III. The Conduit Model Mapped to Students’ Activities

Information 
source The student

Transmitter An essay, assignment, multiple choice test, viva voce, etc.

Noise Source Poor language and writing skills, student’s psychological 
states, noisy environment, inadequate or faulty 
equipment, etc.

Receiver The teacher

Destination The educational institution

B. The Coordination Model of Communication
The biological theory of communication put forward by Maturana 

and Varela in the 1980s is based on coordination rather than 
transmission. We briefly summarize it here, but the theory is complex, 
and readers are advised to engage with the original exposition, most 
accessibly presented in the book ‘The Tree of Knowledge’ [39]. We 
summarize Maturana and Varela’s view of communication as follows:

1. Organisms are organizationally closed but structurally open, i.e. 
organisms have a standard biological plan which is inherited and 
fixed, but they grow, think and act in different ways in interactions 
with the environment.

2. Organisms respond to perturbations in their environment with 
neuronal activity, but in this process, nothing enters the organism 
from outside.

3. Organisms become structurally coupled to their environment, i.e. 
a history of recurrent interactions leads the organism to adjust to 
its environment, and vice versa.

4. Other organisms are part of the environment. Organisms 
structurally couple to each other, each adjusting its internal 
structure in response to the actions of the other. These 
coordinations constitute communication.

5. Humans use sounds, letters, images and movements to coordinate 
their coordination. For example, we have learned from prior 
interactions to associate the sound and written form of the word 
‘baby’ with a young human. This higher-level coordination 
constitutes language (or as Maturana and Varela would prefer 
‘languaging’).

Maturana and Varela “…conclude that, biologically, there is no 
“transmitted information” in communication”, and argue that the 
conduit metaphor “is basically false” [39] p196. From this perspective, 
the processes of education should be seen as an ongoing structural 
coupling between teachers and students, mediated by a wide range 
of language-based activities. Through these recursive coordinations, 
the structure of the student changes, and they become able to perform 
the tasks required of a successful student. Approaches to educational 
technology that are often (though not necessarily) aligned with the 
coordination model, and where work is underway to integrate AI, 
include computer supported collaborative learning [40], self-regulated 
learning [41], and the use of writing productivity tools [42]. Beyond 
these, however, lies the largely unmapped terrain of students’ informal 
interactions with GenAI, which has consequences for students 
coordinations with teachers and institutions that have not yet been 
fully manifested, let alone understood.

We refer to the combinations of the respective models of educational 
processes and of communication as the ‘transmission paradigm’ and 
the ‘coordination paradigm’. GenAI

The transmission and constructivist models of learning are congruent 
with the conduit and coordination models of communication.

V. Generative AI: A Paradox for Education

The coexistence of the two conceptions of education that we have 
described in Section IV.A and IV.B is radically disrupted by generative 
AI in general and LLMs in particular. Yeadon et al. write that “short-
form essays, written by AI software in only a few seconds, can score 
a First Class for an assignment from an accredited university Physics 
module. This, we argue, effectively renders the short-form essay 
obsolete as an assessment tool.” [43]  The abilities of current AI should 
not be overstated, as it falls short in some full examinations. While it 
was successful in radiology [44] it failed in plastic surgery [45] and 
in the sixth-grade math and science examinations in Singapore [46]. 
However, the capabilities of AI will only increase, and as Eulerich et 
al. report [47], ChatGPT 4 can pass exams which were too demanding 
for ChatGPT 3. 

The ability of GenAI technology to create acceptable student 
texts is a practical problem for education, but the challenge is not 
unprecedented. As Sharples points out “Transformer AI systems 
belong to an alternative history of educational technology, where 
students have appropriated emerging devices – pocket calculators, 
mobile phones, machine translation software, and now AI essay 
generators – to make their lives easier. The response from teachers 
and institutions is a predictable sequence of ignore, resist, then 
belatedly accommodate.” [48] Nevertheless, GenAI presents a 
different and deeper challenge than the technologies, which Sharples 
mentions. This is because it can disrupt the equilibrium which has 
developed between the organizational processes of education and the 
constructivist practices of teachers, corresponding to the transmission 
and coordination models of communication. 

Education institutions use the performance of students in 
examinations as evidence of whether students have learned 
and understood the content of a course or not. According to the 
transmission view of communication, the information which 
is extracted at the destination is the same as that which was 
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transmitted by the information source. Consequently, according 
to the transmission model of education, in combination with the 
use of the examination as an assessment instrument, the ability of 
a GenAI to create texts which merit a pass in an examination must 
mean that the system, which generates them texts, has knowledge 
and understanding which matches that of the students who pass the 
same examinations. However, as we discuss in the next section, there 
is strong evidence that this is not the case. Education institutions are 
therefore confronted with a paradox: their educational instruments 
tell them that LLMs are intelligent learners, but the research evidence 
and close engagement with GenAI systems shows that LLMs are 
not intelligent learners. Without resolving this paradox, educational 
institutions cannot formulate a coherent response to GenAI systems.

Generative AI creates a paradox for the transmission model of 
education. 

VI. What Does Generative AI Generate?

Some have argued that AI systems do indeed have human 
level knowledge and understanding, including Blake Lemoine, a 
Google software engineer working on AI, who was fired in 2022 for 
maintaining that the system he was working on was conscious [49]. 
To many others with close knowledge of GenAI, these claims seem 
intuitively absurd. That is not a sufficient refutation, however, and it 
is important to establish a stronger argument against ascribing human 
level capabilities to GenAI. 

Gregory Bateson, like Maturana and Varela, worked within the 
cybernetic tradition, and he thought deeply about the nature of mind 
and machine. In an earlier paper we have discussed in detail the 
implications of his work for AI [50], and here we summarize two of 
his arguments which imply that we should not ascribe human-like 
mental states to present-day computers. 

Firstly, Bateson argues that “The question is not “Can machines 
learn?” but what level or order of learning does a given machine 
achieve?” [51] (p.284). Bateson’s Level I learning involves changes in 
the responses which a machine or organism gives at different times, 
possibly as a result of habituation or reinforcement. This level of 
learning is displayed by LLMs. Level II learning involves ‘learning to 
learn’, for example as one might improve one’s ability to learn musical 
scales not by continual practice but by a change in learning strategy. 
The term ‘deep learning’ refers to the depth of layers of neural networks 
but gives the impression that AI can learn in a more than superficial 
way. It is true that LLMs have moved AI closer to Level II, to the extent 
that stochastic changes lead to improved algorithms. However, this 
takes place within a tightly constrained and fixed framework. There 
is no equivalent in deep learning to the developmental changes that 
take place when a student acquires an entirely new body of knowledge 
or skill, transforming the way they go about solving problems and 
thinking about the world.

Secondly, Bateson argued that information flow takes place within 
an ‘ecology of mind’. In his view, mental processes include “a number 
of phenomena which most people do not think of as processes of 
thought” [52] p.16, including embryology, evolution, and “all those 
lesser exchanges of information and injunction that occur inside 
organisms and between organisms, and that, in the aggregate, we 
call life.” [52] p.17. This ecology of mind “…will usually not have 
the same limits as the ‘self’” [51] p.317, and includes both animate 
and inanimate entities. A computer is not equipped with the sensors 
and effectors, nor the mental processes which are required to create 
the rich set of interactive loops between itself and the outside 
world which constitute an ecology of mind. In other terms, it is not 
embodied, in the sense that Varela, Thompson and Rosch describe: “...

first, cognition depends upon the kinds of experience that come from 
having a body with various sensorimotor capacities, and second, that 
these individual sensorimotor capacities are themselves embedded in 
a more encompassing biological, psychological, and cultural context.” 
[53] (p.173).

More recently, Brian Cantwell Smith  has argued along similar 
lines that all AI systems, including GPTs, literally “do not know what 
they are talking about” [54] p.76. “…there is no reason to suppose, and 
considerable reason to doubt, that any system built to date, and any 
system we have any idea how to build, ‘knows’ the difference between: 
(i) its own (proximal) state, including the states of its representations, 
inputs and outputs; and (ii) the external (distal) state of the world that 
we at least take its states, its representations and those inputs and 
outputs to represent.” AI is able to perform extraordinarily complex 
manipulations of words and their tokens, and to relate them to each 
other. But AI does not know that there is a world external to itself, 
or that its representations are about that world, and it cannot take 
responsibility for the adequacy of its representations to describe the 
world [54] p.79. Consequently, when an AI system produces a student 
essay about, for example, preserving the rain forest, it cannot ‘know’, 
in any way that is equivalent to human knowing, what a forest is, 
nor why it might have importance. It can provide only reports on 
correlations among its internal states. In this sense, AI systems 
are electronic solipsists, whose processes correspond to Bradley’s 
characterization of solipsism as the belief that “nothing beyond my 
self exists; for what is experience is its states” [55] p.248.

These arguments lead us to conclude that a text produced by 
generative AI is a simulacrum of human communication which, as 
Baudrillard put it “itself, no longer even knows the distinction between 
signifier and signified, nor between form and content”. [56] p.63-64. 

Generative AI generates a simulacrum of human intelligence.

VII. The Implications of AI Simulacra for Education

Consider a trap deployed to attract and snare a pest species, for 
example Zapponi et al. [57] describe how pheromones and vibrations 
are used for to capture stink bugs. In terms of the conduit model, the 
sense organs of the insect are the receiver of information, and the 
insect itself is the destination. The bug perceives the pheromones and 
vibrations as a signal whose transmitter is the organs of a fellow bug, 
and the information source as a potential reproductive partner. But the 
bug has been tricked, the information source is in fact a device which 
generates a simulacrum of a reproductive partner, and the bug has no 
way of detecting the deception. 

An educational institution finds itself in a precisely parallel 
situation when confronted by examination scripts or essays authored 
by LLMs: the scripts draw humans into inauthentic interactions with 
a device. When the assessors of exam scripts award a pass mark to a 
text produced by AI, they are misled into ascribing to the perceived 
information source knowledge and understanding which is not present. 
It is axiomatic to the transmission model that learning is contained and 
transmitted within documents. Consequently, from within this model, 
an LLM’s success in passing an examination can only understood as 
demonstrating that the LLM which is the source has indeed learned 
and understood the material being assessed. Like the target of the 
pheromone trap, the institution has no way to detect or make sense 
of the deception from within the confines of a transmission model of 
educational communication, and cannot abandon the model without 
undermining the credibility of its own instruments. At the same time, 
it is also clear that LLMs do not have this ability. 

A coordination model of educational communication is better 
equipped to describe educational interactions with LLMs. The 
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assessment process is seen to be one more example of the coordination 
around utterances and documents which establish structural coupling 
between teachers and students, and through which understanding and 
knowledge are mutually and iteratively probed. A teacher adopting a 
coordination model when confronted by an AI script is not dissuaded 
by the logic of the model from concluding that although the text 
appears to reflect knowledge and understanding, it does not in fact 
do so. The teacher and the institution are still challenged by LLMs, as 
the ease with which inauthentic texts can be generated can disrupt 
the coordination between teachers and students. It is often difficult 
to distinguish authentic and inauthentic texts, indeed, as Linardaki 
reports, on the site “Bot or Not” (botpoet.com) a poem by Gertrude 
Stein was thought by at least 70% of respondents to have been written 
by a computer [58]. This is a practical challenge for education seen as 
a process of coordination, of the same order as those presented by the 
emergence of calculators and the internet. The same cannot be said for 
education seen as transmission, which finds its foundational axioms 
to be threatened, undermining the credibility of grades and diplomas. 

The challenge of GenAI for education is thus that it disrupts the 
balance between the instruments of education (transmission model) 
and the practice of education (often influenced by the coordination 
model), by undermining the credibility of the transmission paradigm. 
If a machine which is widely accepted to be incapable of understanding 
can pass an examination, we are forced to ask if we can take that 
examination seriously as a measure of learning and understanding, 
and if the entire edifice of learning objectives and curricula in fact 
delivers the learning which it claims to do.  

An additional consideration is that the predominant manifestation 
of AI prior to the emergence of LLMs was the expert system.  Expert 
systems are taxonomic in nature, adhering to explicit classifications. 
The structure of expert systems corresponds to the taxonomic 
organization of education, which, for example, subdivides knowledge 
into disciplines, subdisciplines, curricula, learning resources, etc. 
Expert systems could reflect these structures, making them easy to 
apply in education (if not easy to create). Generative AI, however, is 
not taxonomic, but rather (to use McCulloch’s word) “…anastomotic, 
whereby afferents of any sort could find their way by intersecting paths 
to any set of efferents, so relating perception to action” [59] p.392. In 
this sense, the inner workings of a GPT are not inspectable, and it is not 
possible to say why, precisely, a particular output was generated. This 
is a poor fit for an education system which is based on the verifiable 
delivery of taxonomic knowledge and is required to be transparent and 
answerable for interactions which take place within them. 

The simulacrum of intelligence produced by Generative AI creates 
a paradox for the transmission model of education. The coordination 
model of education is better able to describe educational interactions with 
generative AI. 

VIII.  The Possible Responses of Education Institutions

One possible conclusion from our discussion in section VII would 
be that formal education is a fundamentally flawed enterprise, and 
it should be swept away, together with its instruments. We do not 
take this position. Rather, we propose that the irruption of LLMs, 
and GenAI in general, means that the modus vivendi between the 
transmission and coordination models of educational communication 
will have to be revised. The balance has been disturbed and can only 
be restored by adjusting the relative influence of the two models on 
the educational process. 

We characterize the possible responses of educational institutions 
to GenAI in terms of three extremes. In practice, it is likely that 
institutions will not simply adopt one of these models, but rather 
experiment with aspects of these strategies in parts of the institution. 

1. Reject GenAI 

• The institution decides that its business model and processes 
require a transmission model.

• The coordination paradigm, and the practices influenced by the 
model, are anathematized and suppressed, and replaced with 
an emphasis on rote learning and reproduction of specified 
formulations of knowledge.

• GenAI is rigorously excluded as a disruptive force.

This strategy has three drawbacks. Firstly, it prevents teachers 
from making use of the pedagogical flexibility which the current 
modus vivendi affords, with consequent negative impact on student 
outcomes. Secondly, it requires increased coercion of teachers and 
students, with negative consequences for institutional dynamics and 
recruitment. Thirdly, it prevents institutions from benefiting from the 
substantial benefits which GenAI can provide. 

2. Embrace GenAI to replace teachers.

• The institution observes that GenAI is cheaper than teachers.

• The institution moves all its courses online, run by AI, and fires 
all its teachers.

• The institution gains competitive advantage by selling its courses 
more cheaply than institutions that employ teachers.

This strategy has the drawback of failing to recognize the 
limitations of current GenAI and the consequent fall in the quality 
of the education offered. It is also vulnerable to a race to the bottom, 
where all education is provided by large AI companies, and educational 
institutions as we currently know them disappear. 

3. Embrace AI to support teaching and learning.

• The institution recognizes that GenAI has shown that the 
transmission paradigm is built on unreliable foundations. 

• Educational instruments are reconceptualized as supports for 
education based on the coordination paradigm, and gradually 
optimizes them for this revised function, with special attention to 
assessment.

• The crucial role played by teachers in supporting learning and 
understanding is recognized. Institutional management processes, 
unique selling points and business models are revised accordingly.

• GenAI is welcomed as a powerful technology which can support the 
activities of students, teachers, and administrators in many ways.

• The institution prepares itself for a radical transformation of its 
processes and the roles of teachers and students.

This strategy has one substantial drawback: it requires the institution 
to expend its time and resources on rethinking what the education it 
offers consists of, and how it should be managed and marketed. The 
potential rewards for this effort, however, are more effective teaching 
and management processes, and enhanced opportunities for learning.

Generative AI can support education in different ways, but to benefit 
fully from its capabilities education institutions need to recognize the 
validity of the coordination paradigm and reform themselves accordingly.

IX.  The Educational Opportunities Offered By 
Generative AI

The simulacra produced by generative AI are of great utility in 
many domains and can be used as the basis for the creation of many 
potentially useful educational applications. We indicate the scope of 
the services being offered in the following examples, without offering 
any assessment of their value.

For students, GenAI services can offer support for self-regulated 
learning and enhancement of students’ autonomy [60]. It can provide 
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tutoring [61] with recommended learning paths and materials, 
adjusting them for difficulty and focus; support self-evaluation [62]; 
provide tools to support the writing process [63].

For teachers, as was the case with earlier waves of educational 
technology, it is proposed that GenAI services can automate some 
aspects of their work, saving them time for more important teaching 
activities. Services include automatic generation of exams and class 
presentations, as well as automated grading. Indeed services are 
available that create entire courses [64]. GenAI can create sophisticated 
games and gamified assessments [65], with a GenAI model being 
fine-tuned to a topic and then generating game mechanics, including 
points and a leaderboard that can be used to rank students. 

Finally, GenAI can help administrators and policy makers in decision 
making, as discussed in a recent systematic review [66]. GenAI can 
also provide administrative support for students, while the company 
Tribal [67] offers AI driven improvements in admission and enrolment, 
diversity, timetabling, and predicting and responding to inspections. 

The argument made in this paper, however, suggests that success 
of GenAI in supporting students, teachers and managers will not be 
determined solely by its technical capabilities and the attractiveness 
of services such as those discussed above. Its effectiveness will also 
depend on the ability of institutions to create an environment where 
people can participate in human-machine interactions in ways which 
are coherent with the organizational structures and teaching activities 
of the institution. Gordon Pask, working in the cybernetic tradition, 
developed a framework called ‘conversation theory’ [68], which 
provides a starting point for imagining how such interactions might 
be applied in learning activities. 

Pask saw learning as taking place through interpreted formal 
relationships, with a student’s understanding developing through 
agreements between the participants in a conversation, typically 
involving a teacher and a student. To support this conversation, Pask 
argued that it is “necessary to develop a network of topics and concepts 
which represent the chosen subject matter area. It is also necessary to 
ensure that the formal relationships between the concepts are made 
explicit within the network. The final network within which the 
student work is called an entailment structure” [68] (emphasis in 
the original). There were two practical barriers to adoption of Pask’s 
framework. Firstly, Pask specified a complex set of structures and 
organizations for the implementation of conversations [69]. These 
requirements were not adopted by Laurillard, who adapted some of 
Pask’s ideas in her own conversational framework [70]. Secondly, the 
development of entailment structures for any individual topic was 
hugely time consuming. It is reasonable to propose that LLMs could 
provide an entailment structure, as there is no doubt that they provide 
“a network of topics and concepts which represent” any topic that a 
student might choose. LLMs can also be interrogated regarding formal 
relationships between concepts, though these not always explicit. 
Whatever the detail of correspondence with Pask’s theories, there is 
certainly an opportunity for students to use LLMs as an opportunity 
to explore concepts and the relationships between them, and as an 
emulated interlocutor with which to test their understanding, in 
combination with conversations with humans (including written and 
other media exchanges). 

In addition to the benefits proposed for GenAI in education, several 
problems have been identified. Daniel Dennett has recently expressed 
concerns about GenAI creating ‘counterfeit humans’ and proposed 
that this should be outlawed [71]. This argument is consistent with our 
discussion in this paper and would serve to clarify human-machine 
communication. In a similar vein, the European Writers Council [72] 
has condemned many aspects of GenAI, including that “Uncontrolled 
AI output is being pushed into the bestseller lists with click farms”, 

often with “identity theft and name deception”. There is clearly a 
danger that such materials will mislead and confuse students. Other 
studies have reported that the underlying AI models may be biased 
leading to inaccurate decisions or results [73] and reinforce stereotypes 
[74]. Guleria and Sood [75] identify a lack of transparency and the 
explainability of the output of GenAI, contrasting ‘black box’ machine 
learning systems with ‘white box’ systems based on “inductive logic 
programming, rule learners, etc.”

These concerns all revolve around the reliability and transparency of 
GenAI. Greater transparency of training data and Dennett’s proposed 
prohibition of counterfeit humans would help in this, but it remains 
impossible to know exactly how and why deep neural networks 
produce a particular output. It seems more feasible to use these systems 
to manage uncertainty rather than in an attempt eliminate it, and to 
treat their output as explorations or predictions with varying degrees 
of accuracy and relevance. These can feed into human discussion and 
analysis, a role for which teachers are well suited. 

Given an appropriate understanding of human-machine 
communication, generative AI has much to offer to education 
institutions. Pask’s conversation theory provides a starting point for an 
exploration of the educational potential of GenAI which is compatible 
with the coordination paradigm of communication and has a clear role 
for teachers.

X. Conclusions

This paper has discussed four related domains and argues that each 
of them can be seen as being informed by a transmission paradigm or 
by a coordination paradigm. This is summarized in Table IV.

TABLE IV. Domains and Paradigms

Domain Transmission
paradigm

Coordination 
paradigm

Nature of 
communication

Conduit of information 
(misapplication of 
Shannon and McCulloch)

Coordination (Maturana 
and Varela’s autopoietic 
theory)

Models of learning Delivery model of 
learning, knowledge and 
understanding

Constructivist view of 
learning, knowledge and 
understanding

Implication for 
understanding of 
GenAI in teaching 
and learning

AI passes exams, so it 
must have human-like 
intelligence. But we know 
that it does not. Result: 
paradox and rejection

AI disrupts teacher-
student interactions 
but creates many 
opportunities for 
learning. Result: 
challenge and adaptation

Expected 
institutional 
response to GenAI

Applications of Gen 
AI focused on selected 
existing functions, 
and retrenchment of 
traditional educational 
organization. 

Broad application of Gen 
AI, and rethinking of 
educational organization 
and instruments

We have argued that the two paradigms are strongly interconnected 
vertically in Table IV: i.e. the model of the nature of communication 
that is adopted determines the model of learning, which in turn 
molds the response of teachers and institutions to GenAI. Because of 
the vertical interconnection of the paradigms, contradictions will be 
generated if an institution seeks to make use of the benefits of GenAI 
in its teaching and learning, while maintaining its existing use of 
organization and instruments based on the conduit paradigm. It may 
be expected that this will then disturb the modus vivendi between the 
organizational structures and instruments of the institution and the 
practice of teachers and create tensions within the institution. This 
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implies that institutions should recognize that the educational use of 
GenAI has greater systemic implications for pedagogy than earlier 
generations of learning technology, and implications for educational 
organization and instruments which are greater than any seen since 
the emergence of the internet. 

Educational institutions will have to decide to what extent they 
will persist with the present model of education in the face of a far 
greater degree of tension between the transmission paradigm and the 
realities of teaching and learning, or if they will undertake a serious 
re-examination of educational processes in the light of developments 
in AI. Similarly, educational researchers will have methodological 
challenges in understanding and measuring educational processes 
based on coordination rather than transmission. Researchers, teachers, 
and educational administrators will need to take a position on these 
questions, if they are to avoid confusion in their practice, research, 
and findings.  

As authors of the present study, we are fully aware that we 
have not provided a complete survey of the fields of information, 
communication, and pedagogy. Nor would this be possible within the 
confines of a journal paper. Rather, our purpose has been to distinguish 
and characterize two paradigms which we believe clarify the questions 
raised by GenAI for institutions, and to explore their implications. We 
believe that the distinctions which we have made can help institutions, 
educational leaders, and teachers to frame the complex and nuanced 
questions raised by GenAI, and to chart a course towards its effective 
use in education.
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Abstract

The increasing use of artificial intelligence (AI) models in the classroom not only brings a large number of 
benefits, but also has a variety of ethical implications. To provide effective education, it is now necessary 
to understand the ethical implications of using AI models in the classroom, and the principles for avoiding 
and addressing these ethical implications. However, existing research on the ethical implications of using AI 
models in the classroom is rather sparse, and a holistic overview is lacking. Therefore, this study seeks to offer 
an overview of research on the ethical implications, ethical principles and the future research directions and 
practices of using AI models in the classroom through a systematic literature review. Out of 1,445 initially 
identified publications between 2013 and 2023, 32 articles were included for final coding analysis, identified 
using explicit inclusion and exclusion criteria. The findings revealed five main ethical implications, namely 
algorithmic bias and discrimination, data privacy leakage, lack of transparency, decreased autonomy, and 
academic misconduct, with algorithmic bias being the most prominent (i.e., the number of existing studies is 
the most), followed by privacy leakage, whereas decreased autonomy and academic misconduct were relatively 
understudied; and six main ethical principles, namely fairness, privacy, transparency, accountability, autonomy 
and beneficence, with fairness being the most prominent ethical principle (i.e., the number of existing studies is 
the most), followed by privacy, while autonomy and beneficence were relatively understudied. Future directions 
of research are given, and guidelines for future practice are provided: (1) further substantive discussion, 
understanding and solution of ethical implications are required; (2) the precise mechanism of ethical principles 
of using AI models in the classroom remains to be elucidated and extended to the implementation phase; and 
(3) the ethical implications of the use of AI models in the classroom require accurate assessment.
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I. Introduction

ARTIFICIAL intelligence (AI) is defined as a branch of computer 
science that simulates intelligent behavior in computers, in an 

attempt to develop human-like intelligence machines [1]. In recent 
years, AI has become an indispensable part of people’s lives with its 
powerful functions, and it deeply affects all areas of human activities, 
including education [2]. In order to achieve Sustainable Development 
Goal 4 (SDG4) of UNESCO’s Agenda 2023 on quality and inclusive 
education [3], many AI models have been applied in real classrooms to 
promote instruction and learning, such as Google Classroom (which 
was applied to online teaching management) [4], Google Dialogflow 
(which was used as a virtual education assistant) [5], and GPT (which 
was applied to automatic question generation and essay scoring) [6]. 

These AI models are based on powerful algorithms and generating 
capabilities to support personalized learning systems and automated 
assessment systems that facilitate students’ learning and teachers’ 
teaching [7]. They contribute to students’ learning and can also free 
teachers from heavy work [8]. Compared with traditional computer-
based models, these AI models can provide more dynamic and realistic 
learning experiences [9].

However, despite the use of AI models in the classroom having 
many undeniable benefits, it also raises potentially extensive ethical 
implications, for instance, leakage of personal private data caused by 
the collection of large amounts of data, discrimination and unfairness 
caused by algorithmic bias, and lack of integrity caused by the abuse of 
technology [10], [11]. Thus, using AI models in the classroom is seen 
as a complex and highly controversial issue [12]. Actually, however, 
we just need to assume what our response speed will be, rather 
than ignoring or banning AI, thus avoiding extremism [13]. SDG4 
emphasizes that AI technologies must be applied to ensure equitable 
and inclusive access to education [3]. Hence, AI should be used to 
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enhance and amplify the ability of teachers to teach and students to 
learn, instead of being replaced by them. In fact, both discriminative AI 
models and generative AI models are the result of data-driven model 
training, not a mystical magic [14]. Therefore, AI models are not a 
panacea, and this understanding of AI will help address the ethical 
implications explored in this study.

In order to avoid and address the ethical implications resulting 
from the use of AI models in the classroom, more ethical principles 
need to be considered, such as privacy, fairness, transparency and 
accountability [15]. Recently, some researchers and international 
organizations have specifically studied the ethical principles when 
applying AI in the field of education [16]. It is worth noting that 
some ethical principles overlap in these reports, but few studies have 
systematically examined the global consensus on the ethical principles 
of using AI in the classroom [17]. At a more formal and legal level, 
some countries and organizations have developed or are developing 
general laws about AI, such as the United States’ AI Bill of Rights [18] 
and Canada’s Artificial Intelligence and Data Act [19], which also 
cover the ethical aspects of using AI. Most notably, the European Union 
approved the Artificial Intelligence Act in December 2023 [20], which 
is the first global comprehensive regulation of the field of AI. Some 
rules for AI development and use have also been developed, such as 
human oversight, security, privacy, transparency, non-discrimination, 
and social and environmental well-being [21]. These efforts aimed to 
achieve a consensus on the rational and regulated use of AI through 
ethical and legal constraints.

In general, using AI models has brought about some ethical 
implications while improving the quality of instruction and learning. 
However, the ethical implications, ethical principles, and related 
research directions of using AI models in the classroom still need 
to be clarified. Previous systematic review work has provided some 
substantial insights into AI in education, including theoretical 
paradigms, applications, benefits, challenges and trends [8], [22]-[24]. 
However, literature reviews on the ethical implications about the use 
of AI models in the classroom are limited, and there is no research 
involving a systematic literature review, resulting in the lack of a 
holistic view. Additionally, the reviewing which principles are required 
to avoid and address the ethical implications of AI model use in the 
classroom remains inadequate and has only been macroscopically 
articulated in a few studies [11],[17]. Meanwhile, the future research 
and practice directions of related research could be clearer. Further 
research is urgently needed to clarify the ethical implications, ethical 
principles, and future research directions of using AI models in the 
classroom. Compared with the general literature review method, 
the systematic literature review method based on the Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) 
emphasizes following strict steps to extract valid information from 
existing literature, to draw comprehensive conclusions [25], which are 
conducive to providing evidence for solving the research questions 
of this study. Therefore, to make up for this lack of research, this 
systematic literature review collected, reviewed, and summarized the 
research on the ethical implications, principles and future research 
directions of using AI models in the classroom.

The rest of this paper is structured as follows. Section II critically 
reviews the ethical implications and principles of using AI models 
in the classroom and raises the research questions. Section III 
describes the PRISMA method used in this study. Next, the results 
and findings of the literature analysis regarding the research 
questions are presented in Section IV. Based on the literature 
analysis, Section V provides further discussion of the results and 
findings. In Section VI, the implications, limitations and future work 
of the current study are illustrated.

II. Literature Review

A. The Ethical Implications of Using AI Models in the Classroom
In recent years, AI models have been widely used in the classroom. For 

example, Zhang et al. [26] introduced AI models into flipped classrooms 
to digitize and visualize course material preparation, supporting AI-
assisted interactive classroom learning. Suresh et al. [27] discussed the 
application of several deep learning models for promoting fair classroom 
discussion. Recently, some studies have reported on generative language 
models such as chatbots being applied in the classroom to support 
student learning [28], [29]. However, despite the use of AI technology in 
teaching and learning bringing huge benefits to revolutionize education, 
the integrating AI models into the classroom could have significant 
ethical implications [7]. Some typical ethical implications have been 
identified. For instance, powerful algorithm-based AI predictive models 
can indeed provide personalized learning for students [30], assist teachers 
in instructional design [31], and provide references for administrators in 
making educational decisions [32]. However, one potential ethical issue 
is that AI algorithms can be biased. Verma [33] argued that if the data 
are biased, the AI models perpetuate those biases, thereby exacerbating 
existing discrimination in educational systems. In addition, data-driven 
AI models require collecting and storing large amounts of sensitive 
student data. This could raise another potential ethical issue, namely 
that these data could be used for unintended purposes or be accessed by 
unauthorized individuals, leading to students’ privacy disclosure [16], 
[34]. Moreover, lack of accountability and transparency are also major 
ethical implications of using AI models in the classroom, which leads 
to the question of who is responsible for the accuracy of educational 
decisions based on AI models and how they are made [35]. Recently, 
Naidu and Sevnarayan [36] reported on the potential crisis of academic 
integrity arising from using ChatGPT, an emerging large AI language 
model, for online assessment in distance education.

In addition, the systematic literature review approach has provided 
comprehensive views of other aspects of using AI in education, such 
as paradigms, applications, benefits, challenges, and trends [8], [22]-
[24]. For instance, Tahiru systematically reviewed the challenges of 
implementing AI in education, including ethics, privacy, and trust 
[24]. These are echoed in Murphy’s research. He systematically 
summarized the major applications of AI models in education, such 
as rule-based expert systems, intelligent tutor systems (including a 
student model and a teacher model), and machine learning (including 
automated scoring systems and early warning systems). Meanwhile, 
he pointed out that these models are error-prone when used in 
different scenarios, which can have ethical implications including bias, 
transparency and trust [8]. Based on the e-learning background, Tang 
et al. [23] systematically summarized the future research trends of the 
use of AI in education, especially emphasizing the assessment of the 
environment and its implications. 

However, in these studies, the ethical implications were not a major 
part of the review and were only briefly summarized. Moreover, previous 
research has not specifically elaborated the ethical implications about 
the use of AI models from a teaching and learning perspective, and there 
has been a lack of attention to the future direction of related research. 
Hence, it is not clear what the main aspects and concrete content of 
the ethical implications are, and what future research directions will 
be. Additionally, in contrast to other review methods, the approach of 
PRISMA emphasizes the search and selection of literature guided by the 
research question [25], which has the potential to provide a complete 
picture of ethical implications of AI models use in the classroom, as 
demonstrated by research on the ethical implications about AI in other 
fields [37]. Therefore, there is an urgent need for a systematic review to 
clarify the main ethical implications using AI models in the classroom, 
to guide instruction practice.
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B. The Ethical Principles of Using AI Models in the Classroom
The ethical principles are the guidelines that should be followed 

for the ethical use of AI models in the classroom to avoid and address 
ethical implications [15]. Hagendorff [38] emphasized that ethical 
principles for using AI are necessary and must be aligned with societal 
values. Some international organizations (e.g., UNESCO Education & 
AI and the European Commission) have reported the general ethical 
principles that should be followed from AI design and development 
to its use, such as security, privacy, transparency, accountability, 
inclusiveness, sustainability, and human-centeredness [39], [40]. 
Likewise, these ethical principles have been further discussed in 
education. For example, in terms of the principle of privacy, Miao et al. 
[39] considered that to protect the privacy of teachers and students, it 
is necessary to collect and analyze the points of teachers and students 
before using AI models to decide how to deploy AI in the classroom. 
Additionally, the large collection of student and teacher data 
highlighted the need for transparency in using AI models [41]. The 
principle of transparency refers to the detailed explanation of using AI 
models, including what the data are, how they are collected, how they 
are interpreted, and how they are used [15]. Slimi and Carballido [42] 
emphasized that the principle of transparency is critical for teachers 
and students because data visualization can be used to analyze student 
learning behaviors and trajectories and to provide additional support 
for teachers’ instruction. Moreover, the principle of accountability 
ethics has also been called for in some studies. For example, Klimova 
et al. [11] highlighted the primary responsibility for clarifying the use 
of AI-driven mobile apps in education. Hong et al. [43] pointed out 
that when AI is applied in education, it should be determined who 
is responsible for the consequences of the data use. These studies 
required clear subject responsibility for educational decision making 
based on AI models.

However, review work on ethical principles of using AI models in 
the classroom is still insufficient, and only a few reviews have been 
conducted [11], [17]. Specifically, Klimova et al. [11] synthesized 
eight articles on the ethical principles of using AI in education, and 
concluded four major principles, namely beneficence, accountability, 
justice and human values. Regrettably, this study reviewed only a 
few articles, and needed to provide further analysis of these ethical 
principles. Additionally, in Memarian and Doleck’s research [17], they 
examined the fairness, accountability, transparency, and ethics in AI 
in the context of higher education, but they did not define ethical 
principles as the primary research focus. Importantly, previous studies 
did not explore the principles that should be followed to avoid and 
address the ethical implications of using AI models in the context of 
the classroom. More perspectives have focused on the macro context 
of education. However, some of the ethical implications arising from 
the current use of AI models in teaching urgently require a research 
perspective focused on the classroom. Further, future directions for 
related research have not been specifically discussed in previous 
studies. Therefore, it is still unclear what the main aspects of the ethical 
principles of using AI models in the classroom are, and what the future 
research directions are. Since the PRISMA method can extract and 
interpret data more accurately than the general review method [25], 
it is conducive to providing more accurate answers to the questions 
in this study. All in all, based on clarifying the ethical implications of 
using AI models in the classroom, this study further systematically 
reviewed the ethical principles that should be considered.

C. Research Questions
To further understand the ethical implications when applying AI 

models in the classroom, this systematic review examined the ethical 
implications and ethical principles from the teaching and learning 
perspective. Additionally, the future research directions of related 

research were also investigated. Specifically, the following research 
questions were proposed in this study:

RQ1: What are the ethical implications of using AI models in the 
classroom?

RQ2: What are the required principles of using AI models in the 
classroom to avoid and address the ethical implications?

RQ3: What are future directions of research and practice regarding 
the ethical implications and principles of using AI models in the 
classroom?

III. Method

The systematic review method was adopted in this study based 
on the Preferred Reporting Items for Systematic Reviews and 
Meta-Analyses (PRISMA) principles, comprising a total of four 
phases: identification, screening, eligibility, and included [25]. This 
methodology was designed to answer specific research questions 
through clear, systematic, and repeatable search strategies [44]. Next, 
the procedure of systematic literature review in this study will be 
described.

A. Literature Search Process
Two international publication databases were selected to search 

the full-text archives, including the Web of Science and Scopus, which 
are the most comprehensive databases of academic literature [45]. 
In both databases, most journals are predominantly in the English 
language [46]. Burnham [47] insisted that the Web of Science and 
Scopus can complement each other to improve the coverage rate of 
related articles. Importantly, the works contained in these databases 
are seen to be of high quality and to have significant impact in social 
science, and the databases cover a wide range of educational journals 
[48]. Compared with other databases, these two provide a variety 
of search methods and browsing options, including standard, basic 
and advanced methods, which is more conducive to the accuracy of 
literature searches [46]. Additionally, the high accessibility of their 
journals in the academic community is more conducive to the conduct 
of this research. Furthermore, the literature searched for in this study 
covers articles published between 2013 and July 2023, because AI 
began to make significant progress in education from around 2013 
[45]. To ensure the quality of the review, the selected articles were 
only from peer-reviewed papers, because they have a high degree 
of credibility and have undergone a rigorous review process [49]. In 
addition, conference proceedings (if available) were included in this 
study to obtain up-to-date information on the ethical aspects of the 
use of AI models in the field of education. Based on the Cochrane 
Handbook of Systematic Reviews of Interventions, searching for 
conference proceedings is considered a highly reliable practice, 
because it is beneficial to capture as many studies as possible, and can 
greatly reduce the risk of publication bias [50]. After the full text was 
filtered, according to the guidelines [51], the snowball method was 
applied to find further papers which were not retrieved through the 
search strings.

The structured search strategy was adopted in this study to search 
the databases. To find the most relevant literature in this field, the 
PICOC (Population, Intervention, Comparison, Outcome and Context) 
framework, proposed by Petticrew and Roberts [52], was adopted to 
define the search string and the scope of this study (see the details 
below):

a) Population: this study deals with terms, keywords, or some 
variation of the same meaning related to AI models, classrooms, 
and ethics. Therefore, the search string was defined according to 
these criteria.
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b) Intervention: to implement this theme, some exclusion criteria 
were designed, as shown in Table I. Articles that did not meet 
these specific requirements were excluded.

c) Comparison: emphasis was on the specific ethical implications 
and principles of using AI models, rather than on a broader picture 
of their use.

d) Outcome: this step determined which outcomes were the most 
relevant to answering the research questions [52]. Hence, in 
addition to the ethical implications and principles of using AI 
models in the classroom, future research directions related to the 
topic were also included as outcomes.

e) Context: the last step is the “context” that defines the boundaries 
of the questions, which was defined as classroom teaching and 
education.

Ultimately, the following search string and Boolean operators AND/
OR were utilized: (“Artificial intelligence” OR “AI” OR “AI model”) 
AND (“classroom” OR “educat*”) AND (“ethic*” OR “moral*”). This 
literature search was conducted in August 2023 and initially identified 
1,445 records (1,063 from WOS, 382 from SCOPUS). 

B. Inclusion and Exclusion Process
To improve the pertinence of the literature in the analysis of the 

research questions, a set of inclusion and exclusion criteria was designed 
to identify better the papers that focused on the ethical implications of 
the use of AI models in the classroom (shown in Table I). Specifically, 
these criteria were mainly based on the following considerations: (a) 
published between 2013 and 2023, as AI has made significant progress 
in the field of education since 2013 [45]; (b) written in English, not 
only because English is the internationally recognized language in the 
field of science, but also the same language is more conducive to text-
mining analysis; (c) research from articles or conference proceedings 
were chosen, because they are highly scholarly; (d) sourced from peer-
reviewed scientific papers, as these papers are typically evaluated 
by experts in their subject area, thus ensuring some form of quality 
check; (e) conducted in the field of education, because this was in line 
with the background of this study, for example, research in the field of 
medicine was excluded, but research in the field of medical education 
was included; (f) focus on the use of AI models in education, rather 
than the design and development of AI models; and (g) focus on the 
ethical implications of using AI models, rather than simply mentioning 
them, and discussion of the ethical implications as an important part 
of the research.

TABLE I. Inclusion and Exclusion Criteria

Inclusion criteria Exclusion criteria

Research must be published from 
2013 to 2023.

Research published before 2013.

Research must be written in English.
Research written in any other 
languages.

Research from articles or conference 
proceedings.

Research from book chapters, 
magazines, news, and posters.

Research must be sourced from peer-
reviewed scientific papers.

Research not sourced from peer-
reviewed scientific papers.

Research must be carried out in the 
field of education.

Research conducted in fields other 
than education.

Research must focus on using AI 
models in education.

Research not focused on using AI 
models in education.

Research must focus on the ethical 
implications of using AI models.

Research not focused on the ethical 
implications of using AI models.

After deleting 151 duplicates, the remaining 1,294 articles were 
screened according to the inclusion and exclusion criteria. The 

number of articles that did not meet the criteria by reviewing the titles 
and abstracts was 121. Subsequently, 79 articles that were inconsistent 
with the research purpose were further excluded by full text reading, 
and 28 relevant articles were identified. According to Webster and 
Watson’s suggestions [53], a forward and backward reference search 
was carried out for these articles to identify further relevant records. 
In the backward search, references for 28 articles were analyzed, and 
in the forward reference, Google Scholar was used to analyze and 
identify articles that cited reservations; as a result, four articles were 
added after review according to the inclusion and exclusion criteria. 
Eventually, 32 eligible articles were identified for systematic review. 
The PRISMA flow diagram of the study is summarized in Fig. 1.
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• Not about the use of AI in education (n = 38)
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research results (n = 23) 

Records included through backward and forward search
(n  = 4)

Fig. 1. PRISMA flow diagram of the study.

To ensure rigorous evaluation of articles included in the review, 
the following quality criteria were developed: (a) the article clearly 
defined the purpose of the research; (b) the article disclosed the 
research methodology used; (c) the article clearly presented one or 
more ethical implications or principles for the use of AI models in 
the classroom; and (d) a comprehensive description of the results was 
provided in the study. 

As shown in Table II, among the 32 included articles, 23 were 
journal papers and nine were conference papers. In terms of regional 
distribution of the literature, the most prolific region for relevant 
literature was Europe (N = 17, 53%), followed by North America (N 
= 11, 35%), Asia with less (N = 3, 9%), and Oceania with the least (N 
= 1, 3%). In terms of the distribution of educational stages, except for 
discussion in which the scope was not specified (N = 21, 66%), the 
research was mainly concentrated on higher education (N = 8, 25%). 
In addition, the major research methods for the 32 studies were also 
identified, including literature study, quantitative survey, interview 
and observations, exploratory research, perspective, case study and 
mixed methods. Among them, literature study was the most commonly 
used method (N = 12, 38%), followed by perspective (N = 9, 28%). 

C. Data Analysis
The inductive grounded method was applied to analyze and classify 

the information in the 32 eligible articles relevant to the research 
question [54]. This classification method identifies and refines topics 
through data rather than pre-determined categories or theories, 
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which facilitates the extraction of new findings and protects the 
richness of the data [55]. To help answer the research questions, the 
following extraction framework was identified to extract data from 
the 32 included articles: study objectives, study design, study type, 
educational topic, AI application, main findings, ethical implications, 
ethical principles and the considerations of future work. 

To answer RQ1—What are the ethical implications of using AI 
models in the classroom?—inductive analysis was performed to extract 
information about the ethical implications by manually mapping each 
article. These descriptive data were reconstructed through the process 
of coding, conceptualization, and classification. Specifically, coding 
was used to identify sentences or paragraphs from the data that were 
relevant to the ethical implications, and to describe them with short 
phrases. Then, the constant comparison method was applied to combine 
the similar codes to form categories about ethical implications [55]. To 
answer RQ2—What are the ethical principles of using AI models in the 
classroom?—the researchers read through the full text and adopted 
the above analytical steps to form categories about ethical principles. 
Meanwhile, the frequencies of each category coded were calculated 
in this study. To answer RQ3—What are future directions of research 
and practice regarding the ethical implications and principles of using 
AI models in the classroom?—the recommendations made by each 
researcher in the discussion and conclusion sections were read manually. 

Additionally, three strategies were adopted in this study to ensure 
the reliability of the literature analysis. Firstly, two trained researchers 
carried out constant discussions until agreement was reached to verify 
the categories [56]. Secondly, according to Hsieh and Shannon [57], 
the Results section of this study explains in detail the categories of the 
literature findings for each research question. Finally, some examples 
are presented within each category to prove how well categories 
represent the data in response to the research questions [58]. 

IV. Results

A. What Are the Ethical Implications of Using AI Models in the 
Classroom?

Content analysis of the current literature revealed five categories of 
ethical implications about the use of AI in the classroom: data privacy 
leakage, algorithmic bias and discrimination, lack of transparency, 
decreased autonomy, and academic misconduct (shown in Table III). 

TABLE III. The Ethical Implications of Using AI Models in the 
Classroom

Category Example Na Sample studies
Algorithmic 
bias and 
discrimination

Gender discrimination. 7 Ghotbi and Ho [68]
Racial or ethnic 
discrimination.

6 Ghotbi et al. [69]

Class discrimination. 2 Matias and Zipitria [70]
Cultural bias. 2 Masters [71]

Loss of privacy Personal information is 
leaked.

6 Köbis and Mehner [72]

Increasing culture of 
algorithmic surveillance.

5 Reiss [35]

The absence of the right 
to be forgotten and to give 
informed consent.

3 Adams et al. [73]

Lack of 
transparency

Teachers and students may 
have difficulty understanding 
predictions related to learning 
performance.

5 Hong et al. [43]

The explanation of potential 
or actual disadvantages or 
risks of using AI models in 
the classroom is not apparent.

3 Slimi and Carballido 
[42]

Decreased 
autonomy

The ability of students and 
teachers to manage their own 
lives is reduced.

6 Han et al. [74]

Academic 
misconduct

Cause cheating and 
plagiarism issues.

5 Adams et al. [75]

a The number of studies added up to more than 32 because multiple ethical 
implications of using AI models in the classroom are described in several 
studies.

1. Algorithmic Bias and Discrimination
Algorithmic bias and discrimination is the most studied ethical 

implication in the reviewed studies (N = 17). Due to the training data, 
AI models have been shown to exhibit bias and discrimination, which 
reinforce inherent stereotypes. The existing literature focuses on bias 
around databases and algorithms of AI models against certain groups 
of students (often underrepresented minorities), involving aspects 
such as gender, race or ethnicity, class and cultural background. 
Specifically, gender discrimination is one of the most apparent forms 
of this issue. Akgun and Greenhow revealed the gender stereotypes of 
using AI models in language learning classrooms. When students learn 
the translation of sentences using generative language models, such as 
those about doctors and soldiers, they are often translated as male, 
which exacerbates some social prejudices and gender stereotypes [10]. 
Additionally, Holmes et al. noted that the application of AI models 
could be influenced by “cultural imperialism,” leading to ethical 
issues of cultural discrimination in the classroom [16]. Furthermore, 
biased decision algorithms have been shown in AI models, such as 
personalized learning, automated assessment, facial recognition 
systems and predictive systems in education [58]. Kooli considered 
that AI models, such as chatbots, can produce inaccurate results or 
misleading information that can lead to decisions being made against 
specific groups of students [59].

2. Data Privacy Leakage
Data privacy leakage is a critical ethical issue in debates of using AI 

models in the classroom (N = 14). AI models are used to analyze, assess 
and predict students’ learning performance by accumulating large 
amounts of diverse data, such as personal background information, 
academic performance, facial expressions, and verbal records [35]. 
While these models can optimize the learning experience in the 

TABLE II. The General Information of the 32 Included Articles

General information Category N %
Article type Journal 23 72

Conference paper 9 28

Country/Region Europe 17 53

North America 11 35

Asia 3 9

Oceania 1 3

Educational sector Higher education 8 25

K-12 3 9

Unspecified field 21 66

Method Literature study 12 38

Quantitative survey 3 9

Interview and observations 4 13

Exploratory research 2 6

Perspective 9 28

Case study 1 3

Mixed methods 1 3



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 8, Nº5

- 30 -

classroom, they also raise some ethical problems about data privacy, 
including personal information leakage, surveillance and student 
tracking, the absence of informed consent and the right to be forgotten. 
Leakage of students’ personal information is a frequently reported 
problem [60]. Kowch posed that the long-term tracking of students by 
AI has led to privacy disclosure, and AI surveillance is a difficult ethical 
issue that has long been considered [61]. Holmes et al. considered that 
students still lack a real opportunity to choose whether to opt in or 
out of educational AI systems, and that the right to informed consent 
and to be forgotten are important [62]. Therefore, enhancing privacy 
protection is a must for using AI models in the classroom.

3. Lack of Transparency
Lack of transparency is the third most ethical concern in the 

studies reviewed (N = 8). It is worth noting that transparency is also 
directly called explainability in some studies, such as Jang et al.’s [63] 
and Farrow’s research [64]; it refers to the detailed explanation of 
algorithmic decisions or the collection and processing of data. There is a 
general decline in transparency around the use of AI models [17]. Kooli 
considered that the current application of AI models in the classroom 
still has a lack of explanation, that is, most teachers and students do 
not understand the process of AI decision making, and how and under 
what conditions to use these data [59]. Importantly, the former risks 
and practical downsides of using AI models in the classroom are not 
spelled out in detail [41]. Chen et al. [29] demonstrated that when a 
chatbot was designed for use in the classroom to support students’ 
learning, it was not always able to identify spelling mistakes or 
understand colloquial speech. Further, the chatbot lacked a deeper 
understanding of the emotions expressed by students, such as sarcasm. 
As noted in Hong et al., a lack of transparency has led some teachers 
and students to question the results of AI algorithm-based learning 
predictions and decision models [35].

4. Decreased Autonomy
Decreased autonomy is also a serious ethical issue discussed in 

the reviewed studies (N = 6). It is worth noting that autonomy is also 
directly called agency in some studies, such as Tuomi [65] and Holmes 
et al. [16]; it refers to individuals being free to pursue goals and values 
that they deem important. Schiff suggested that in the case of using AI 
models in the classroom, inappropriate decision-making empowerment 
could potentially decrease and even undermine the autonomy of 
teachers, students, and parents, and he further emphasized that such 
problems have already arisen [66]. For example, Chen et al. [29] found 
that when chatbots were used in the classroom, some students only 
skimmed the learning content superficially rather than constructing 
their own thoughtful answers, and others even tended to engage in 
“smart loafing” in the classroom, handing the responsibilities for 
collaborative learning to the AI virtual assistant. Similarly, Akgun 
and Greenhow [10] and Klimova et al. [11] considered that algorithm-
driven prediction systems and AI-driven mobile apps for education 
decrease the ability of students and teachers to manage their own 
lives, which may even lead to their conforming to norms in specific 
“data points.”

5. Academic Misconduct
Academic misconduct is the least ethical concern in the reviewed 

studies (N = 5). However, the misuse of AI technology has led to 
some academic misconduct issues. The automatic generation function 
of AI models, such as ChatGPT, may be used by students to cheat 
and plagiarize while completing assignments and participating in 
assessments, which devalues the efforts of others and thus produces 
unfairness [59]. For example, Adams et al. mentioned that with regard to 
student writing, the use of AI models has caused the boundaries of who 
is writing to begin to blur: the student or AI [67]. Therefore, the issue 

of academic integrity caused by the misuse of technology must be paid 
special attention to, because it not only involves the ethical use of AI 
during teaching and learning, but may also lead to educational inequity.

B. What Are the Ethical Principles of Using AI Models in the 
Classroom?

A count summary of ethical principle terms from the reviewed 
studies is presented in Table IV. Through content analysis, six ethical 
principles of using AI models in the classroom were summarized: 
fairness, privacy, transparency, accountability, autonomy, and 
beneficence.

TABLE IV. The Ethical Principles of Using AI Models in the Classroom

Category Example Na Sample studies

Principle of 
fairness

Ensure that educational 
opportunities are equal 
among the students 
recommended by AI 
algorithms.

8 Matias and Zipitria [70]

Ensure the accessibility 
of (digital) educational 
resources.

6 Köbis and Mehner [72] 

Inclusive of students from 
diverse backgrounds.

5 Schiff [66]

Principle of 
privacy

Keep the data provided by 
the students confidential.

9 Nguyen et al. [15]

Acquire the students’ active 
and full consent to access 
and use their personal data.

8 Masters [71]

Principle of 
transparency

Ensure that the educational 
decision-making process of 
AI models is explainable and 
understandable.

7 Chaudhry et al. [80]

Specify the benefits, actual 
drawbacks, and possible 
risks of using AI models in 
the classroom.

4 Memarian and Doleck 
[17]

Protect students’ data 
ownership.

2 Nguyen et al. [15]

Open communication 
regarding the expectations 
of using AI models in the 
classroom.

2 Köbis and Mehner [72]

Principle of 
accountability

Be responsible for the 
actions and decisions of 
using AI models.

9 Mouta et al. [81]

Ensure teachers and 
students the right to access 
data.

4 Jang et al. [63]

Principle of 
autonomy

Teachers and students 
always maintain self-
determination in deciding 
whether and how to adopt 
AI models.

8 Schiff [66]

Principle of 
beneficence

Provide comprehensive 
training before using AI 
models to enhance AI 
literacy.

4 Busch et al. [78]

Support students’ 
development and teacher 
well-being. 

2 Adams et al. [75]

a The number of studies added up to more than 32 because multiple ethical 
principles of using AI models in the classroom are described in several studies.
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1. Principle of Fairness
Fairness (or justice, or equity) is the most mentioned ethical 

principle in the reviewed studies (N = 19). According to the results 
of the systematic literature review, fairness generally subsumes 
representation, accessibility, and inclusiveness. First, AI models must 
be designed, developed and deployed with non-discriminatory and 
unbiased data and algorithms to ensure representation and equality 
between different educational groups. For example, when AI models 
are applied to student services, such as admissions and financial aid, 
they should ensure that they do not exacerbate existing biases and 
discrimination based on race, class, gender, or socioeconomic status 
[41]. In addition, Nguyen et al. posited that infrastructure, skills 
and social acceptance should be taken into account when using 
AI models, allowing equitable access and use by all teachers and 
students [15]. Schiff considered that the AI tutoring system needs to 
fit the background of students, such as their local customs, cultural 
background and learning styles [66]. 

2. Principle of Privacy
Privacy is the second ethical principle of using AI models in the 

reviewed studies (N = 17). First, the use of the AI-assisted tutor system 
in the classroom should protect students’ personal information, such 
as gender, age, family address and mobile phone number, to avoid 
information leakage and personal harassment [76]. Moreover, Jang 
et al. further pointed out that students’ data and privacy should be 
protected throughout the life cycle of using AI models, both in terms 
of raw data provided by students and new data generated about 
students during the interactions with AI systems (such as learning 
outcome analysis and recommendations) [63]. On the other hand, 
when collecting data about students, for whatever reason, it should 
be ensured that the student is giving active and not passive consent to 
the collection of personal data [71]. Meanwhile, Hong et al. considered 
that the use of AI models should also obtain full informed consent on 
how personal information and data are collected, shared and used [43]. 

3. Principle of Transparency 
Transparency is the third ethical principle in the reviewed studies 

(N = 15). According to the results of the systematic literature review, 
the principle of transparency mainly includes interpretability, 
traceability, data ownership and communication. First, Holmes et 
al. emphasized that teachers and students should be provided with 
detailed explanations of the rationale, operational processes and 
outcomes of using AI models, so that they can better understand and 
apply the results [16]. For instance, when using AI models to make 
teacher ratings, student evaluations, and other educational decisions, 
the process, results and application condition of AI algorithm decisions 
must be explained in detail. Moreover, in addition to displaying the 
benefits of AI models, teachers and students must be informed of 
the actual drawbacks and potential risks of using AI models in the 
classroom, and even remedial suggestions [41]. Additionally, Nguyen 
et al. argued that data ownership, which relates to who owns and 
has access to students’ personal data, is an important aspect of the 
principle of transparency [15]. The open communication regarding 
the expectations of using AI models in the classroom is also considered 
essential to promote trust [72]. 

4. Principle of Accountability
Accountability is the fourth ethical principle in the studies reviewed 

(N = 13). This principle requires responsibility for the actions and 
decisions of using AI models in the classroom and ensures that teachers 
and students have the right to access their data. Celik considered 
that teachers need to understand who the developers responsible for 
the design and decision-making of AI models are [77]. In addition, 
Hong et al. suggested that the principle of accountability can also be 

considered as the capacity to verify actions and decisions, so teachers 
and students must be provided with the right to own and control how 
AI models are used to facilitate their own teaching and learning [43]. 
Therefore, it is necessary to clearly state the acknowledgment and 
responsibility of the actions of every relevant person involved in using 
AI models.

5. Principle of Autonomy 
Autonomy is the fifth ethical principle in the studies reviewed (N 

= 8). According to the literature reviewed, the principle of autonomy 
is generally associated with these key words, such as freedom, self-
determination, independence, and empowerment. For example, Busch 
et al. emphasized that AI models should be considered as an addition 
to teaching and learning, rather than completely replacing traditional 
teaching materials and approaches, so that teachers and students can 
decide at any time whether or not to apply AI models [78]. Köbis and 
Mehner believed that it is essential to ensure the decisions made when 
using AI models in the classroom are aligned with human values and 
prevent compromising human independence [72]. Therefore, learner-
centered use of AI models must be cultivated to strengthen students’ 
authority and autonomy over their own learning. 

6. Principle of Beneficence
Beneficence is the sixth ethical principle in the reviewed studies (N 

= 6). In the context of using AI models in the classroom, the principle 
of beneficence is always described in terms of providing appropriate 
training about AI applications, benefiting the development of 
students, and promoting the well-being of teachers. First, training 
courses on using AI models should cover knowledge, skills, and ethical 
considerations to improve the AI literacy of teachers and students [79]. 
Busch et al. considered that proper education and training on using AI 
models can not only effectively integrate AI into the classroom, but 
can also foster the AI literacy of students and teachers, and enhance 
autonomy and justice [78]. In addition, the use of AI models must 
meet the developmental needs of students and stay consistent with 
the educational goals [66]. Similarly, teacher well-being was also 
considered an important principle in Adams et al. [75] and Adams et 
al. [73]; it refers to the needs and the physical and mental health of 
teachers faced with the challenge of using AI models in the classroom. 

C. What Are Future Directions of Research and Practice of 
Related Research?

Continuous discussions are required to comprehensively 
understand, prevent and overcome the ethical implications of AI 
model’s use in the classroom. Table V displays the proposed future 
research and practice directions regarding the ethical considerations 
about the use of AI in the classroom.

First, while AI models have the capability to revolutionize 
education, it also raises a number of ethical implications. The results of 
this literature analysis show that the ethical implications of the use of 
AI in the classroom are not limited to bias and data privacy disclosure, 
but are also related to the ethical implications of reduced autonomy 
and academic integrity (see Table 2). Although these implications 
are mentioned or discussed in the existing literature, many of them 
have not been studied in detail. Hence, further substantive discussion, 
understanding and solution of these implications are required (see 
Table 5). On the one hand, educational decisions made by algorithm-
based AI predictive models lead to bias and discrimination, but it is not 
clear what algorithmic features and attributes are needed to reduce 
such data bias. Future work should continue to optimize educational 
AI predictive models by training them using unbiased data. On the 
other hand, when AI is applied in the classroom, the algorithm-driven 
education prediction systems and AI-driven mobile learning apps 
decrease students’ autonomy. In the future, learner-centered use of 
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AI models should be cultivated, and AI ethics courses are required in 
educational settings to learn about the ethical use of AI [82].

Second, in fact, most of the ethical principles discussed in the 
literature are more applicable to general AI systems or computing 
and design environments, and there is a lack of research on ethical 
principles for specific use cases in the classroom [15]. Thus, the 
precise mechanism of ethical principles of using AI models remains 
to be elucidated and extended to the implementation phase in the 
classroom. For example, how ethical principles lead to the ethical 
function of using AI models in practice remains ambiguous, and more 
robust policy guidance for educators is needed. Additionally, how to 
integrate the ethical principles of using AI models into the teaching 
practice of teachers remains to be further explored. More pedagogical 
responsive and context-sensitive ethical approaches should be 
designed and adopted in the use of AI models, to avoid and address 
these ethical implications [73].

Third, the ethical implications need to be more accurate assessment. 
On the one hand, how to investigate the ethical implications when 
applying AI model’s during teaching and learning is a direction 
that needs further research. The existing discussion on the ethical 
implications about the AI models use is mostly descriptive research, 
and more clear empirical research is required [63],[11]. Moreover, 
future research needs to clarify the ethical definition of using AI 
models in the classroom to help identify the ethical implications. On 
the other hand, future work will be necessary to develop or customize 
ethical implication assessments for specific AI models use cases in 
classroom contexts. Thus, not only both positive and negative effects, 
but also the precise needs of the relevant stakeholders should be 
considered when assessing the ethical implications of AI models use 
in the classroom. 

V. Discussion

A. Five Ethical Implications of Using AI Models in the Classroom
The first research question identifies the five major ethical 

implications of the use of AI models in the classroom, namely 
algorithmic bias and discrimination, data privacy leakage, lack of 
transparency, decreased autonomy, and academic misconduct. First, 
in terms of algorithmic bias and discrimination, although the main 
promise of AI models is to improve the objectivity and accuracy 

of instruction, the fact is that when AI is applied in the classroom, 
these inherent social biases, discrimination, and power structures are 
naturally embedded in them, and are even further perpetuated and 
exacerbated [10]. Masters emphasized that there is no such thing 
as ethically neutral AI, as all AI models react and make decisions 
that favor specific groups, leading to bias and discrimination in the 
classroom [71]. Second, another ethical implication surrounding 
the use of AI models in the classroom is data privacy leakage. The 
disclosure of personal information, surveillance and student tracking, 
lack of informed consent, and the right to be forgotten were often 
considered in the use of AI models. Previous review work has also 
identified the ethical implications of data privacy leakage [10], but in 
this study, the absence of students’ right to be forgotten was further 
reviewed. Through the review, this study found that students lack the 
chance to choose whether to enter the educational AI system or not, 
but also lack the chance to opt out of the system. Third, in terms of the 
lack of transparency, when using AI models in the classroom, there is 
not only no clear explanation of the process and results, but also no 
detailed explanation of the actual shortcomings and potential risks. The 
latter, in particular, has not been discussed in great detail, but it does 
in fact exist [41]. In particular, while AI models provide personalized 
learning for students, they also have the problem of not always 
being able to understand the open-ended needs of students. Fourth, 
in terms of reduced autonomy for teachers and students, algorithm-
based forecasting and decision-making systems and inappropriate 
delegation of authority have led to this ethical implication. Therefore, 
it is essential to consider the long-term consequences of using AI 
models for students’ learning and cognitive abilities. Fifth, academic 
misconduct also emerges when AI technologies are misused by 
students. However, a previous review study has paid less attention 
to this ethical implication [10]. Therefore, this study extended the 
previous review work.

B. Six Ethical Principles of Using AI Models in the Classroom
The second research question revealed six ethical principles of using 

AI models in the classroom, namely fairness, privacy, transparency, 
accountability, autonomy and beneficence. 

First, the principle of fairness, as the most mentioned ethical 
principle in the review study, requires representation, accessibility, 
and inclusiveness of using AI models, in order to achieve algorithmic 
processes and results without discrimination or bias for students and 
teachers [41]. As noted in the previous section, when AI models fail to 

TABLE V. The Proposed Future Directions of Research and Practice of Related Research

Implications Direction for research Guideline for practice
The ethical implications of using AI 
models in the classroom need to be 
addressed further.

What algorithmic features and attributes are needed to 
reduce data bias in AI prediction models?

Continuously optimize educational AI prediction 
models by training them with unbiased data.

How can student autonomy in the use of AI models be 
maintained?

Cultivate learner-centered use of AI models.

Teaching AI and ethics lessons in educational contexts.

The ethical principles of using AI models 
in the classroom lack elucidation of the 
precise mechanism.

How do the ethical principles lead to ethical functioning 
of using AI models?

Strong policy guidance for educators is needed.

How can the ethical principles be integrated into 
teachers’ teaching practice?

Adopt more pedagogical responsive and context-
sensitive ethical approaches in the use of AI models.

The ethical implications of using AI 
models in the classroom lack accurate 
assessment.

How are the ethical implications of AI models use 
investigated in the classroom?

Various approaches, such as case studies or interviews, 
and more clear-cut empirical research is required.

Clarify the definition of ethics of using AI models in the 
classroom.

What should be considered to evaluate the ethical 
implications of AI models use in the classroom?

Positive and negative impacts should both be 
considered.

The precise needs of the stakeholders should be taken 
into account.
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understand the needs of underrepresented students, such as minority 
students, this group of students may already feel marginalized. Hence, 
unbiased data training for AI models is recommended. Surprisingly, 
however, the AI Act recently approved by the EU did not even mention 
the principle of “fairness,” but explicitly mentioned the term “non-
discrimination.” Actually, the “fairness” in the Act is relatively hidden, 
and the expression “non-discrimination” is intended to reflect specific 
regulatory objectives, because it has a more specific measure than the 
concept of fairness [83]. Therefore, the principle of fairness in this 
study is essentially consistent with the term “non-discrimination” in 
the Act.

Second, the principle of privacy calls for the protection of personal 
data and information of teachers and students in the use of AI models. 
It is worth noting that, based on the perspective of the AI life cycle, 
Jang et al. further pointed out the need to protect new data generated 
in the use of AI models [63]. This was not examined in the previous 
literature review work [10]. In addition to highlighting the full life 
cycle of AI, at the legal level, the EU’s AI Act protects personal privacy 
by assessing the categories of AI risks. For example, the Act classifies 
the use of “real-time” remote biometrics in public places for law 
enforcement purposes as high risk. The practice is prohibited because 
it poses a great risk to an individual’s private life [84]. Therefore, it is 
suggested that in the classroom, both aspects of the full life cycle of AI 
models and risk categories need to be considered to protect personal 
privacy.

Third, the principle of transparency mainly includes interpretability, 
traceability, data ownership and communication. Similar to the 
definition of transparency in the AI Act proposed by the EU [85], 
transparency here is meant not just as an algorithmic attribute, but as 
a means of supporting broader and different values. This act further 
distinguishes among technical, enabling and protective transparency. 
In particular, in addition to presenting the conditions, process, and 
results of using AI models in detail, the actual shortcomings and 
potential risks of using AI models in the classroom should be clearly 
stated, and even relevant remedial suggestions should be made [16]. 
It is worth noting that although some of the complex AI models, such 
as deep learning neural networks, have techniques for interpreting 
and proving results, there is still a need to customize different 
interpretations for different audiences [29]. In the field of education, it 
is necessary to provide detailed explanations for the use of AI models 
to teachers and students. 

Fourth, the principle of accountability is closely related to the 
previous principle of transparency, and both principles are mentioned 
simultaneously in multiple studies [11] [17]. Canada’s AI and Data Act 
also created a strong link between accountability, transparency and 
privacy provisions [86]. This means that individuals who use AI models 
responsibly also have an obligation to be transparent and provide data 
subjects with an explanation of the information intended or actually 
used by the AI model. In this Act, the principle of accountability 
specifically emphasizes responsible anonymization of data. In fact, 
accountability focuses more on requiring the establishment of 
mechanisms to ensure responsibility and accountability for AI models 
before and after their use [63]. The EU’s AI Act adopted different 
regulatory measures and accountability based on classifying different 
risk levels of using AI [87]. Therefore, this study recommends that 
systems of responsibility for the possible consequences of using 
AI models should be developed and implemented, to clarify the 
obligations of teachers and students in the classroom, and especially 
to protect their privacy rights. 

Fifth, the principle of autonomy emphasizes that teachers and 
students have the ability and right to act in accordance with their own 
interests and values, despite being under the monitoring system of AI. 
In previous studies, it is included in the human-centered principle, but 

these studies all emphasize human values in the use of AI [11] [15]. 
From a legal point of view, the US AI Bill of Rights also mentioned 
that the use of AI must follow this principle: where appropriate, 
individuals can voluntarily opt out of the automated system and 
choose a human alternative [18]. However, the expression of the term 
“where appropriate” is vague and subject to different interpretations. 
Therefore, the boundary and degree of autonomy should be clearly 
defined. When teachers apply AI models to assist classroom teaching, 
the key is to reasonably design learning materials and tasks, and to 
consider in what dimensions and to what extent students’ autonomy 
can be guaranteed, so as to avoid reducing students’ learning efforts 
and their learning autonomy.

Finally, the principle of beneficence calls for attention to the 
sustainable development of teachers and students when using AI 
models. Importantly, this principle emphasizes appropriate education 
and training on AI for teachers and students, which would help 
students critically understand AI and promote the development of 
teachers’ intellectual competence [65]. Hence, specialized AI ethics 
courses and lectures on improving AI literacy for teachers and students 
are suggested. This is similar to the “social and environmental well-
being” mentioned in the EU’s AI Act, which refers to the idea that AI 
should be developed and used in a sustainable and environmentally 
friendly way, while monitoring and assessing the long-term impacts 
on individuals and society [88]. Slightly different, training to enhance 
individual AI literacy is not mentioned in the Act, which focuses more 
on sustainable considerations in the development and use of AI.

C. Future Directions of Research and Practice of Related Research
The third research question concerns the main future directions of 

research and practice regarding the ethical implications and principles 
of AI models use in the classroom. Firstly, due to the lack of research 
on the specific solutions to the ethical implications about the use 
of AI in the existing literature, most of the discussions remain at 
the macro level, and so further exploration is needed in the future. 
From a technical point of view, how to train unbiased algorithms 
and what characteristics they should have needs to be explored. 
From a teaching point of view, how teachers can maintain students’ 
autonomy when using AI models, and how teaching materials should 
be properly designed should be examined. On the one hand, it is 
recommended that AI ethics courses and lectures support students’ 
autonomous development when using AI models. This has also been 
considered in previous studies [82]. However, it is further suggested 
that when teachers design teaching materials, they should allow 
ample opportunity for students’ autonomous development, and 
some traditional classroom teaching is still valuable, such as class 
discussion, rather than relying entirely on AI models. Secondly, future 
research needs to further elucidate the precise mechanisms of ethical 
principles of using AI models in the classroom, and extend them to 
the implementation phase because the ethical principles discussed 
in the existing literature lack research on specific classroom use 
cases. This includes how ethical principles are translated into ethical 
functions and how they are integrated into teachers’ instruction 
practices, all of which are unclear. In fact, more ethical principles in 
the context of teaching situations should be explored, which have not 
been mentioned in previous studies. Thus, future research should be 
based on different classroom types, such as online classes and flipped 
classes, to conduct different specific discussions. Finally, the accurate 
assessment of the ethical implications of AI use in the classroom is 
required, because what and how to assess it remains unclear, and 
more empirical research is called for. This finding echoes Memarian 
and Doleck’s research [17], which reviewed the existing investigation 
methods of ethical implications and revealed the deficiency of 
quantitative research methods. However, this study further reported 
that ethical implication assessments for the future focus on teaching 
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and learning in the classroom, and developing or customizing ethical 
implication assessments for specific AI models use cases in classroom 
contexts. Due to the complexity of the situations presented by the 
real classroom, the evaluation of the ethical implications of using AI 
models should consider various factors, especially when it comes to 
sensitive topics such as student privacy aspects.

VI. Conclusions

A. Implications 
The main theoretical contribution of this study is to outline the five 

ethical implications (including algorithmic bias and discrimination, 
data privacy leakage, lack of transparency, decreased autonomy, 
and academic misconduct), six ethical principles (including fairness, 
privacy, transparency, accountability, autonomy and beneficence), 
and the main future research directions and practices of the related 
research. This structure stems from a systematic review that helps to 
understand and conceptualize practice and research of using AI models 
ethically in the classroom. Additionally, this review is conducive to 
validating some less explored areas to help researchers determine the 
direction of future research efforts on the ethical implications of the AI 
models use in the classroom, for example, the strategic and evaluation 
study of the ethical implications, which still remain less researched. 
Meanwhile, some specific guidance schemes are provided in this 
study. On a practical level, this research helps educators and learners 
to understand which behaviors are ethical when using AI models for 
education-related purposes, which could lead to the implementation 
of appropriate regulation. Importantly, the study provides a detailed 
elaboration of ethical principles and practical recommendations to 
better promote the ethical use of AI models in the classroom.

B. Limitations and Future Work
However, several limitations of this systematic review must be 

acknowledged. First, the literature reviewed in this study mainly comes 
from two databases. Future research can consider other databases, 
such as Science Direct and Google Scholar, to retrieve suitable papers. 
In addition, during the eligibility phase of this systematic review, 32 
articles were excluded because the full text was not available. Finally, 
since the articles reviewed in this study are mainly from Europe and 
North America, most represent Western perspectives. Therefore, there 
should be further reviews of the research from other continents or 
in other languages to gain a broader understanding of the ethical 
implications of AI model use in the classroom.
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Abstract

To measure the quality of student learning, teachers must conduct evaluations. One of the most efficient modes 
of evaluation is the short answer question. However, there can be inconsistencies in teacher-performed manual 
evaluations due to an excessive number of students, time demands, fatigue, etc. Consequently, teachers require a 
trustworthy system capable of autonomously and accurately evaluating student answers. Using hybrid transfer 
learning and student answer dataset, we aim to create a reliable automated short answer scoring system called 
Hybrid Transfer Learning for Automated Short Answer Scoring (HTL-ASAS). HTL-ASAS combines multiple 
tokenizers from a pretrained model with the bidirectional encoder representations from transformers. Based 
on our evaluation of the training model, we determined that HTL-ASAS has a higher evaluation accuracy than 
models used in previous studies. The accuracy of HTL-ASAS for datasets containing responses to questions 
pertaining to introductory information technology courses reaches 99.6%. With an accuracy close to one 
hundred percent, the developed model can undoubtedly serve as the foundation for a trustworthy ASAS system.
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I. Introduction

The objective of schools is to educate students through the 
teaching of academic subjects. To determine the quality of schools 

and students, it is crucial to measure student competencies [1]. 
Student competencies can be evaluated by analyzing the outcomes 
of student learning. The quality of learning is established through the 
assessment and test of outcomes [2]-[4]. Assessments and evaluations 
measure students' knowledge and proficiency in each subject [5], [6]. 
A reliable assessment tool reveals not only the students performing 
inadequately but also the areas where they will succeed in the future 
[7]. The assessment process helps teachers analyze patterns in student 
errors. Teachers can use information from assessments to correct 
students and advise them about their errors in future classes, and 
students can subsequently learn from their mistakes [8]. Assessments 
are supported by various inquiry-based grading approaches and 
diverse question forms [2].

Some question formats, such as essay, multiple-choice, and short-
answer, can be employed to assess the level of student comprehension 
[7], [9], [10]. Essay writing assessments are critical in gauging 
the logical reasoning, critical thinking, and foundational writing 

proficiencies of students [11]. While multiple-choice questions do 
prove to be an effective approach for assessing a considerable quantity 
of students, they are most suitable for evaluating knowledge and skills 
that are specific, well-defined, and often discrete [12], [13]. On the 
other hand, short-answer questions are a highly effective evaluative 
tool; they enable teachers to gauge students’ comprehension of a 
subject matter through the provision of concise textual responses [14], 
[15]. Short-answer questions require students to provide responses 
ranging in length from three words to two paragraphs [7]. 

Although short answers are an effective evaluation method, 
teachers still struggle to use them, particularly in manual grading. 
Manual answer grading can be inconsistent since human graders must 
infer meaning from the student’s answer [16]. Human graders may 
become fatigued after reviewing many responses, and the way they 
correct remaining responses may also vary [17]. This situation may be 
caused by fatigue, prejudice, or ordering effects [2], [8], [18]. Another 
reason for the discrepancy is that manual grading is subjective [19, 
20] and highly dependent on the moods of the graders [21]. Moreover, 
the number of students [1], [5], [7] and the time-consuming [22]-[24] 
aspect of manually scoring short-answer questions pose difficulties. 
Approximately thirty percent of a teacher’s time is spent evaluating 
students [25]. This problem is genuinely concerning since it means 
teachers cannot concentrate on their primary task, teaching. This 
condition will negatively affect teachers’ and students’ teaching and 
learning processes.
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Implementing artificial intelligence (AI) is the answer to this issue. 
AI’s capability to produce innovative and real outcomes has elevated 
it to the forefront of attention in numerous industries, especially 
education [67]. Natural language processing (NLP) is an AI technology 
that has the potential to solve the issue of manual grading by enabling 
the development of a system that can grade responses to short-answer 
queries automatically; this is referred to as automated short-answer 
scoring system. The automatic scoring of short answers is one of the 
most important applications of NLP [26], [27]. In education, automated 
scoring of short answers has become increasingly popular, allowing 
for efficient and objective evaluation of student responses. Automatic 
short answer scoring (ASAS) assigns an output score to a given 
input answer [28]. The objective of ASAS is to develop a predictive 
model that takes as input a text response to a specific prompt (e.g., a 
question about a reading passage) and generates a score expressing 
the correctness of that response [10], [29], [30]. ASAS systems have 
garnered much interest because of their capacity to deliver fair and 
inexpensive grading of large-scale examinations and enhance learning 
in educational environments [31]. Many studies have focused on the 
creation of automatic short-answer grading systems, such as C-Rater 
[32], AutoSAS [25], and AutoMark [33]. However, the accuracy and 
reliability of these systems can be problematic, particularly as grading 
becomes more subjective and complex.

Many strategies are utilized to attain high accuracy in the automated 
scoring of short answer questions. Deep learning approaches have 
shown promise in enhancing the accuracy of automated scoring 
systems by enabling them to learn from large datasets and recognize 
patterns that conventional algorithms may overlook. This study 
explores constructing a reliable, efficient, and accurate ASAS system 
via deep learning. Our ultimate objective is to prove that deep learning 
can be utilized to improve automated scoring systems. While prior 
research has demonstrated that deep learning techniques can increase 
the accuracy of ASAS, our study uses a novel approach that focuses 
on constructing a reliable and more accurate system. Our model 
incorporates hybrid transfer learning for automated short answer 
scoring (HTL-ASAS). HTL-ASAS uses various pre-trained tokenizers 
in combination with the bidirectional encoder representations from 
transformers (BERT) to increase the accuracy of predictions. We also 
created a novel student-collected answer dataset for this study. This 
dataset was acquired without regard to gender or name to eliminate 
subjectivity and improve system reliability. By emphasizing accuracy 
and reliability, we seek to contribute to developing more dependable 
and trustworthy automated short-response scoring systems and 
enhance the educational experience for all students.

The following is the structure of this document: In section II, prior 
research concerning ASAS is discussed. The proposed development 
of the framework is illustrated in Section III. The findings and 
experimental context are detailed in Section IV. A discussion of the 
results of the findings is provided in Section V. In section VI, the 
concluding remarks are provided.

II. Literature Review

ASAS is a challenging task that requires the capacity to evaluate 
the semantic content of a student’s response accurately. In recent 
years, this topic has been the subject of numerous studies, and 
many techniques have emerged as potentially effective methods for 
enhancing the accuracy of ASAS systems. The fundamental concept of 
ASAS is to compare student responses to teacher responses, sometimes 
known as the “gold standard.” Studies have utilized various approaches 
to calculate text similarity. One type of approach involves calculating 
text similarity based on semantic [34] or grammatical characteristics 
[13] or with the word overlapping approach [35]. Many advancements 
have been made to this fundamental idea, including using a semantic 
similarity measuring approach based on word embedding techniques 
and syntactic analysis to evaluate the learner’s accuracy [5]. Combining 
semantic analysis with orthography and syntax analysis [36] or with 
graph-based lexico-semantic text matching is a further advancement 
that can be implemented [37].

Machine learning is another topic that can be applied to 
automatically scoring short answers. Term frequency inverse-
document frequency (TF-IDF) [26], [38], long short-term memory 
(LSTM) [39, 40], support vector machines (SVMs) [7], [9], [41], 
latent semantic analysis [42], Gini [7], k-Nearest Neighbors (KNN) 
[7], finite state machine [18], and bagging and boosting [7] have all 
been employed. In addition to applying machine learning, various 
studies have employed deep learning to increase the accuracy of 
ASAS. Earlier research employed the concept of deep learning 
by utilizing transformers for data training. Transformers can be 
converted into graph transformers, which generate relation-specific 
token embeddings within each subgraph, which are subsequently 
aggregated to produce a subgraph representation [43]. Other studies 
have utilized pre-trained models such as BERT [22], [26], [31], [44]-
[48], XLNET [49], [50], MPNET [51], [52], RoBERTa [50], [53], and 
Distil BERT [53]. 

In conclusion, many deep learning techniques can be applied to 
the ASAS system. These techniques have demonstrated potential for 
enhancing the accuracy of ASAS systems. Current research shows that 
deep learning models are excellent at enhancing the reliability of these 
systems. 

III. Proposed Framework

In the proposed framework, there are three different procedures. The 
first step is data collection and preprocessing. The second procedure 
consists of training and testing the model that has been trained using 
the created dataset. Evaluation of the trained model is the final phase. 
The results of this evaluation are then compared to those of other 
studies to show the strengths of the framework proposed in this study. 
Fig. 1 displays the phases of the proposed research framework.

Training Data Collection and Preprocessing Training Model and Scoring Evaluation

Teacher

Student

�estion
and Grading

�estion
and Answer �estion

Token

Student Answer Token

Fine Tuning BERT

Testing
Data

Generated
Score

F1-scoreDataset
(QA-CS)

Tokenization
• DISTILBERT
• MPNET
• XLNET
• ROBERTA

Answer
E-learning

Fig. 1. Phases of the Proposed Research Framework.
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A. Data Collection Module
First, we consider the data collection process. Teachers and students 

of an introductory information technology course participated in this 
phase. The teacher administered questions via an e-learning platform. 
The students then responded to the teacher’s questions. Students 
responded to ten questions related to the course. Within two weeks, 
the answers of 229 students who had responded to the ten questions 
posed by the teacher were gathered. After the collection of student 
responses was complete, the teacher manually evaluated the results of 
the students’ work. The teacher conducted the evaluation based on a 
previously prepared answer key. The teacher scored 50 for incorrect 
responses and 100 for correct responses. To recognize the students’ 
effort in responding to the question, teachers award 50 points to 
those who provide incorrect answers. For student responses like the 
teacher’s, values between 50 and 100 were awarded in multiples of 10, 
namely, 60, 70, 80, and 90. The teacher also assigned a score of zero to 
students who did not respond to the given questions. 

B. Data Preprocessing Module
After data collection, the next stage is data preprocessing. 

Tokenization is performed during this phase. In natural language 
processing, tokenization is often used to extract needed abstract 
information of paragraphs or sentences into smaller units that can be 
assigned meaning more readily by machine. Tokenizers are typically 
either carefully constructed systems of language-specific rules, 
which are expensive and require both manual feature engineering 
and linguistic expertise, or data-driven algorithms that split strings 
based on frequencies within a corpus, which are more flexible and 
easier to scale but are ultimately too simplistic to handle the wide 
range of linguistic phenomena that are not captured by their string-
splitting [54]. In deep learning, the fundamental model for extracting 
contextualized word embeddings is called a Transformer [64]. The 
central concept of the Transformer architecture is to employ multi-
head attention for concurrent data processing while preserving the 
temporal sequence characteristic of time-series data by the inclusion 
of positional embedding within the embedding layer [66].

Table I illustrates the tokenization of the phrase “An artificial 
intelligence robot.” This table displays the transformation of the sentence 
into word embedding and attention mask embedding, following the 
Transformer architecture. This tokenization process distinguishes 
our study from previous research. We employ four distinct tokenizers 
within the proposed hybrid transfer learning framework. 

TABLE I. Examples of Tokenization

Before 
tokenization An artificial intelligence robot

Token [cls] ‘An’ ‘artificial’ ‘intelligence’ ‘robot’ [pad]

Word 
Embedding WE1 WE2 WE3 WE4 WE5 WEn 0

Attention 
Mask 

Embedding
Att1 Att2 Att3 Att4 Att5 Attn 0

Several other types of tokenizers were subjected to experimentation 
before the identification of the four types that would be utilized in this 
study. The findings of this experiment indicate that the input format 
of the BERT model, which was utilized during the training phase, is 
compatible with the four tokenizers selected for this study: DistilBERT, 
MPNet, XLNet, and RoBERTa. In this study, various experiments 
were conducted in which the outcomes of the chosen tokenizer were 
combined with the BERT model’s training data. Hybrid MPNet refers 
to the output of the MPNet tokenizer when combined with the BERT 

model. Hybrid DistilBERT is the name given to the combination of 
the DistilBert tokenizer and the BERT model. The combination of the 
XLNet tokenizer and the BERT model is called  Hybrid XLNet. The 
hybrid name for the RoBERTa tokenizer and the BERT model is Hybrid 
RoBERTa. A challenge appeared during the procedure of identifying 
the optimal combination: the lengthy duration of one experiment. To 
circumvent this, we conducted experiments on two separate servers. 
This is greatly beneficial in establishing correspondence between the 
tokenizer and the BERT model that was employed during the data 
training phase.

DistilBERT [55] is derived from BERT [56] by employing 
knowledge distillation. To create a more compact version of BERT, 
the architects of DistilBERT eliminated token-type embeddings and 
the pooler from the architecture and reduced the number of layers 
by a factor of 2. DistilBERT is a lightweight variant of BERT that is 
pre-trained using only the masked language model (MLM) task but 
with the same corpus: BookCorpus, which contains 800 million words; 
English Wikipedia, which contains 2,500 million words, a 30,000 
token vocabulary, and WordPiece tokenization. Given an evolving 
word definition, the WordPiece model is combined with a data-driven 
approach to maximize the language-model likelihood of the training 
data. Given a training corpus and D desired tokens, the optimization 
problem is to select D word pieces such that when they are segmented 
according to the selected WordPiece model, the resulting corpus 
contains the fewest number of word pieces [57].

The masked and permuted pretraining model (MPNet) tokenizer 
was developed in collaboration with researchers from Microsoft 
and the Nanjing University of Science and Technology in 2020 [58]. 
MPNet incorporates the benefits of MLMs, such as BERT, and Pre-
trained Language Models (PLMs), such as XLNet, by incorporating 
additional positional information into the permutation-based loss 
function. The MPNet tokenizer employs a byte-level byte pair 
encoding (BPE) algorithm to generate a vocabulary of subwords with 
a fixed size. The BPE algorithm iteratively replaces the most frequent 
pairs of consecutive bytes in the input text with a single new byte. 
This procedure is repeated until the desired vocabulary size has been 
attained. It can, therefore, comprehend a text based on its positional 
and nonpositional information. The tokenizer utilized by MPNet is 
inherited from BERT. MPNet was trained on many corpora of text 
totaling over 160 GB in size and optimized for multiple downstream 
NLP tasks [59].

The XLNet tokenizer is comparable to the tokenizers used in other 
transformer-based models but has some distinctive characteristics. 
Like other tokenizers, it transforms unprocessed text into a sequence of 
tokens the model can process. The tokenizer employs a subword-based 
approach, which divides words into smaller subwords and assigns a 
unique token to each subword. The total size of XLNet using subword 
fragments for Wikipedia, BooksCorpus, Giga5, ClueWeb, and Common 
Crawl is 32.89B [60]. XLNet uses the SentencePiece tokenization 
algorithm. SentencePiece consists of a natural language processing 
tokenizer and detokenizer. It performs subword segmentation, supports 
the BPE algorithm and unigram language model, and converts this 
text into an id sequence while ensuring perfect reproducibility of the 
normalization and subword segmentation [61]. BPE is an algorithm 
for subword segmentation that encodes uncommon and unknown 
terms as sequences of subword units. The assumption is that various 
word classes can be translated using units smaller than words, such 
as names (via character reproduction or transliteration), compounds 
(via compositional translation), and cognates and loanwords (via 
phonological and morphological transformations) [62].

The RoBERTa tokenizer generates subword tokens using a variant 
of the BPE algorithm. BPE functions by iteratively merging the most 
frequently occurring character or character sequence pairs in the 
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training corpus until the maximum vocabulary size is attained. This 
method can produce a vocabulary of variable-length subword units that 
more accurately represent the morphology and syntax of the language 
than traditional word-based tokenization. Additionally, the RoBERTa 
tokenizer employs a variety of optimizations to enhance the quality of 
the tokenization procedure. It employs, for instance, dynamic masking 
to prevent overfitting during pretraining and removes whitespace 
from the input text to increase efficiency. RoBERTa was trained on 
a combined dataset for the same number of steps as before (100K). 
RoBERTa preprocessed over 160 GB of text in total [63].

Table II displays the tokenizers utilized in this study. Each tokenizer 
uses a distinct corpus for recognizing terms. DistilBERT and MPNet 
utilize scholarly sources such as BookCorpus and Wikipedia, whereas 
XLNet adds Giga5 and ClueWeb. RoBERTa expands its corpus to include 
CC-News, OpenWebTest, and Stories, among others. This distinction 
results in distinct text representations. This study investigated the 
appropriate tokenizer for short-answer question tasks.

TABLE II. Summary of Each Tokenizer

Tokenizer Corpus Embedding 
Technique #Tokens #Positions

DistilBERT
BookCorpus, English 

Wikipedia
WordPiece 
Embedding

85% 100%

MPNet
BookCorpus, English 

Wikipedia
WordPiece 
Embedding

95% 100%

XLNet
BookCorpus, 

Wikipedia, Giga5, 
ClueWeb,

WordPiece 
Embedding

92.5% 92.5%

RoBERTa

BookCorpus, 
English Wikipedia, 

CC-News, 
OpenWebText, 

Stories + pretrain for 
even longer

Byte Pair 
Encoding

- -

C. Question and Answer Embedding Modules
The preprocessing dataset is trained after the tokenization of teacher 

questions and student responses is performed. BERT accomplished 
natural language understanding by considering input consistency. 
BERT extracts a single token sequence from a single text sentence, 
and for the NSP objective, it extracts a single token sequence from 
two text sentences (adding a [SEP] token as a separator) [56]. Each 
sequence has the specific classification embedding [CLS] added before 
it, and it serves as the input of the classification-task layer. Combining 
the corresponding token, segment, and position embeddings puts the 
corresponding representation of the input together. Each provided 
input token receives this kind of approach [56]. Fig. 2 illustrates the 
architecture of BERT fine-tuning for this study. The tokenization 

process is initiated once the learners have provided answers to the 
teacher’s questions and the encoder layer has become working, as 
represented in Fig. 2. The BERT encoder has two primary sublayers: 
the multihead self-attention layer and the positionwise fully connected 
feedforward network layer [56]. The output of the Question and 
Answer embedding of Hybrid MPNet is the latent embedding of the 
answer and question. The question-and-answer embedding sizes are  
1 × 768. These two embeddings are concatenated to predict the 
potential score for students and produce an object of size 2 × 768. 
Finally, we connect the regression layer to predict the probability of 
the score and use the highest probability as the predicted score.

D. Evaluation Technique
In this research, k-fold cross-validation is used as the evaluation 

methodology. The dataset is first divided into k folds, with k-1 folds 
used for training and the remaining fold used for evaluation. The 
folds are then switched until all folds have been trained and evaluated 
against the remaining k-1 folds, and an average is then calculated. This 
study utilizes ten-fold cross-validation. The F1-score is utilized for the 
evaluation matrices in the study. Formula 1 defines the F1-score as the 
weighted average of precision and recall based on the weight function 
β. Formula 2 defines the F1-score as the harmonic mean of precision 
and recall. The F1 score is also referred to as the F-measure. Different 
F1-score indices can assign distinct weights to precision and recall. 
Precision is calculated by dividing the number of correct instances 
retrieved by the total number of instances retrieved, as in Formula 
3. Recall is calculated by dividing the number of correct instances 
retrieved by the total number of correct instances, as in Formula 4.

 (1)

When β = 1, the standard F1-score is obtained

 (2)

 (3)

 (4)

IV. Results

In this section, the experimental results of the proposed Hybrid 
MPNet are presented. We collect and sign the score of each answer. 
Then, we propose a new deep-learning technique to predict the score. 
Finally, we evaluate the accuracy of our proposed method using the 
F1-score,  precision, and recall.

A. Dataset
This study employs a dataset compiled by the authors. The 

collected dataset comprises four columns: teacher-initiated questions, 
teacher-prepared responses, student responses, and students’ grading 
in numerical form. The example of the collected dataset can be 
seen in Table III. The questions given to students were related to 
an introductory course in information technology. There were five 
categories and two questions per category for ten questions. The 
five categories were: 1) data and information, 2) the most recent 
technology, 3) software, 4) hardware, and 5) the development of 
computer networks. The scores assigned by the teacher have a value 
of 0, 50, 60, 70, 80, 90, or 100. 229 students responded to the questions, 
so the total data collected contained 2290 data. After the data were 
collected, they were cleaned. First, responses with a zero value were 
removed, indicating that the student did not answer the question. This 
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was done to reduce the homogeneity of the training data and ensure 
that the resulting model is highly accurate and creates a trustworthy 
system. Following the data cleaning procedure, 2023 data points 
remained. The distribution of word length in student responses is 
illustrated in Fig. 3. The majority of responses are typically between 
zero and two hundred words in length. The longest response exceeds 
400 words in length.

TABLE III. Examples of Collected Dataset

Question Teacher Answer Student Answer Grade

Please define 
what a 

“computer 
network” is.

A computer network 
can be defined as 
a communication 

system that connects 
two or more 

computers and 
peripheral devices 

and allows data 
transfer between 

components.

A computer network 
is a link between one 
computer/device and 

another computer/device 
that uses network media 

as an intermediary.

70

A unit that causes a 
computer to run.

50

A communication 
network that allows 

computers to 
communicate with each 

other by exchanging 
data.

100

- 0

Please explain 
the definition 
of Artificial 
Intelligence 

(AI).

A field of computer 
science devoted to 
solving cognitive 

problems commonly 
associated with 

human intelligence, 
such as learning, 

problem solving and 
pattern recognition.

A program with a neural 
network that can think 
like humans in carrying 

out tasks.

70

A field of computer 
science that tries 
to solve cognitive 

problems like learning, 
solving problems, and 

recognizing patterns, that 
are often associated with 

human intelligence.

100

A smart technology 
embedded in a device.

60

An artificial intelligence 
robot.

50
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Fig. 3. Distribution of Word Length in Student Responses.

As a consequence of the data cleansing process, the number 
of responses varied for each question. After the data cleansing 
procedure, the number of student responses categorized by question 
type is presented in Table IV. There are three questions to which 
fewer than 200 students respond. One question pertains to the data 

and information category, one concerns software, and one investigates 
the development of computer networks. Because numerous students 
failed to respond to that question, the instructor therefore assigns a 
zero grade.

Table V displays the quantity of student responses used in this 
study based on assigned scores after the data cleaning process. As 
shown in Table V, the quantity of responses for each value is not 
distributed exactly equally. The answers provided by the majority of 
students yield scores ranging from 60 to 80. From the complete data 
for 2023, this is evident from the 1,419 answers that obtained a score 
within that range. At 50, 90, and 100, the remainder was balanced. 
It is possible to conclude from this distribution that a small number 
of students submitted responses attaining a perfect score of 100. 
Also, a small number of students submitted responses that received a 
minimum score of 50.

TABLE IV. Number of Student Answers Based on Question Type

Category Question Number of 
Answers

Data and 
information

What are data and information? Please 
compare the differences.

215

What is the information processing cycle? 198

Recent 
technology

What is Augmented Reality (AR)? 203

Please explain the definition of Artificial 
Intelligence (AI).

203

Software
Please define what “freeware” is. 164

Please define what an “operating system” 
is and explain its function.

219

Hardware
Explain the function of a router. 213

What is a Central Processing Unit (CPU)? 213

Development 
of computer 
networks

Please define what a “computer network” 
is.

183

Please give the definition of the Internet of 
Things (IoT).

212

TABLE V. Number of Student Answers Based on Teacher Grading

Grading Number of Answers
50 247
60 403
70 586
80 430
90 174
100 183

B. Parameter Setting
We propose hybrid transfer learning as a model for ASAS. Before 

conducting model training experiment, we set our parameters. Table 
VI summarizes some of the study’s parameters.

TABLE VI. Parameter Settings of the Automated Short Answer 
Grading Model

Parameter Value
Batch size 10

Optimizer Adam

Learning rate 0.00001

Embedding size 300

Activation function ReLU

The final layer activation function Sigmoid
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C. Result
Experiment 1: In the first experiment, the authors trained the 

proposed model (HTL-ASAS) for various epochs to determine which 
provided the most accurate model. The epochs tested were 10, 20, 30, 
and 40. Training used ten-fold cross-validation to validate the model. 
Comparison between the evaluation generated by the computer and 
the evaluation conducted by the teacher yields the F1 score accuracy. 
When both the machine and the teacher arrive at the same evaluation, 
this represents a true positive. False positives happen when the 
assessments of the machine and the instructor differ. Fig. 4 displays 
each model’s F1 score after 10, 20, 30, and 40 epochs for each tokenizer. 
The average F1 score, as shown in Fig. 4, is the result of the evaluation 
that was performed.
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Fig. 4. Results of F1-Score by Epoch.

Experiment 2: In the second experiment, the highest F1-score 
obtained by the various hybrid transfer learning algorithms in the 
proposed framework, namely, Hybrid DistilBERT, Hybrid MPNet, 
Hybrid XLNet, and Hybrid RoBERTa, were compared. Fig. 5 displays 
the comparison of F1 scores.
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Fig. 5. Results of F1-Score by Proposed Framework Model.

Experiment 3: The objective of the third experiment was to 
compare the F1-scores of the proposed framework with the F1-scores 
models based on prior research. The prior research models were 
trained using the dataset from this study. The F1 scores were then 
obtained from the results of the training model. The following models 
were used for comparison:

1. BERT architecture to grade short answers [47], [53], [65]. A pre-
trained version of the BERT base model was utilized in these 
experiments.

2. MPNet, specifically mpnet-base-v2 model, which has been used to 
determine the similarity of short texts [52].

3. DistilBERT, which has been used to grade short answer responses 
[53]. This study utilized a pre-trained DistilBERT model, namely, 
the DistilBERT base model.

4. XLNet, which is a pre-trained model used to assess short-answer 
responses [50].

5. Pre-trained RoBERTa and RoBERTa base architectures used in 
previous studies [50], [53], [65].

Each model from previous research was trained on this study’s 
dataset and then compared to the framework proposed in this study. 
For previous BERT research, ten epochs were used to train the model. 
For MPNet, 30 epochs were used, the same number used for the 
MPNet hybrid proposed in this study. For DistilBERT, the number of 
epochs was set to 30, the optimal number for the DistilBERT hybrid. 
The final two models, XLNet and RoBERTa, were trained in 20 epochs, 
the optimal number of epochs for hybrid XLNet and RoBERTa. Table 
VII compares the F1 scores of the proposed framework and models 
from previous studies.

TABLE VII. Comparison of F1-Score Accuracy

Research Model F1-Score 
Accuracy

[47], [53], and [65] BERT 0.992
[52] MPNet 0.952
[53] DistilBERT 0.961
[50] XLNet 0.899

[50], [53], and [65] RoBERTa 0.963

Our Proposed Framework 
(*)

Hybrid DistilBERT 0.995
Hybrid MPNet 0.996
Hybrid XLNet 0.98

Hybrid RoBERTa 0.993

V. Discussion

The first experiment’s results, depicted in Fig. 4, indicate that 
increasing the number of epochs has no effect on the accuracy of 
predictions made for the framework proposed in this study. Each 
tokenizer employed by the proposed framework requires a distinct 
number of epochs to attain the highest level of accuracy. Except for 
the DistilBERT tokenizer, the accuracy of each tokenizer is the lowest 
for epoch 10. In this investigation, the sample size at epoch 10 was 
insufficient for each model to achieve maximum accuracy. Upon 
entering epoch 20, the F1-score of several models increased. Only the 
DistilBERT tokenizer experienced a reduction in score. The XLNet and 
RoBERTa tokenizers reached their maximal F1-scores of 98% and 99.3%, 
respectively, in the 20th epoch; thus, the F1-scores of the corresponding 
hybrid models at epochs 30 and 40 were lower than at epoch 20. At 
epoch 30, the MPNet tokenizer attained its highest F1-score of 99.6%, 
and the DistilBERT tokenizer reached its maximum accuracy rate of 
99.5%. The first experiment’s results were used for comparison in the 
second experiment. The MPNet tokenizer paired with the BERT layer 
(Hybrid MPNet) achieved the greatest accuracy of 99.6%, as shown in 
Fig. 5. The DistilBERT tokenizer paired with the BERT layer (Hybrid 
DistilBERT) achieved the next-best accuracy of 99.5%. The accuracy of 
Hybrid RoBERTa was 99.3%, while the accuracy of Hybrid XLNet was 
only 98%. This comparison demonstrates that by employing hybrid 
transfer learning, accuracy increases, and the resulting data can enable 
the development of a more reliable ASAS system.

The results of Experiment 3, presented in Table VII, indicate that 
our proposed framework that combines the MPNet tokenizer with the 
BERT layer, also known as Hybrid MPNet, has the highest F1 score 
among the other models. Hybrid MPNet achieves an F1-score of 99.6%. 
In addition, Hybrid DistilBERT and Hybrid RoBERTa are among the 
models proposed in this study that have the highest value relative to 
models used in previous research. The F1 scores produced by Hybrid 
DistilBERT and Hybrid RoBERTa were 99.5% and 99.3%, respectively. 
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The BERT model  [47], [53], [65] produced the highest values among 
previous models. The F1-score for this BERT model was 99.2%. This 
F1-score is greater than that of one of the proposed models in this 
investigation, namely, Hybrid XLNet (98%), and is also greater than 
the F1-scores obtained by several models used in previous studies, 
including MPNet (95.2%) [52], DistilBERT (96.1%) [53], XLNet [50], and 
RoBERTa (96.3%) [50], [53], [65].

The results of this study indicate that Hybrid MPNet is a more 
accurate method than those used in previous research. This is 
because MPNet utilizes the dependencies between predicted tokens 
through permuted language modeling and enables the model to see 
supplementary position information to overcome the difference 
between pretraining and fine-tuning. In addition, Hybrid MPNet’s 
better results compared to alternative methods can be attributed to 
the specific correspondence between the corpus trained in the MPNet 
tokenizer and the collected dataset. The corpus utilized by the MPNet 
tokenizer is comprised of words extracted from English Wikipedia and 
BookCorpus, as shown in Table II. DistilBERT tokenizer operations 
utilize the identical corpus. An important distinction is found in the 
fact that DistilBERT trains a lower percentage of tokens (85%) than 
MPNet Tokenizer. In comparison to alternative tokenizers, the MPNet 
tokenizer utilizes a greater quantity of training tokens. Experiments 
on various tasks demonstrate that MPNet outperforms MLM and 
PLM, as well as previously robust pre-trained models, including BERT, 
XLNet, and RoBERTa, by a substantial margin [59].

The findings derived from this study will influence  the area of 
education. This system will improve the performance of teachers when 
evaluating student work. It will not be long before the students are 
informed of the assessment results. As a result, teachers can dedicate 
more time to planning and refining the learning process within the 
classroom. Instead of having to wait for the instructor to evaluate their 
work manually, this method enables students to obtain immediate 
feedback. Students will receive more objective grades as a consequence 
of the reduced subjectivity of the teacher caused by the implementation 
of this system. By establishing confidence among teachers and students, 
the experimental results indicate that utilizing AI to assess short-
answer assessments produces reliable and objective outcomes. Aside 
from that, the implementation of this system’s results demonstrates 
that artificial intelligence can be applied to the field of education. The 
opportunities for both educators and students to utilize AI are described 
by  the Sustainable Development Goals (SDG4) of the UNESCO 2030 
Agenda as they pertain to the impact of AI in education [68].

VI.  Conclusion

Teachers can select from various effective assessment methods for 
students, one of which is short answer questions. However, one of the 
most challenging aspects of teaching is evaluating student work in a 
limited amount of time. Consequently, the results of an assessment can 
be inconsistent if the teacher is pressured. Our study assists teachers 
in overcoming these inconsistencies by developing a system that 
automatically assigns grades to students’ short answers. The goal is 
to construct a trustworthy system, so students believe the assessments 
are accurate. A method that can generate near-perfect system accuracy 
is required to achieve this objective. In addition, the system must be 
objective about student work. For the method proposed in this study, 
both objectives are met. We implement hybrid transfer learning as 
a novel technique for achieving high accuracy and generate a new 
training dataset containing students’ short responses and feedback. 
We anticipate that the constructed system will be capable of objective 
evaluation with this dataset. Based on the results of the conducted 
experiments, the hybrid transfer learning method proposed in this 
study has the highest accuracy of 99.6%. Despite focusing solely on the 

F1-score to assess accuracy, the test results for this system indicate a 
99.6% accuracy rate, which signifies a highly optimistic implementation 
potential. Nevertheless, additional assessment utilizing additional 
matrices is necessary. There is no doubt that a more comprehensive 
assessment of the system’s capability to evaluate student exams 
can be obtained by administering tests utilizing a broader variety 
of comprehensive matrices. The F1-score matrix, nevertheless, is 
considered satisfactory from the perspective of this study.

Future research may concentrate on implementing the proposed 
framework in disciplines other than information technology. In 
addition, other evaluation matrices can be applied to evaluate 
this mode. In the future, automated scoring will hopefully make 
administering assessments easier for teachers to concentrate on 
enhancing the quality of learning.
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Abstract

The proposed research introduces an innovative Virtual Reality (VR) and Large Language Model (LLM) 
architecture to enhance the learning process across diverse educational contexts, ranging from school to 
industrial settings. Leveraging the capabilities of LLMs and Retrieval-Augmented Generation (RAG), the 
architecture centers around an immersive VR application. This application empowers students of all backgrounds 
to interactively engage with their environment by posing questions and receiving informative responses in 
text format and with visual hints in VR, thereby fostering a dynamic learning experience. LLMs with RAG act 
as the backbones of this architecture, facilitating the integration of private or domain-specific data into the 
learning process. By seamlessly connecting various data sources through data connectors, RAG overcomes the 
challenge of disparate and siloed information repositories, including APIs, PDFs, SQL databases, and more. The 
data indexes provided by RAG solutions further streamline this process by structuring the ingested data into 
formats optimized for consumption by LLMs. An empirical study was conducted to evaluate the effectiveness 
of this VR and LLM architecture. Twenty participants, divided into Experimental and Control groups, were 
selected to assess the impact on their learning process. The Experimental group utilized the immersive VR 
application, which allowed interactive engagement with the educational environment, while the Control group 
followed traditional learning methods. The study revealed significant improvements in learning outcomes for 
the Experimental group, demonstrating the potential of integrating VR and LLMs in enhancing comprehension 
and engagement in learning contexts. This study presents an innovative approach that capitalizes on the synergy 
between LLMs and immersive VR technology, opening avenues for a transformative learning experience that 
transcends traditional boundaries and empowers learners across a spectrum of educational landscapes.
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I. Introduction

Technology’s rapid expansion, especially in internet-related 
fields, has revolutionized learning. For today’s students, born 

in this tech-savvy era, accessing information is effortless, but it has 
raised concerns about their attention and problem-solving abilities. In 
response, educators are adapting teaching methods, such as Massive 
Open Online Courses (MOOCs) and the flipped classroom [1]. Virtual 
reality (VR) has been a research focus within computer science and 
information technology, especially for its educational applications. 
Recent advancements have made VR more accessible and immersive, 
enhancing its potential as a learning tool. VR has been utilized in 
various educational contexts, from primary and secondary classrooms 
to professional training programs. It caters to diverse student profiles, 
including different age groups, learning abilities, and backgrounds. 
Studies have demonstrated VR’s effectiveness across various 
disciplines like science, history, and medicine, emphasizing its role 

in providing interactive and realistic learning experiences. Despite its 
promise, the implementation of VR in education faces challenges such 
as high development costs and the need for adequate technological 
infrastructure. Christian et al.’s systematic literature review on VR in 
superior education distance learning, especially during the COVID-19 
pandemic, underscores VR’s growing role in higher education. Their 
review reveals VR’s effectiveness in enhancing learning experiences, 
motivation, and comprehension in fields like engineering and medicine, 
predominantly among university students, and that technological 
advancements have made diverse VR applications possible despite 
equipment issues and budget constraints [2]. Figueiredo et al. explore 
VR’s impact on elementary education, emphasizing its capacity to 
create captivating learning experiences for young learners. Platforms 
like Google Expeditions and Nearpod VR have made complex subjects 
more accessible, promoting student engagement and empathy. The 
study reflects on the evolution of VR technology, its increasing 
affordability, and its potential to revolutionize traditional teaching 
methods despite content development and teacher training challenges 
[3]. In higher education, particularly in biomedical sciences, Fabris 
et al. discuss VR’s role in enhancing the visual-spatial understanding 
of complex anatomical structures. The review presents mixed results 
from various studies regarding VR’s effectiveness, highlighting the 
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importance of interactivity in VR applications for effective learning. 
It also addresses scalability and cost considerations, pointing to the 
potential of VR as a valuable tool in education when appropriately 
integrated into curricula [4].

Numerous investigations have underscored VR’s capacity to 
augment educational outcomes by furnishing learners with genuine 
and captivating learning settings. Ausburn contends that VR 
constitutes a potent innovative technology for pedagogy and research, 
facilitating deeper comprehension and reduced training durations [5]. 
Correspondingly, the works of Alshammari and Lee et al. scrutinize 
VR’s support for collaborative learning, problem-centric pedagogy, 
and role-playing scenarios [6],[7]. Some inquiries delve into VR’s 
unique ability to grant access to otherwise unreachable experiences. 
For example, Asad et al. discern that VR grants students first-hand 
experiences and amplifies experiential learning [8]. Zakaria et al. 
elucidate how VR affords simulations of remote and perilous locales [9], 
while Carruth posits that it permits students to interact with expensive 
equipment and explore intricate problem domains devoid of risk [10]. 
Additional investigations explore VR’s potential to supplement or 
even supplant real-world experiences. Oiwake et al. introduce the 
groundbreaking idea of a "VR Classroom," where students experience 
the sensation of being in a physical classroom [11]. Similarly, Hunvik 
et al. have created a VR application tailored for a STEM course. Their 
research concludes that such an application holds potential as a 
precursor to conventional learning methods [12]. In a complementary 
fashion, Smutny et al. review VR applications spanning a wide array 
of academic disciplines, focusing on curricula including medicine, 
history, engineering, and music [13]. While VR displays considerable 
promise in enriching learning experiences, certain constraints persist. 
Asad et al. underscore the considerable implementation costs [8]. 
Lopez et al. coincide on the high cost of developing VR experiences, 
although highlighting that VR is an optimal tool for learning, even 
in professional contexts [14]. Yet, with these exciting advancements 
and ongoing inquiries, the future of education seems balanced for a 
transformative journey into the immersive realms of VR, offering both 
challenges and opportunities for educators and learners alike.

In this evolving educational landscape, the role of Artificial 
Intelligence (AI) is increasingly significant. As highlighted in 
"Reflections on the ethics, potential, and challenges of artificial 
intelligence in the framework of quality education (SDG4)", AI brings 
a unique set of opportunities and challenges to the realm of education, 
with the potential to contribute significantly to achieving Sustainable 
Development Goal 4 (SDG4) of the UNESCO 2030 Agenda, which 
emphasizes quality education and lifelong learning opportunities 
for all. It also emphasizes the ethical considerations and the need 
for AI to be developed to benefit humanity and respect global norms 
and standards, making it particularly relevant in the educational 
context [15]. Empirical investigations conducted in this domain have 
consistently illuminated the manifold ways AI can be harnessed to 
ameliorate educational administration, instructional methodologies, 
and learning outcomes. Notably, AI systems have demonstrated their 
utility in alleviating the administrative burdens borne by educators. 
For instance, AI-driven tools have proven instrumental in automating 
tasks such as assignment grading or personalized teaching, allowing 
educators to redirect their efforts toward more individualized 
and engaging endeavors [16]. Furthermore, AI-powered adaptive 
learning systems have emerged as a pivotal mechanism for tailoring 
educational curricula and providing content to individual student 
requisites, thereby supporting student engagement and adapting to 
specific student needs [17]. The development of virtual classrooms 
and AI-driven chatbots is concurrently underway, seeking to provide 
autonomous instruction to students or to function as valuable adjuncts 
to human educators [18]. Generative AI is a branch of AI focused on 

creating algorithms and models that produce human-like data or 
content. These systems use Deep Learning (DL) to learn patterns from 
large datasets, enabling them to generate contextually relevant and 
creative outputs, such as text, images, or music. Generative AI has 
wide-ranging applications, from text generation to creative arts and 
data synthesis, and is already being applied in education. Leiker et 
al. highlight that AI-generated synthetic videos can efficiently replace 
traditional instructional videos, facilitating the cost-effective and time-
efficient production of high-quality educational content [19]. Bekeš et 
al. discovered that AI-generated content is favored by teachers over 
conventional materials, primarily due to its adaptability and flexibility 
[20]. However, it is imperative to acknowledge that the advent of AI 
has prompted discourse regarding its potential to redefine the role of 
educators. Some studies posit that AI’s increasing integration into the 
educational milieu may gradually transition teachers from traditional 
lecturers into facilitators as AI assumes instructional responsibilities 
[21]. Du Boulay argues in favor of enhancing human educators 
with AI, suggesting that AI can serve as a personalized tutor when 
necessary, allowing human teachers to concentrate on the broader 
classroom context [22]. Yang predicts that AI and VR will significantly 
impact education in the coming years [23]. While AI can detect 
students’ weaknesses and tailor instruction to their needs, VR can 
foster students’ interest and social development.

The potential of technology in education is vast and encompasses 
a range of innovative tools and methods. While AI plays a crucial role 
in enhancing educational experiences, it is not the sole driving force. 
Alongside AI, emerging technologies like VR and generative AI are 
becoming transformative factors in the educational landscape.

While the application of VR in education has been extensively 
studied, its combination with Large Language Models (LLMs) 
represents a novel frontier that holds significant promise for further 
revolutionizing learning methodologies. The present proposal 
focuses on integrating VR technology and generative AI to tackle a 
significant educational challenge: providing rapid and contextually 
accurate access to information. The system empowers students to 
access information through Question Answering (QA) mechanisms, 
offering a unique approach to enhancing comprehension, even in 
complex laboratory settings. By harnessing the immersive capabilities 
of VR and the data synthesis abilities of generative AI, this proposal 
represents an exciting synergy of technological advancements that 
have the potential to revolutionize education. This research aims to 
bridge the gap between the immersive experiences provided by VR 
and the advanced capabilities of LLMs in processing and generating 
human-like text. The synergy between VR’s interactive environments 
and LLMs’ ability to understand and respond to Natural Language 
(NL) queries presents an unprecedented opportunity to create more 
engaging, personalized, and effective learning experiences. Our study 
is positioned at this intersection, exploring how the integration of VR 
with LLMs can enhance the learning process, particularly in settings 
where traditional educational methods may fall short, thus filling the 
gap of research on the combined use of VR and LLMs.

A critical aspect of this system’s functionality is using generative 
AI techniques to generate responses based solely on contextual 
information, reducing the risk of producing inaccurate or fictitious 
information. This contextual information can take various forms, such 
as text documents or .pdf files, with the adaptable library providing 
access to a wide range of alternative data sources, including databases, 
spreadsheet files, and even Application Programming Interfaces 
(APIs). To overcome the challenges associated with physical laboratory 
access, including scheduling and logistical constraints, VR technology, 
combined with 360° photos, has been chosen to represent complex 
environments like laboratories and shopfloors, each containing diverse 
points of interest. With this approach, the evaluated system empowers 
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users to articulate queries in NL, allowing them to receive responses to 
their original questions. Moreover, as these answers are derived from 
contextual knowledge, the application seamlessly guides the users’ 
attention to the relevant elements of interest in the VR environment 
associated with their questions.

The article is structured into distinct sections, each addressing 
specific aspects of the research. First, in Section II, the article explores 
the potential impact of LLMs and generative AI in education. Next, 
Section III delves into Retrieval-Augmented Generation (RAG) 
methods and their significance in contextual information retrieval. 
Subsequently, Section IV explains the system’s implementation, 
including server-side and client-side components. The critical phases 
of system evaluation are covered in Section V, and a comprehensive 
examination of limitations is presented in Section VI. Finally, the 
conclusions are drawn in Section VII.

II. LLM in Education

Large Language Models (LLMs) and generative AI are emerging as 
transformative educational tools, automating and enhancing various 
educational processes. While they offer significant advantages in 
generating high-quality educational content and analyzing student 
responses, they also present challenges. LLMs can exhibit biases inherited 
from their training data, leading to ethical concerns. Their lack of deep 
understanding can result in superficial or inaccurate content, and there 
is a risk of student overreliance on these models, which may impede 
the development of critical thinking skills. Additionally, their operation 
requires considerable computational resources, posing a barrier in some 
educational settings. Numerous studies have delved into the utilization 
of LLMs for the generation of high-quality educational content at 
scale, ranging from programming exercises and code explanations 
[24] to the creation of comprehensive multimedia course materials 
[25]. Through techniques like clustering and summarization, LLMs 
facilitate the rapid and accurate identification of underlying themes 
and patterns within student responses, surpassing the capabilities of 
manual analysis alone [26]. Nevertheless, it remains imperative to 
incorporate human oversight and review mechanisms to ensure the 
accuracy and reliability of these AI-generated resources before they 
are made available to students [27]. While the automated generation 
of educational materials promises to reduce instructors’ workload 
significantly, addressing practical and ethical concerns associated with 
integrating LLMs into educational settings is essential. A comprehensive 
analysis of 118 research papers revealed that LLMs have been applied 
across 53 distinct educational use cases, encompassing tasks such as 
grading, teaching support, content generation, and recommendation 
[27]. Although LLMs exhibit the potential to automate and enhance 
these educational functions, their performance, transparency, privacy 
implications, commitment to equality, and ethical considerations must 
be evaluated to ascertain their suitability for educational contexts. 
Furthermore, LLMs offer a promising avenue for gaining insights into 
student learning by conducting in-depth analyses of student-generated 
artifacts, such as essays.

III. RAG for Contextual Information Retrieval

RAG methods have recently gained significant interest since they 
allow to combine neural generation models (i.e., parametric memory) 
with contextual information (i.e., non-parametric memory), as 
depicted in Fig. 1. RAG is an approach in Natural Language Processing 
(NLP) that combines the power of language models with information 
retrieval, enabling the generation of more informed and contextually 
relevant responses by dynamically fetching and integrating external 
knowledge sources during the generation process. Numerous articles 

have explored RAG models for open-domain question answering and 
found that they can achieve state-of-the-art performance. Lewis et al. 
introduced a general RAG recipe, showing RAG models outperform 
parametric seq2seq models and task-specific architectures on 
knowledge-intensive NLP tasks like open-domain QA [28]. Ranjit et 
al. built on this work, proposing a RAG model for radiology report 
generation that achieved the best metrics [29]. While early RAG work 
focused on retrieving text, recent papers have expanded to multimodal 
knowledge. Yu discussed obstacles to single-source retrieval and 
provided solutions for RAG over heterogeneous knowledge [30]. Chen 
et al. introduced the first multimodal RAG, accessing images and text 
to answer questions [31]. Zhao et al. surveyed RAG methods across 
modalities, reviewing image, code, table, graph, and audio retrieval 
for generation [32]. Some work has aimed to improve RAG domain 
adaptation. Siriwardhana et al. proposed an end-to-end trained RAG 
variant with an auxiliary loss for reconstructing sentences from 
retrieved knowledge [33]. They showed significant gains in adapting 
RAG to COVID-19, news, and conversation domains. Finally, Mao 
et al. presented an alternative approach: Generation-Augmented 
Retrieval (GAR) [34]. GAR uses generation to expand queries before 
retrieving relevant passages. On open-domain QA, GAR with sparse 
retrieval matched or outperformed dense retrieval methods, achieving 
state-of-the-art extractive QA performance.

Response
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Embedding
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Contextual knowledge

Fig. 1. RAG complements parametric knowledge with contextual knowledge.

The RAG methodology is a powerful tool for tailoring NLP and 
generation to specific domains, such as education. It offers a unique 
advantage over techniques such as few-shot learning by constraining 
generated responses to verified information, effectively reducing the 
risk of "hallucination" or generating incorrect or irrelevant answers. 
This feature ensures that students receive accurate and consistent 
information, enhancing the overall learning experience.

Few-shot learning, while valuable, has limitations, particularly 
concerning the maximum token size for prompts. This constraint can 
lead to less accurate or incomplete answers. RAG addresses this issue 
by using semantic similarity to pull the most relevant information 
from a given context, thereby creating a more precise final prompt. 
This ensures the generated answer is accurate and relevant to the 
student’s query.

However, it is essential to consider the limitations of fine-tuning, 
especially in QA environments. While fine-tuning offers granular 
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control over model behavior, it often requires substantial training data 
and computational resources. More critically, fine-tuning can be less 
reliable in generating precise answers to specific questions, as it does 
not inherently constrain the model’s responses to verified information. 
This makes it less suitable for applications where the accuracy of each 
individual answer is paramount, such as educational settings where 
incorrect information could have enduring impacts. RAG’s efficiency 
and focus on accuracy offer a more reliable alternative in these contexts.

IV. System Implementation

This section is dedicated to explaining the specific implementation 
that was carried out for the evaluated system. The architecture 
presented here is based on a client-server model, with the server 
responsible for processing LLMs and contextual data to respond 
to user queries and the client serving as a VR interface for users to 
explore educational environments and pose NL questions.

A. Server-Side Implementation
The server-side implementation is responsible for tasks and actions 

related to the processing of LLMs and, crucially, the use of RAG for 
extracting specific contextual information. In this implementation, the 
LlamaIndex library has been employed due to its ability to provide 
an interface enabling developers to work with various LLMs, such as 
gpt-3.5 or text-davinci-003 [35]. Furthermore, LlamaIndex facilitates 
the execution of RAG, which means that it is possible to enhance the 
parametric knowledge of the LLM with contextual information. Fig. 1 
details how contextual information is accessed to enable RAG.

In the analyzed context, the contextual information is based 
on text documents in formats such as .pdf and .txt, which describe 
various elements present in a classroom (e.g., an Angular arm robot 
or a Cartesian arm robot). However, the flexibility of LlamaIndex 
allows access to a broad spectrum of alternative data sources, 
encompassing databases, spreadsheet files, and even Application 
Programming Interfaces (APIs). Besides, a .json file is utilized to define 
the relationships between the elements in a classroom and the VR 
scenes located on the client side, as shown in the appendix in Listing 
1. Further details can be found in subsection IV.B.

To facilitate RAG’s utilization of contextual knowledge exclusively, 
LlamaIndex incorporates the concept of an Index. Illustrated in Fig. 1, 
the indexing stage assumes responsibility for allowing rapid access to 
relevant context for a user query. These generated indexes streamline 
the retrieval process, automating vector embedding calculations. 
While the VectorStoreIndex is a prevalent index type, the system’s 
preference in this instance is the KeywordTableIndex. This choice 
aligns with the system’s approach, wherein each node (i.e., each 
textual chunk produced during the text splitting task) additionally 
factors in specific keywords. During a query operation, the node 
selection containing the relevant text chunk is determined based on 
keywords extracted from the query, enhancing answer reliability.

The requests that the server handles are summarized in the 
following routes:

1. GET /summaries This route returns a list of summaries organized 
by scene, briefly explaining the elements present in each of them, 
as illustrated in Fig. 2.

2. POST /query When requesting this route, based on the user’s query, 
a response is returned based solely on the available contextual 
information. In addition to the response, a unique identifier of the 
queried element, the name of the element of interest, and the VR 
scene in which it is located are provided.

When a user submits a question through the immersive application 
(refer to Section IV.B), the query is transmitted to the POST /query 

endpoint. Here, a two-step process is employed to enhance the 
system’s contextual understanding and ensure meaningful responses.

First, we use prompting to integrate the user’s question, leading to 
a format like this:

Answer the question using ONLY THE CONTEXT, and if 
you’re not TOTALLY sure of the answer, say 
‘Sorry, I don’t know’. Q: {question} A:
This approach compels the system to rely on contextual knowledge 

to answer the question effectively. To pinpoint the specific index or 
chunk of text where the answer resides, the SubQuestionQueryEngine, 
available in LlamaIndex, is used.

Once a valid response (i.e., an answer different from ’Sorry, I don’t 
know’) is obtained, the system follows up with another prompt:

Based on the question "{original_question}" and its 
answer "{query_answer}", please return an answer in the 
format 
"scene_id:_,object_id:_,object_name:_" If you don’t 
know the answer, respond 
"scene_id:N/A,object_id:N/A,object_name:N/A" A:
The success of this query to the LLM dramatically depends on the 

.json file that establishes relationships between scenes and elements of 
interest. In this regard, the results achieved have been quite promising.

Eventually, in response to the user’s query, they receive the answer 
and identifiers for the scenes and objects in question, which they can 
utilize in the client-side application.

Although RAG techniques, as used in the project, significantly 
improve LLM performance in front of users’ questions, RAG cannot 
improve the current well-known limitations in reasoning questions or 
multi-hop questions on documents that are still part of current LLM 
solutions [36].

The underlying technology in the server development is based on 
Python 3.10.11 as the primary programming language, with FastAPI 
and Uvicorn for implementing the REST server. To access the content 
of contextual information in PDF format, the PyPDF library is utilized.

B. Client-Side Implementation
Unity was chosen as the development engine for the client-side 

component due to its outstanding capabilities in creating cross-
platform applications. Specifically, it has enabled the efficient and 
effective development of VR applications. In order to optimize the cost 
associated with VR application development, the decision was made 
to employ an accessible yet entirely valid technique for exploring 
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Fig. 2. Example of a GET /query request diagram.
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a specific environment, namely, an educational laboratory. This 
technique uses 360º photographs to circumvent the complexities 
associated with 3D modeling and physical laboratory access, including 
scheduling and logistical constraints. The VR device used to deploy 
the evaluated system was the Meta Quest 2; nevertheless, Unity’s 
cross-platform architecture enables executing the same application to 
similar devices, such as the Pico VR or the HTC Vive.

The VR application comprises several scenes, each hosting various 
points of interest. In the example of the scene depicted in Fig. 3, the 
most prominent element is a Cartesian robotic arm; however, it is 
essential to note that the system is adaptable and can accommodate 
different points of interest in the same scene, and spread among 
different scenes. All this information must be explicitly detailed in the 
.json file described in Subsection IV.A (Listing 1 in the appendix).

Fig. 3. VR scene with a Cartesian arm robot in the middle.

Users can pose questions in NL using speech recognition during the 
virtual environment exploration. These questions are transmitted to 
the server through the GET /query request. Suppose the sought-after 
information is part of the contextual knowledge (described in Section 
III). In that case, the provided response will include the requested 
information and metadata related to the point of interest and the user’s 
current scene. Consequently, students are not obliged to be in the VR 
scene containing the point of interest they inquire about; they can ask 
about any point of interest encompassed by the contextual knowledge. 
Fig. 4 visually represents the user’s post-response perspective. Notably, 
alongside the textual answer, a visual cue is strategically employed to 
direct the user’s attention towards the specific element relevant to the 
initial question.

Fig. 4. In VR, user questions trigger dual feedback - textual responses and 
visual cues, so students get textual answer and VR interaction.

V. System Evaluation

In this study, 20 participants divided into two distinct groups were 
selected to evaluate the effectiveness of our architecture in enhancing 
the learning process. This sample size was determined based on the 
available resources, the innovative nature of the technology involved, 
and the need for in-depth interaction with each participant. While a 
larger sample could provide more generalizable results, this exploratory 
study’s specific constraints and focus guided this decision. The first 
group, referred to as the ’Experimental group,’ had access to the 
immersive VR application, which empowered participants to interact 
with their educational environment, pose questions, and receive 
informative responses in text and as visual cues in VR. The second 
group, termed the ’Control group,’ followed a more traditional learning 
approach devoid of VR technology, where participants relied on 
conventional methods to access educational content and resources, such 
as PDF files. By juxtaposing these two groups, this study aims to discern 
the transformative potential of our VR and LLM architecture compared 
to established learning practices, thus providing a comprehensive 
evaluation of its impact across diverse educational contexts.

In this study, Robotics was selected as the primary subject for 
system evaluation due to its relevance in modern education and the 
potential to benefit from VR and LLM technologies. The practical 
nature of robotics, involving theoretical knowledge and hands-
on skills, makes it an ideal candidate for the presented educational 
architecture. The application was pivotal in bridging the gap between 
theory and practice. It enabled students to understand complex 
robotics concepts and later apply them to manipulating and controlling 
the robot arms. Integrating immersive VR experiences with enriched 
theoretical insights by LLMs illustrates the system’s capability to 
offer a comprehensive learning experience, particularly in subjects 
where practical skills are as crucial as theoretical knowledge. In class, 
students have access to a variety of robotic arms, including angular 
and cartesian types, which they were required to manipulate after 
completing the necessary learning modules.

To ensure the accuracy and trustworthiness of the presented system 
within the limitations of RAG systems, as explained in section III, a 
set consisting of 10 questions per type of robot was defined. These 
questions were designed to cover an overall spectrum of topics, including 
definitions, historical backgrounds, design features, and applications. 
Using prompting strategies to reduce hallucinations and given that all the 
answers to the questions could be found within the provided contextual 
knowledge, the system presented a high accuracy rate in delivering 
correct responses. This testing protocol ensured a comprehensive 
evaluation of the system’s capacity to handle varied inquiries and 
affirmed its effectiveness in providing precise and relevant information.

The participants in this study had some prior familiarity with the 
subject matter as they had been students in a course that involved 
working with robots; however, they had not previously interacted 
with the specific robots featured in the VR setting. The system 
evaluation took place during four 2-hour sessions outside of regular 
class hours, during which participants received training on how to 
use the robots (both groups), familiarized themselves with the system 
(Experimental group), and completed the tests (both groups). It is 
important to remark that the primary purpose of this experiment was 
to learn how to operate the robots and to compare the Control group 
with the Experimental group.

Before engaging with the VR and LLM application or the traditional 
learning method, participants completed pre-tests to establish 
their baseline knowledge and skills in the subject matter. While it 
was acknowledged that some participants might have had limited 
prior exposure to the subject, the pre-tests captured their initial 
understanding. Subsequently, post-tests were administered after 
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participants had interacted with their respective learning methods. 
The post-tests allowed to measure the extent of learning gains and 
the overall impact of this educational approach. By comparing pre-
test and post-test results, it was possible to evaluate the system’s 
effectiveness in fostering learning and comprehension, even among 
those with little prior knowledge.

To ensure that participants in the Experimental group engage 
effectively with the application, participants were encouraged to 
explore the application at their own pace while highlighting the 
significance of thorough knowledge acquisition. They were informed 
about the availability of a diverse range of learning resources within the 
application. They were guided on how navigating and asking questions 
was performed and the contents they needed to review for the subsequent 
assessment. A standardized VR experience across all participants in the 
Experimental group was ensured. Each participant used the same VR 
hardware and software configurations to minimize variability in the 
quality of the VR experience. Additionally, the technological background 
of each participant was assessed through a pre-study questionnaire. 
This assessment helped understand the participants’ familiarity and 
comfort with VR and other digital technologies, which could influence 
their interaction with the VR environment.

In Table I, the result of the two-way repeated measures ANOVA 
test is displayed to determine whether the methodology influences the 
scores obtained in the test. The result shows a statistically significant 
difference between the pre-test and post-test, regardless of the group. 
However, the interaction between the group and the score was 
significant, indicating that the test scores depend on the group. Thus, 
the students in the Experimental group significantly increased their 
scores in the post-test compared to the pre-test, as did the Control 
group, although to a lesser extent. In the beginning, no differences 
were observed between the groups. In contrast, at the end of the 
study (i.e., post-test), the scores of the students in the Experimental 
group were significantly higher than those of the Control group. Fig. 5 
displays the evolution of the scores of the groups.
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Fig. 5. Score evolution per group.

A Likert-scale questionnaire was also administered to evaluate user 
satisfaction, chosen for its versatility and effectiveness in capturing 
nuanced user sentiments. The Likert-scale questionnaire provides a 
structured, user-friendly format that encourages participants to express 
their opinions across various dimensions, accommodating diverse 
user backgrounds and preferences. This inclusivity makes it a valuable 
tool for assessing user satisfaction in the context of our transformative 
educational technology. The questionnaire results can be found in 
the appendix, specifically in Table III, along with the questionnaire 
questions in Table II. In terms of satisfaction, the median score for 
students in the Control group was 1.5 (IQR = 1-2), while students 
in the Experimental group scored 5 points (IQR = 4-5). The Mann-
Whitney U test for independent samples revealed that the difference 
in satisfaction between students in the Experimental group was 
significantly higher than that of students in the Control group (U = 0, 
p < 0.001).

TABLE II. User Experience Questionnaire

Index Question

Q1 I found the learning experience engaging and 
immersive.

Q2 The learning materials/methods provided me with 
valuable information and learning opportunities.

Q3 (Experimental) Using the VR application improved my understanding 
of the subject.

Q3 (Control) The traditional learning materials/methods improved 
my understanding of the subject matter.

Q4 (Experimental) I felt more confident in applying the knowledge 
gained through the system.

Q4 (Control) I felt more confident in applying the knowledge 
gained through the traditional learning methods.

Q5 Overall, I am satisfied with my learning experience.

VI. Discussion and Limitations

In exploring the integration of AI in educational contexts, it is crucial 
to consider both the transformative potential and the challenges posed 
by these technologies. As García et al. highlight in their study, the 
emergence of tools like ChatGPT has significantly influenced teaching 
and learning processes, raising important questions about AI’s biases, 
ethical considerations, and social implications in education. Their 
work underscores the need for a nuanced understanding of AI’s role 
in education, balancing its benefits with a critical awareness of its 
limitations and potential risks [37].

The presented architecture, which integrates VR technology with 
LLMs for educational purposes, has shown promising results in 
enhancing the learning process. The significant improvement is evident 
from the post-test scores of the Experimental group compared to the 

TABLE I. Descriptive and Statistical Contrasts

Score Intra-subject Effects Tests
Pre-test Post-test Score Score*Group

Mean (Sd) Mean (Sd) F (d.f.); p-value (η2) F (d.f.); p-value (η2)

Group Mean difference 
(p-value)

F (1;18) = 239.63;  
p <0.001 (0.93)

F (1;18) = 8.53;  
p < 0.009 (0.322)

Control 1.50 (1.08) 5.80 (1.23) -4.3 (<0.001)
Experimental 1.30 (0.95) 7.60 (0.97) -6.3 (<0.001)

Mean difference (p-value) 0.2 (0.455) -1.8 (0.002)

d.f.: degrees of freedom. η2: partial eta-squared (effect size)
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Control group. The substantial increase in post-test scores among the 
Experimental group suggests that an immersive learning experience, 
coupled with the assistance of LLMs, can effectively foster knowledge 
acquisition and comprehension, even among participants with limited 
prior knowledge of the subject matter; however, several noteworthy 
limitations must be acknowledged to provide a more comprehensive 
understanding of the system’s potential and its impact on education.

• The effectiveness of this approach heavily depends on the quality 
and comprehensiveness of the contextual knowledge provided to 
the LLM. Incomplete or inaccurate contextual knowledge may lead 
to suboptimal responses to user queries. Ensuring the accuracy 
and relevance of the information fed into the system is critical for 
its success.

• The success of this system also depends on the availability of 
appropriate 360º photographs and the accurate mapping of points 
of interest within VR scenes.

• The study design involved two distinct groups: the Experimental 
group and the Control group. While the Experimental group 
experienced the immersive VR and LLM-based learning 
environment, the Control group followed traditional learning 
methods. This design might introduce biases related to individual 
learning preferences and engagement levels. Some participants 
in the Control group may have needed more motivation due to 
the absence of the novel VR experience, potentially affecting their 
post-test performance. The novelty of the VR and LLM integration 
in the Experimental group might have influenced the motivation 
and engagement levels, which could affect learning outcomes. 
Future iterations of the research will aim to equalize engagement 
potential between the groups. Therefore, it is essential to consider 
the potential impact of participant motivation and engagement as 
a limitation when interpreting the study’s results.

• The limited number of participants could influence the 
generalizability of our findings. However, it is noteworthy that 
similar exploratory studies in VR and LLM integration have also 
operated with small sample sizes. Future studies with larger 
samples are necessary to confirm these initial observations 
and to understand the broader implications of VR and LLMs in 
educational settings.

• Users unfamiliar with VR technology may face a learning curve 
when using the system, necessitating adequate training and 
guidance to ensure a smooth educational experience. Although 
measures were taken to standardize the VR experience and 
assess the participants’ technological backgrounds, the potential 
impact of technological issues must be considered. Variations in 
individual comfort levels and familiarity with VR technology may 
have influenced the results. Although no significant technological 
issues were reported during the study, future research should 
further explore the role of technological familiarity in the 
effectiveness of VR-based educational interventions.

• While 360º photographs offer a cost-effective means of 
environment representation, they might not capture all aspects of 
a physical laboratory, potentially limiting users’ tactile and spatial 
experiences.

• Response times for user queries may fluctuate depending on query 
complexity and contextual data volume, leading to occasional 
delays in receiving responses.

• Scalability becomes a crucial consideration in terms of time 
allocation, the availability of physical resources such as VR 
headsets, and the number of students, pointing out that as long 
as these essential materials and resources are accessible, the 
proposed system can effectively accommodate a growing number 
of participants linearly without experiencing a substantial decline 
in performance. This attribute holds significant importance as it 
ensures that educational institutions can seamlessly expand the 
adoption of immersive VR and LLM technologies to reach a broader 
student audience, enhancing the scalability and widespread 
applicability of innovative educational methodologies.

These limitations underscore the need for ongoing refinement, 
quality assurance, user support, and research efforts to optimize the 
system’s educational utility and ensure its effectiveness in diverse 
educational settings. Future research should also explore strategies 
to mitigate biases in study designs and improve the overall user 
experience within this innovative educational framework.

VII. Conclusions

Integrating VR technology and generative AI provided by LLMs 
within the educational landscape represents a transformative 
approach to learning. This research has explored the potential of 
combining VR and generative AI to address the challenge of providing 
rapid and contextually accurate access to information. Through 
developing an immersive VR application and using RAG, this proposal 
has demonstrated the ability to enhance comprehension and learning 
outcomes. Indeed, as highlighted by García et al., the ongoing 
evolution and refinement of generative AI technologies, including 
those used in our VR application, are rapidly shaping the future of 
education, promising transformative changes and novel approaches in 
teaching and learning methodologies [38].

The findings from the system evaluation suggest a clear advantage 
for the Experimental group, which had access to the immersive VR 
and LLM-based learning environment, over the Control group that 
followed traditional learning methods. The significant improvement 
in post-test scores among the Experimental group highlights the 
effectiveness of this innovative approach in fostering knowledge 
acquisition and comprehension, even when the participants had 
limited prior knowledge of the subject matter. Moreover, the user 
satisfaction scores from the Experimental group were significantly 
higher, underlining the appeal and user-friendliness of this novel 
educational system.

TABLE III. Likert-Scale Questionnaire

Participant Group Q1 Q2 Q3 Q4 Q5
1 Experimental 5 4 5 4 5
2 Experimental 5 3 5 5 4
3 Experimental 5 5 5 5 5
4 Experimental 4 5 5 5 5
5 Experimental 5 5 5 4 5
6 Experimental 3 4 4 4 4
7 Experimental 4 4 5 4 4
8 Experimental 5 3 5 5 5
9 Experimental 5 5 4 4 5
10 Experimental 4 5 5 4 5
11 Control 1 3 4 2 2
12 Control 1 2 3 4 1
13 Control 2 3 4 3 3
14 Control 1 3 4 2 1
15 Control 3 4 4 3 2
16 Control 2 3 3 3 1
17 Control 3 2 3 3 2
18 Control 1 4 2 2 2
19 Control 1 4 4 2 1
20 Control 2 2 4 3 1
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Nevertheless, it is essential to acknowledge the limitations 
identified in this research. The system’s success is contingent on 
the accuracy and comprehensiveness of the contextual knowledge 
provided to the AI models. Incomplete or inaccurate information may 
lead to suboptimal responses. Besides, the availability of appropriate 
360º photographs and accurate establishment of points of interest 
within VR scenes are critical for the system’s effectiveness.

While this study provides insightful initial findings on the 
integration of VR and generative AI in education, it is important to 
note that the use of RAG was limited to handling text-based data 
without multimodal integration from the VR environment. This 
focus is due to the scope of the current research. However, exploring 
integrating multimodal data, such as visual inputs from VR, into RAG 
is a promising direction for future work. The small sample size in 
this study limits generalizability. Hence, future research with larger, 
more diverse participant groups needs to be done. Such studies would 
validate and expand upon the findings and explore the full potential 
of multimodal VR and LLM systems in educational contexts. As 
technology advances, addressing these limitations, education is poised 
for transformation through immersive VR, presenting both challenges 
and opportunities. Continued research and development are essential 
for realizing this transformative potential in global education.

Appendix

Listing 1: .json file linking scenes with elements
{
   "scenes": [
      {
         "scene_id": "Scene1",
         "objects": [
            {
               "object_id": 776,
               "object_name": "Angular arm robot"
            },
            // Other objects in Scene 1
         ]
      },
      {
         "scene_id": "Scene2",
         "objects": [
            {
               "object_id": 293,
               "object_name": "Cartesian arm robot"
            }
         ]
      },
      // Other scenes , with their objects
   ]

}
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Abstract

Image-generative artificial intelligence (AI) is increasingly being used in the product design process. In this 
paper, we present examples of how it is being used and discuss the possibilities of how applications may evolve 
in the future. We discuss the legal and ethical implications of image-generative AI, including concerns about 
bias, hidden labor, theft from artists, lack of originality in the outputs, and lack of copyright protection. We 
discuss how these concerns apply to design education and provide recommendations to educators about how 
AI should be addressed in the design classroom. We recommend that educators introduce AI as one tool among 
many in the designer’s toolkit and encourage it to be used as a process tool rather than for generating final 
design deliverables. We also provide guidance for how educators might engage students in discussions about 
AI to enhance their learning.
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I. Introduction

P RODUCT design, or industrial design, is the design of objects for 
mass-manufacturing. Product designers are responsible for the 

design of products in a wide range of industries including housewares, 
sporting equipment, medical devices, consumer electronics, and more. 
Recent articles have discussed applications of machine learning, big 
data, and artificial intelligence (AI) to product design [1], [2]. However, 
little has been written in academic literature about the application 
of AI text-to-image or text-to-3D generators to the industrial design 
process, though the discussion is well underway in the faster-moving 
world of social media. Titles of YouTube videos published in the past 
year illustrate the growing relevance of AI to the product design 
discipline. For example: AI Designed this Product: These Tools are the 
Future of Design [3], Using AI in Your Design Process (MidJourney, Stable 
Diffusion, Vizcom) – AI For Industrial Design [4], How to Design with AI 
#ai #midjourney #vizcom #chatgpt [5], Hyper-Real Prototyping for Speed 
and Control – AI for Industrial Design [6], A.I. Product Design – THIS Will 
Change Everything! [7], A.I. vs Pro Car Designer! Is There Still a Future 
for Us? [8]. Videos like these discuss AI applications that generate 
digital images from textual descriptions, reference images, or reference 
sketches, as can be done in popular software programs including 
DALL-E, Stable Diffusion, Midjourney, Adobe Firefly, and more. The 
videos illustrate that AI is being presented to viewers, many of whom 

are design students, as a “must-have skill” for future designers. Thus, 
educators need to be aware of the capabilities of these AI tools and the 
accompanying pitfalls and advantages for design education.

As we will illustrate with examples in the Section III, most 
industrial designers are utilizing generative AI in the front-end of the 
design process for inspiration, to create mood boards, and for ideation, 
in other words, to come up with design concept ideas. Some are also 
using generative AI for refinement or to broaden their ideas. In a 
few cases, designers have begun to output images generated by AI 
as underlays for manual 3D modeling, or to create 3D displacement 
maps which are used to directly texture 3D models. While text-to-
3D software applications are not yet widely available, some websites 
claim to provide these services and student designers may be misled to 
believe that they are paying for an automated software application to 
create a 3D model from their sketches, when there is really a human 
modeler working behind the scenes [9].

The possibility of AI-facilitated plagiarism is a common concern 
for educators. However, the onset of generative AI introduces issues 
besides plagiarism, as the training data for the models utilizes work 
from photographers and visual artists who did not give consent for 
its use and were not compensated. Furthermore, as with other AI 
models, generative image AI often exhibits harmful biases. There are 
also legal and intellectual property-related issues to contend with. The 
purpose of this paper is to discuss these issues and provide general 
recommendations for educators regarding generative AI in design 
education. The primary domains which are publishing about the 
application of generative AI are medicine and computer vision [10], 
and very little has been written on the application of generative AI 
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in design education. Therefore, this paper addresses the audience of 
design educators, who must determine how best to address generative 
AI in the classroom as they prepare their students for the workforce. 

Because the AI landscape is fast-moving, and because product design 
professionals often do not publish their work in academic journals, this 
paper draws material from multiple areas, including conversations 
with practicing designers and literature from the fields of computer 
science and design education. First, we describe related literature. After 
that, we provide examples of ways that generative AI is currently being 
used by professionals in the product design field. Then, we delve into 
the ethical and legal issues through a discussion of recent academic 
literature and news articles. We conclude with recommendations for 
design educators. While the examples we are focusing on in this paper 
are from the context of industrial or product design, our discussion 
should also be relevant to other areas of art and design education.

II. Literature Review

Many authors have argued that instead of replacing human 
designers, AI will become a powerful partner for human designers 
and enhance their capabilities. For example, Verganti and colleagues 
claimed that artificial intelligence has the capacity to reinforce the 
fundamental principles of design thinking, rather than displacing 
them [11]. Seidel et al. said that the emergence of autonomous design 
tools indicates that the role of human designers is changing [12], and 
Koch advocated the belief that systems leveraging AI can become 
collaborative partners in the design process [13].

Human-AI collaboration has been investigated in various stages of 
the design process, including early ideation and concept evaluation 
[14], later-stage ideation [15], management of the design team [16], 
aiding teams in design problem-solving [17], and aiding teams in 
the design of complex systems [18]. The addition of AI in the design 
process is not always found to be helpful. In one case, AI enabled 
broader and more efficient exploration of potential solutions [18]. In 
another case, however, AI was seen to hinder the performance of high-
performing teams, though it did help low performing teams [17].

While the aforementioned studies all explored the application of 
AI to the design process, AI-human interaction in the engineering 
design process remains an understudied area [17]. This paper focuses 
specifically on image-generative AI applied to the design process. 
Generative AI is defined as the “production of previously unseen 
synthetic content, in any form and to support any task, through 
generative modeling,” where generative modeling means “modeling 
the joint distribution of inputs and outputs” [10]. Image-generative 
AI models are trained on large datasets of images paired with textual 
descriptions and work through a process called diffusion. Diffusion 
models add noise to data (image data, in this case) in a series of steps. 
Then, the process is run in reverse, and each step gradually denoises 
the image, leaving behind what the model predicts will be an image of 
the user’s prompted input [19]. 

While few authors discuss the application of image-generative 
AI to industrial design or product design, image-generative AI has 
been investigated in other related fields such as fashion design [20]. 
Researchers found that the majority of their generated fashion design 
images were thought to be created by human designers rather than 
being computer-generated [20]. Another team investigated image-
generative AI which uses sketch-based input in the context of 
architectural design [21]. They commonly encountered a problem of 
the AI generating images that would be impossible to construct [21].

Rather than generating images, generative AI has been explored 
in the context of mechanical design to generate 3D geometry. A case 
study examined the use of generative design in a computer-aided 
design (CAD) software to perform structural optimization [22]. This 

process involves inputting a set of design requirements in the form 
of numerical constraints relating to materials and manufacturing, as 
well as defining some basic geometric constraints in the CAD software 
[22]. Generative AI is also being applied to larger-scale structural 
design problems, such as building structures [23].

Cai et al. introduced a generative AI tool which creates inspiration 
mood boards of generated images based on a text prompt [24]. They 
had a group of participants with experience in art or design compare 
the outputs to results of an image search on Pinterest. Participants 
found the generative AI tools to be more useful, inspirational, and 
enjoyable than the traditional image search. Having a larger diversity 
of images generated was only slightly favored by the participants, and 
in the search condition, the lower diversity of images was preferred 
[24]. This study did not demonstrate or investigate how effectively 
or ethically participants might then use those inspiration images, but 
these are important aspects to consider. While designers perceived the 
AI-generated images to be more useful, what does this really mean? 
Might AI-generated inspiration images limit someone’s thinking, or 
lead them to unintentionally plagiarize?

While clear-cut rules about plagiarism and citing sources exist 
in nearly every university regarding written work, the concept 
of plagiarism for visual design work is already quite murky. In the 
postmodern design context, there is no consensus of where to 
draw the lines between borrowing, referencing, and plagiarizing 
[25]. Writing in the context of the year 2011, Economou described 
a “remix” realm in which design students are operating [25]. How 
much truer is this today, when the “remix” realm has given rise to 
what is essentially an automated remix machine in image generative 
AI? Writing in 1994, Saffo asked, “will the act of creativity be reduced 
to assembling old ideas like so much digital clip art, as the once-
sustaining web of tradition becomes a suffocating blanket of electronic 
recall?” [26]. These examples from earlier writings demonstrate that 
concerns about lack of originality in design work were around long 
before the introduction of generative AI, and generative AI is just the 
latest iteration of technology which may facilitate design plagiarism. 
Educators and employers alike have concerns about plagiarism, both 
for the integrity of learning and to protect businesses from a legal 
standpoint. 

This review of the literature indicates that many researchers see 
the value in applying generative AI to design. While researchers are 
increasingly investigating applications of AI to the design process, 
there is a need for more work that focuses specifically on design 
education. Other reviews have focused on classifying and categorizing 
generative AI systems and outlining the technical requirements, 
without discussing ethics [27]. Writing on the related topic of text-
generative AI argues that following “responsible practices to uphold 
academic integrity and ensure ethical use” is crucial [28]. Thus, this 
paper discusses the ethics of image-generative AI applied to product 
design, as well as concerns about plagiarism and originality.

III. Using AI to Generate Designs

A. Example 1: Using AI to Generate Inspiration Images
Most of the popular image-generative AI software products allow 

the users to input text or other images to “prompt” the AI and tell 
it what kinds of images to generate. For example, designer Caterina 
Rizzoni of Kaleidoscope input the following text prompt into 
Midjourney V3: “Light fixture lighting a brilliant, elegant light and 
airy crystalline patterns of light dancing photorealistic detailed plants 
greenery daytime bright modern beautiful balcony patio trees natural 
colors outdoors.” From this prompt, Midjourney generated multiple 
images, some of which are shown in Fig. 1. 
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Fig. 1. Design inspiration images generated by Midjourney V3.

In many cases, users may simply use these AI output images as 
they are, if their goal was to generate an image. However, in the case 
of product design, the end goal is to come up with a product idea. In 
many cases, the images generated by AI are not a perfect match with 
the design requirements and are instead used as inspiration material. 
Taking the generated images in Fig. 1 as inspiration material, designer 
Tom Gernetzke sketched various lamp concepts. These sketches 
are shown in Fig. 2. (The Kaleidoscope innovation team’s process is 
described in further detail in [29]). The inspiration from the generated 
images is clear, but the human designer added other details such as 
structurally supportive bases and electrical cords which are critical to 
the feasibility of the final lighting design.

Fig. 2. Design concepts drawn by the design team, taking inspiration from the 
Midjourney images.

B. Example 2: Using AI to Generate 2D Images of 3D Topology
As Example 1 illustrates, using an output image generated by 

AI to get a production-ready design is currently a highly manual 
process, and most often the images are used as a jumping-off point for 
inspiration but differ largely from the final design. However, designers 
are increasingly pushing the use of AI to complete more steps in the 
design process. In Example 2, the designer moves directly from an AI-
generated image to a 3D model. Designer Kedar Benjamin used the AI 
image generation software Dall-E to create an image of a shoe, shown 
in Fig. 3.

Fig. 3. Shoe image generated with Dall-E software by designer Kedar Benjamin.

A 3D model of the shoe was then built collaboratively by two 
designers, Benjamin and Svet Abjo, using the software packages 
Blender and Maya. The designers drew topology over the original 
image in the 3D modeling software to create the overall shape of the 
shoe (Fig. 4).

Fig. 4. Topology drawn over the original image to create 3D model of the shoe.

Fig. 5. Final 3D-printed shoes produced by Zellerfeld. The shoe is printed in 
fused 3D lattice.

The designers interpreted the shoe’s topology from the AI-
generated image but also made changes based on what they thought 
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would be most appropriate for the final product, as well as adding 
their own designs for the parts of the shoe that are not visible in the 
generated 2D image. The final shoe, based on their manually built 3D 
model, is now in production from a made-to-order 3D printed shoe 
company, Zellerfeld (Fig. 5). While the shape of the final shoe is similar 
to the original image generated by AI, the creation of the final product 
required significant manual input from the designers in the creation 
of the detailed 3D model and the selection of a manufacturing method 
and material.

C. Example 3: Using AI to Generate 3D Topology
In Example 3, designers added even more automation into the 

process of going from a generated image to a final product. Designer 
Marina Aperribay used Dalle-2 to create inspiration images for a shoe. 
Once she found the best prompt to create the desired outcome, she 
used this same prompt in Stable Diffusion 2.0, which has the capability 
to create a displacement map, or a texture, based on the image using 
the tool “depth2img.” The final shoe image used to generate the texture 
is shown in Fig. 6.

Fig. 6. Shoe image generated in Stable Diffusion 2.0 used to create displacement 
map [30].

Designer Kedar Benjamin created an automated workflow using the 
software Houdini that allowed the displacement map to be wrapped 
around a basic shoe model. This final model was then 3D printed. The 
3D model and 3D printed shoe are shown in Fig. 7. 

Fig. 7. (L) 3D model created by wrapping displacement map around a basic 
shoe model. (R) 3D print of final shoe [30].

Unlike the previous example which required manual 3D modeling, 
this workflow was both fast and suitable for people with limited 3D 
modeling skills. However, the designers anticipated this workflow 
would soon be obsolete with the arrival of “text-to-3d mesh” AI 
applications [30]. At the present time, software that uses AI to generate 
3D models does not appear to be available to product designers, yet 
many designers hope that such programs will soon be developed. The 
recent breakthroughs in text-to-image AI are dependent on datasets 
which include billions of image-text pairs. The same approach cannot 
be taken for generating 3D models because large scale datasets of 
labeled 3D data do not exist, and neither do efficient architectures for 

denoising 3D data [31]. However, researchers are working on other 
approaches that can generate 3D models from various combinations 
of 2D images, text prompts, and 3D priors [31], [32], [33], [34], [35], 
[36], [37].

IV. Ethical and Legal Concerns

While generative AI is a powerful tool that can create impressive 
images, the new field is fraught with ethical and legal concerns that 
designers cannot ignore. These issues are discussed in this section.

A. Biased Outputs
One problem with image-generative AI is that the images it creates 

often reproduce biases, particularly when depicting humans. For 
example, a research group studying DALL-E and Stable Diffusion 
found that the models “learn specific gender/skin tone biases from 
web image-text pairs” [38]. The creators of DALL-E 2 were aware of 
the biases in their output images, stating that the images produced 
overrepresent people who are “White-passing.” Their model also 
overrepresents people who appear female for female-stereotyped 
jobs, such as a flight attendant, and overrepresents people who appear 
male for male-stereotyped jobs, such as a builder [39]. The DALL-E 2 
team also found that their initial approach to filtering sexual content 
reduced the overall quantity of generated images of women, including 
images that did not contain sexual content [39]. Ultimately, these 
biases probably are not the largest concern for design students, since 
they are designing objects rather than people. Regardless, students 
should be careful to avoid representing people in biased ways in their 
imagery, and students need to be aware that AI tools often reproduce 
harmful societal biases. 

Beyond images of people, the DALL-E 2 model also overrepresented 
“Western concepts” [39]. This certainly has implications for product 
design, as styles of design differ by culture and region. If AI models 
overrepresent Western styles of buildings, products, fashion, etc., then 
uncritical use of these AI tools could further perpetuate a Eurocentric 
bias in design. Students should be informed about cultural variations 
in design styles and be trained to recognize how AI may not present a 
very well-rounded sampling of styles from around the world. Design 
students are being trained to create the most appropriate design for 
the brief, and if AI generates a very narrow set of inspiration material, 
then the students need to recognize this fact and take their own steps 
to broaden their inspiration sources. (We note that although DALL-E 
was the primary example used in this section, the issue of bias is not 
limited to any single AI application.) 

B. No Guarantee of Originality
Another serious issue with image-generative AI is the possibility 

that the output is not unique. The output that one user gets from 
a generative AI software may be the same as what other users get, 
or it may be very similar to the images used in the training data. 
Researchers ran an experiment on Stable Diffusion and found while 
most generated images did not contain copied content, “a non-
trivial amount of copying does occur” [40]. They focused on object-
level similarity because it could potentially be the subject of future 
intellectual property disputes. An example from their research is 
shown in Fig. 6. The left image was generated by Stable Diffusion, the 
right image is a nearly equivalent shoe image found in the LAION-
Aesthetics v2 6+ dataset.

The DALL-E team also stated that lack of unique outputs is a 
concern for their software, though they focused on the possibility of 
the software generating the same output for multiple users, rather 
than generating something that is very similar to the training data. 
They said, “due to the nature of machine learning, output may not be 
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unique across users and the Services may generate the same or similar 
output for OpenAI or a third party” [41]. Both the issues of copying 
the original input images or giving the same output to multiple users 
raise the concern that anyone using image-generating AI cannot be 
sure that they have generated something unique. The lack of assurance 
that a generated design is unique poses a problem for designers whose 
primary goal is to create a novel design.  

Designer Benjamin from Example 2 shared that his team took 
special care when creating the 3D model to avoid a “swoosh” shape 
that would be reminiscent of the brand Nike. Through his experiments 
with text-to-image AI, Benjamin observed that, “text to image tends to 
generate swooshes [reminiscent of Nike] or three stripes [reminiscent 
of Adidas] on a lot of shoes, and even when it doesn’t generate 
swooshes it sometimes makes design elements which resemble them. 
We have to be very careful about this.” 

Most of the terms of service for image generative software 
applications that we reviewed for this paper put the responsibility of 
ensuring that there are no intellectual property violations onto the 
users (for example, [41], [42]). This means that even though the AI 
companies trained their models on images containing other companies’ 
intellectual property (IP), it would be the user’s responsibility if 
the software generated an output that was too similar to the IP of 
those companies and the user decided to use this output as their own 
“original” design. Thus, designers who are using generative AI have 
to be knowledgeable about the brand language and IP of other brands 
and take care that they are not generating designs that infringe on that 
intellectual property.

C. Theft From Artists
Data is a fundamental building block of AI and machine learning 

models [43]. Many argue that the image generation programs like 
Midjourney are damaging to artists and photographers in that the 
training data contains millions of artworks and images without 
the creators’ consent [44]. Stability AI, the company behind Stable 
Diffusion, is being sued by Getty Images, who argues than more than 
12 million of Getty Images’ stock photos were used to train Stable 
Diffusion’s algorithm without permission or compensation [45].

Midjourney admittedly did not seek consent from living artists or 
work still under copyright because, according to their CEO, “there isn’t 
really a way to get a hundred million images and know where they’re 
coming from.” [46] Midjourney’s training dataset was built from “a big 
scrape of the internet” and they train across multiple published open 
data sets [46]. Artists cannot opt out of being named in prompts and 
none have had their work taken out of the training dataset [46]. This 
problem is not isolated to Midjourney, as the CEO further stated, “our 
training data is pretty much from the same place as everybody else’s 
— which is pretty much the internet. Pretty much every big AI model 
just pulls off all the data it can, all the text it can, all the images it 
can. Scientifically speaking, we’re at an early point in the space, where 
everyone grabs everything they can, they dump it in a huge file, and 

they kind of set it on fire to train some huge thing, and no one really 
knows yet what data in the pile actually matters” [47]. Stable Diffusion 
was trained on the 2b English language label subset of LAION 5b, “a 
general crawl of the internet created by the German charity LAION” 
[48]. There was also no opportunity for artists to opt-out of having 
their work included in the LAION 5b model data [48].

One example of a different approach by an AI company is that of 
Adobe, who has trained their initial Firefly model on “Adobe Stock 
images, openly licensed content, and public domain content where 
copyright has expired” [49]. Many designers we have spoken with 
expressed excitement about using Adobe’s Firefly software (currently 
in Beta), or other future software that takes a similar approach to not 
training on artists’ work without permission, because many in the 
creative community have ethical concerns about creative work being 
used to train AI without permission. Adobe is also exploring ways 
for future creators to be able to train the model with their own assets 
so that they can generate content in their own unique design style 
or brand language without using other creators’ content as source 
material [49]. This and other similar future solutions would also open 
future possibilities for AI as a design tool that could remediate some of 
the ethical concerns discussed in this section.

D. Other Hidden Labor: Annotators
While the artists and photographers whose work is fed into AI 

models represent one invisible labor group in the AI ecosystem, they 
are not the only such group. In discussions of AI taking away human 
jobs, we often overlook the fact that AI creates jobs as well, although 
as the case of the annotators illustrates, many of the jobs created are 
not high-paying, not highly skilled, and not necessarily desirable. 
Annotators, or people who label, caption, and characterize text, images, 
or other data to create training data for AI models, are another group 
whose human labor is often unacknowledged in discussions of AI. 

Many AI companies outsource the job of annotation to overseas 
companies. One author interviewed Kenyan annotators who were 
making somewhere between $1 and $3 per hour. The work was not 
consistent and came in waves, and they could not always count on 
having tasks [50]. A study of annotators working in India found that 
the work practices served the interests of the companies and requesters 
rather than the workers. Many of the annotators had entered the 
workforce under the guise that this was an entry point to a career as 
an AI/ML engineer when this was not the reality for most workers. 
The work was tedious and repetitive, the workers sometimes had to 
work overtime hours which were not compensated, and the work was 
project dependent, if a project ended, so did the work [43]. 

In the world of product design, many designers are on the lookout 
for services which will save them time in their workflow, and building 
3D models from images is a time-consuming task for many designers. 
Kaedim is a 2D image to 3D model service which many believe is 
misleading users by selling their technology as AI, but instead using 
human workers behind the scenes build the 3D models in real-time. 
Users thought that the way the 3D models were simplified from 
the images looked like something that would be difficult to train an 
AI model to do. Furthermore, Kaedim had previously posted a job 
advertisement looking for workers who could “produce low quality 
3D assets from 2D images 15 minutes after they are requested” [51]. 
In response to the criticism of falsely advertising their services as AI, 
their CEO said, “We have a product that’s starting to produce some 
exciting results — but it’s far from perfect” [9]. She said that although 
images pass through their AI algorithm for reconstruction as 3D files, 
a quality control engineer takes a look at each output and improves it 
where necessary [9]. 

Humans manually working on processes that are advertised as AI 
brings in a serious concern when it comes to student work. While a 

Fig. 6. (L) Image of athletic shoe generated by Stable Diffusion, (R) image of 
similar athletic shoe found in LAION-Aesthetics v2 6+ dataset.
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professor might be fine with a student using software to automatically 
generate a file output, they would probably not be okay with a student 
paying another person to create the file for them, which is what is 
happening in cases of falsely advertised AI. Students need to be 
informed about the existence of such misleading services and advised 
by their instructors about what kinds of software and services are 
acceptable to use for class assignments. 

E. Ownership of AI Outputs
The U.S. Copyright Office has determined that AI-generated images 

are not protectable under current copyright law because they are “not 
the product of human authorship.” They said that Midjourney users 
have very little control over the final images in comparison to a human 
artist or photographer [52]. They also said, “the fact that Midjourney’s 
specific output cannot be predicted by users makes Midjourney 
different for copyright purposes than other tools used by artists.” [53]. 
At present, Midjourney only allows users to input text or images. It 
is not clear how copyright possibilities will evolve for cases such as 
Vizcom, an AI application which allows manual drawing in the input 
box, or a case where an artist could train a model on their own work. 
But at present, it is safest for design students and designers to assume 
that any images they create using image-generative AI software like 
Midjourney will not be able to receive copyright protection.

Furthermore, using free versions of AI programs often yields images 
that are explicitly open source. This is the case for Stable Diffusion 
Online [48] and for the free version of Midjourney [42]. Midjourney’s 
terms of service state, “Midjourney is an open community which 
allows others to use and remix Your images and prompts whenever 
they are posted in a public setting. By default, your images are 
publically [sic] viewable and remixable. As described above, You grant 
Midjourney a license to allow this” [42]. Students must understand 
that AI-generated images are often not protectable as their own work, 
and depending on what software they are using, the outputs they 
generate may be considered open-source.

V. Recommendations for Educators

A. Engage Students in Discussions About the Ethical and Legal 
Implications of Using Generative AI

The use of AI is often marketed to design students as a “must-
have skill” for them to stay up to date with the latest and greatest 
technologies. However, as the issues discussed in the previous section 
illustrate, AI is fraught with ethical and legal concerns that are not 
relevant to other design technologies like computer-aided design or 
rendering software. Design students must be aware of the ethical 
and legal issues. In-class discussions are one way that students could 
be engaged with these issues. Discussions could focus on the five 
issues we introduced in the previous section: bias, lack of originality/
copying, theft from artists, hidden labor, and ownership of outputs. 
Portions of this paper could also be used as jumping off points for the 
class discussion.

Our recommendation would be to encourage students to choose AI 
applications that train on images that they own, rather than on scraps 
of the internet, and that allow artists to opt-out of having their work 
included in training data. We would also recommend that students not 
be permitted to use an AI-generated output as a final deliverable for 
an assignment, since what is generated may not be unique and may 
infringe on the IP of others. We recommend putting a clear policy in 
place that does not discourage the use of AI as a part of the design 
process. Our examples in section III illustrate that designers are using 
AI in creative ways to come up with unique design solutions. However, 
the final outputs of generative AI are not copyright protectable for the 

reason that the user does not have enough control over the output. For 
this same reason, an AI-generated output is likely not going to be a 
perfect design solution anyway, as human input is most likely needed 
to make sure that the output best meets the requirements of the design 
brief. Thus, students should be encouraged to keep going and keep 
refining their design solutions as much as possible, and not rely solely 
on what they can produce using AI tools. While these policies are our 
recommendation, students should be engaged in a discussion to help 
create a class policy regarding the use of AI, and that the policy can 
adapt and change as the AI landscape changes.

B. Concerns About Plagiarism

1. Should It Be Considered Plagiarism for a Student to Turn 
in an AI-Generated Design as Their Final Deliverable for an 
Assignment?

The general definition of plagiarism is presenting the work of 
someone else as if it were your own [54]. What constitutes plagiarism 
in creative design disciplines is far less clear-cut than in disciplines 
that ask for written solutions, where there are clear guidelines that 
can be taught to students for quoting, attributing, paraphrasing, and 
citing. In design, there are no such guidelines [25].

In courses where craft is the focus, for example, a sketching course 
or a CAD course, the students need to create their own sketches or 
CAD for the deliverables. Thus, using AI to create these deliverables 
and being dishonest about the origins of the work would certainly 
constitute plagiarism. However, in studio courses where the design 
outcome, rather than a specific design skill, is the main focus, the use 
of AI as part of the process should be acceptable, as in the examples 
shared in section III. Using AI to directly create final deliverables could 
still be problematic.

Based on the fact that generated designs are not necessarily original, 
as in they might have copied heavily from the training data and might 
be extremely similar to an output given to someone else, we do not 
think it is wise for students or designers to claim a generated design 
as their own original design at the present time. That being said, 
presenting an AI-generated solution alongside substantial background 
research that provides a robust justification for the novelty and 
suitability of the solution could be valuable. Perhaps future iterations 
of generative design software will offer features that can make a 
stronger guarantee of originality of the outputs. 

The fact that the original outputs of image generative AI are 
not protectable by copyright is another argument against allowing 
students to turn in AI outputs as part of their final design deliverables. 
AI outputs may be presented in process books and certainly should be 
documented if they played a part in the student’s design process, but 
the final product should be crafted by the student. Take, for example, 
the sketches in Fig. 2 or the 3D prints in Fig. 5 and Fig. 7. These would 
be acceptable outputs of projects which used generative AI in the early 
stages of ideation, as the designers added their own creative hand in 
creating models and sketches of the final product. 

2. How Would an Instructor Know if a student Was Trying to 
Pass Off an AI-generated Design as Their Own Original Work?

This question is not inherently different than asking how an 
instructor would know if the student was using a file they found 
on the internet and trying to pass it off as their own unique work. 
Thus, we will review the recommendations that are already in place 
for combatting plagiarism in classrooms of creative disciplines like 
industrial design.

Prior to the introduction of generative AI, it was already common 
practice for designers to reference inspiration images they find on 
the internet [25]. Eighty-five percent of design students reported that 
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their first step in beginning an assignment is to conduct a Google 
image search or create an inspiration board using Pinterest, and they 
continue to reference these things throughout the design process [55]. 
In fact, many design instructors even encourage their students to 
collect a broad range of visual samples to draw inspiration from in their 
design process [56]. The problem comes when the inspiration sources 
are too similar to the final design submission, and design students 
face growing difficulty in navigating the lines between plagiarism, 
appropriation, homage, inspiration, and referencing others’ work [25]. 

Educators have proposed various solutions to combat plagiarism in 
design education. Pedagogical approaches that discourage plagiarism 
are preferred over detection approaches [57]. For example, project-
based learning has a lower risk of plagiarism because the instructors 
closely supervise students’ work and students keep a logbook of their 
individual contributions to team projects [58]. Coorey argues that 
training students to engage in their own design process is the most 
important method of discouraging plagiarism [55]. Studio projects 
naturally lend themselves to this as there are many milestones along 
the way where students perform the different steps to develop their 
projects [59]. Process work should be emphasized in the assessment 
practice in order to place focus on the designer’s role in developing 
the final solutions [25]. A process book , in which students show their 
process of ideation and revisions which led them to the final design 
outcome, can serve as an assessment tool for the instructors [55].

Design programs should provide lectures on visual plagiarism and 
appropriation theory, studio practice should include visual referencing 
systems to provide students a method to indicate their source material 
which they referenced to build to their final design [25]. One approach 
called “Beyond Style” guided students through a process of how to be 
inspired by creative precedents without plagiarizing, with the idea that 
this would also help students to respect the creative works of others 
[57]. An alternative option is to train students to write a statement of 
novelty, which may serve as a useful exercise in the context of design 
education where students may want to protect their IP in the future 
with patents [60]. Ultimately, art and design programs need plagiarism 
policy documents relevant to their disciplines [25]. Design instructors 
today need to ensure that their plagiarism policies address the use of 
AI and what is and is not acceptable in their classroom.

C. Ensuring That Students Build the Skills Needed to Be 
Successful in Industry

Can students expect to be allowed to use AI in their jobs upon 
graduation? We spoke with multiple design professionals about this 
question. Many designers who work in US-based consumer products 
companies were given restrictions by their legal departments about 
how they could use AI software at work. One company’s training 
on AI said that using AI to make images can generate content that 
infringes on others’ intellectual property rights, which could open the 
company up to lawsuits. They forbid inputting company data into AI 
software as prompts, as this could expose the company’s own IP. Thus, 
they placed heavy restrictions on their design teams using AI. 

A designer at another company was provided with a Pro license for 
the software Midjourney, however, the designers were only allowed 
to use Midjourney to generate images for storytelling or background 
material to explain the context or intentions behind a design and could 
not use Midjourney to generate actual design concepts. They were 
also forbidden to use any brand names in the text prompts. Another 
designer said that her team did not feel comfortable using generative 
AI for ethical reasons. They were specifically concerned about the 
ethical issue of AI using the work of artists without the artists’ consent. 

In contrast to the previous examples, a designer who works at 
a large tech company said that her company encourages the use of 
AI in their work since the company is in the business of creating AI 

applications themselves. Another designer pointed out that larger 
companies like hers were working with tech companies to develop 
proprietary AI applications that would not expose them to legal and 
IP concerns.

From these examples, it is clear that design students today cannot 
count on entering the workforce and being encouraged or allowed to 
freely use AI as part of their design process, especially if they enter in an 
industrial design role in a large consumer goods company (individuals 
who end up working for tech or small design consultancies without 
legal teams will likely face different policies regarding AI). While 
students should know the capabilities of generative AI, they should 
also be well-versed in the legal and ethical issues surrounding AI so 
that they will be able to make informed decisions that do not violate 
the guidance from their employers. They should also be fully capable 
of creating excellent designs without the aid of generative AI in the 
event that they work for an employer who does not permit its use. 
Students could end up in a situation where they use AI freely during 
their education, become reliant on it during their design process, and 
then graduate and are not allowed to use it in the workplace, which 
would not be ideal.

D. Design Competitions
While some companies are hesitant about adopting AI, design 

competitions appear to be taking a different stance. The iF Design 
Award considers that many winners already involve “AI” as they are 
smart products such as fridges or smart phones. So, they did not plan 
to differentiate entries that involved AI. The Red Dot Award focuses 
on the end results, and if AI plays a part in leading to an award-
worthy physical product, then that product would still be eligible to 
win the award [61]. Thus, students who want to enter their work into 
competitions probably do not need to be concerned that using AI in 
their design process would disqualify them. That said, the students 
should still be transparent in their process books and portfolios about 
how and where AI was leveraged. Of course, students and educators 
should also check the policies of any design competition that they plan 
to enter to see if the policies place any restrictions on the use of AI.

E. Summary of Recommendations for Educators
Section V has consisted of an in-depth discussion of our 

recommendations for educators who are faced with the choice of 
introducing generative-AI in design classrooms. Table I provides a 
summary of these recommendations and the reasoning behind them.

VI. Conclusion

Image-generative AI is a promising new tool for product designers to 
use in their design process. In this paper, we presented three examples 
of projects which used AI-generated images as an inspiration source 
for design sketches, as an underlay for a 3D modeled design, and to 
automatically generate a texture. Image generative AI is still a new 
technology, and future iterations will be even more advanced. Product 
designers are increasingly looking for tools to help them generate 3D 
designs more quickly and efficiently and with increased control over 
the final outcome.

To help ensure that students are graduating with the most up-to-
date software skills, educators would do well to introduce generative 
AI as one tool among the many tools in which they train their students. 
However, AI differs in many ways from traditional technologies, and 
should not be introduced without a clear discussion of the ethical and 
legal implications, and clear guidelines about the instructor’s policies 
for how AI can be used in projects and final deliverables. Even if an 
instructor does not plan to introduce AI, these guidelines should be 
provided as part of the plagiarism policy given in a syllabus.
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We do not recommend students be allowed to turn in fully AI-
generated files as their final project artifacts. It is unlikely that this 
will be permitted in their future jobs due to copyright and IP concerns. 
Furthermore, allowing students to use AI for final artifacts could 
hinder their skills development, as generative-AI does not currently 
allow for the same level of control over the final design outcome that 
other tools do. However, using AI alongside the traditional design 
tools could be an asset to helping students work more efficiently and 
could lead to new creative insights. 

Educators should not naively cling to traditional techniques and 
methods but must remain open to the possibility that certain hand 
skills in design may decrease in importance in the future. No doubt 
educators in the past were afraid to introduce CAD, 3D rendering, 
and digital sketching for fear that students would lose hand sculpting 
and hand rendering skills. Both industry and education evolve as new 
technologies change designers’ workflow and clients’ expectations.

Saffo (1994) argued that originality was increasingly rare, and 
originality would eventually cease to be the true litmus test of 
creativity. Instead, value would be placed on passion, surprise, and 
insight [26]. As illustrated by the examples in section III, the designer’s 
creativity is still critical to transforming the outputs of generative AI 
into a viable final design solution. At present, generative AI is not 
going to output a manufacturable final product. The designer must 
be the one to curate the best solution, taking into consideration 
the user needs, market appropriateness, and IP space. The designer 
can certainly leverage generative AI to help get to the final viable 
outcome, but designer’s human skills are still of critical importance. 
Trend research, user research, understanding of branding and brand 
identity, and manufacturability knowledge may become increasingly 
valuable skills in the age of generative AI.

Although this paper focuses on product design education, and the 
examples that we presented are all from the product design field, we 
believe that our recommendations for educators apply to other design 
disciplines which have a visual emphasis, such as graphic design, 
architecture, engineering design, fashion design, interior design, 
and fine art. The fact that we only spoke with individuals from the 
discipline of product design is a limitation of this paper. However, our 
review of ethical and legal concerns was not discipline-specific, and 
we drew from a range of sources to write this section.

In conclusion, educators must take notice of image-generative 
AI, because their students are certainly aware of it and will be 
experimenting with the technology regardless of whether the 
educators address it or not. At present, the raw outputs of AI are likely 

not suitable for use as final deliverables in design education due to 
their lack of copyright protection and the possibility of copying and IP 
infringement. However, future AI tools are likely to offer more control 
over the final solution, and a stronger guarantee of originality. Future 
tools should also address the ethical issues surrounding bias and theft 
from artists. Generative AI offers exciting possibilities when used as 
part of a comprehensive design process, and engaging students in 
discussions about AI in design can help them think critically about 
their role as designers in the face of technological change.
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Abstract

Generative Artificial Intelligence (AI) has emerged as a disruptive technology that is challenging traditional 
teaching and learning practices. Question-answering in natural language fosters the use of chatbots, such 
as ChatGPT, Bard and others, that generate text based on pre-trained Large Language Models (LLMs). The 
performance of these models in certain areas, like Math problem solving is receiving a crescent attention as it 
directly impacts on its potential use in educational settings. Most of these evaluations, however, concentrate on 
the construction and use of benchmarks comprising diverse Math problems in English. In this work, we discuss 
the capabilities of most used LLMs within the subfield of Geometry, in view of the relevance of this subject 
in high-school curricula and the difficulties exhibited by even most advanced multimodal LLMs to deal with 
geometric notions. This work focuses on Spanish, which is additionally a less resourced language. The answers 
of three major chatbots, based on different LLMs, were analyzed not only to determine their capacity to provide 
correct solutions, but also to categorize the errors found in the reasoning processes described. Understanding 
LLMs strengths and weaknesses in a field like Geometry can be a first step towards the design of more informed 
methodological proposals to include these technologies in classrooms as well as the development of more 
powerful automatic assistance tools based on generative AI.
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I. Introduction

The emergence and fast adoption of natural-language chatbots, 
such as OpenAI ChatGPT1, or Google Bard2, leveraging Large 

Language Models (LLMs) to question-answering, is a phenomenon 
having a growing impact in several daily activities. Education is among 
the most heavily impacted areas by the irruption of these tools as the 
interaction between generative AI with both students and teachers 
allows to envision promising applications in pedagogical scenarios, 
but also unveils potential risks.

1  https://chat.openai.com/
2  https://bard.google.com/

Mathematics is a valuable testbed for evaluating problem-solving 
capabilities of LLMs as it involves the ability to analyze and comprehend 
the problem stated, select viable heuristics from a potentially large set 
of strategies, and combine them into a chain-of-thought leading to a 
solution. Each of these high-level abilities poses complex challenges for 
AI-based technologies, in general, and generative AI models, in particular.

The incorporation of generative AI in educational settings requires 
a deep understanding of both the capabilities and limitations of 
LLMs to provide solutions to Math problems as well as step-by-step 
explanations at different levels. Novel AI-based techniques can be built 
upon this knowledge and exploit LLMs potential for the development 
of more powerful tools, including Math teaching assistants interacting 
with students during their learning process and potentially offering 
individualized instruction.

Studies oriented to evaluate the performance of LLMs on mathematical 
reasoning have been mostly concerned with the construction of 
appropriate benchmarks and the quantitative analysis of a given model 
results with respect to them [1]–[5]. Although their findings can provide 
an overall view of LLMs performance in the Math domain, there is still 
a lack of understanding of their strengths and weaknesses in general 
terms and in specific Math areas, such as Geometry.
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Finding solutions for Geometry problems might result in a specially 
challenging task for generative AI based on multimodal LLMs as it not 
only involves the knowledge of fundamental concepts (theorems) and 
its correct application, but specially the use of spatial reasoning skills. 
At the same time, Geometry has a preeminent place in high-school 
curricula in many countries. Because of this, it becomes essential to 
better understand the potential and pitfalls of chatbots in solving 
Geometry problems as an essential step towards the construction 
of more powerful teaching assistance tools as well as pedagogical 
strategies integrating available general-purpose chatbots.

In addition, current studies are concentrated on English texts, 
while the performance of LLMs in less represented languages, such as 
Spanish, remains to be investigated. The quality of answers of models 
for different languages is directly related to the amount of training 
data available for each language, performing better for languages 
with larger representation like English and exhibiting an inferior 
performance for languages like Spanish.

This work presents an study tending to shed some light on the 
abilities of chatbots to provide accurate solutions to Geometry 
problems in Spanish. We carried out an analysis of the answers 
provided by three available chatbots, namely OpenAI ChatGPT, 
Microsoft Bing Chat (BingChat)3, and Google Bard, using a case study 
of Geometry high-school problem. The three major chatbots covered, 
leveraging versions of GPT-3.5 [6], GPT-4 [7] and PalM-2 [4] models, 
were chosen because they are accessible and currently being used by 
students in everyday activities and schools. The problem analyzed 
corresponds to an Iberoamerican Math competition4 oriented to high 
school students, and it is targeted to students under 13 years old. As 
a result of this study, we propose a categorization of errors made by 
chatbots in Geometry reasoning that can be used as input towards 
the construction of methodological proposals fostering the use of 
generative AI for learning and skill acquisition.

The structure of this document is as follows: section II discusses 
related works in the area, section III introduces the material and 
methods used in this study, section IV discusses the the results 
obtained and, finally, section V presents the conclusions and devises 
promising avenues for further research.

II. Background & Related Works

In this section we first summarize some aspects regarding the use 
of LLMs in education (subsection A), then we discuss research on the 
performance of these models in Math problem-solving (subsection 
B) and finally we introduce some context and background concepts 
related to Geometry teaching (subsection C).

A. LLMs in Education
Since the launching of ChatGPT by OpenAI in 2022, there has 

been an intensive discussion about the integration of generative AI 
in several fields, particularly in education [8],[9], as well as about 
the ethical aspects of using artificial intelligence (AI) systems in 
educational contexts [10], [11]. ChatGPT was trained on a large 
volume of text data, using the Generative Pre-trained Transformer 
(GPT) deep learning architecture. Immediately, the friendly, human-
like responses in natural language conversations lead ChatGPT to be 
one of the technologies of fastest adoption.

The irruption of generative AI and the widespread adoption of 
ChatGPT opened the discussion on both challenges and concerns 
regarding its use in educational settings. On one side, there is a pressing 
need of harnessing the power of these tools for enhancing teaching 

3  https://www.bing.com/chat
4  https://www.oma.org.ar/internacional/may.htm

and learning practices. Among other benefits, LLMs can be used in the 
development of personalized learning tutors for students and being 
of assistance to teachers in the creation of educational resources (e.g. 
syllabus and class planning, course material and exercises) as well 
as the assessment of students capabilities (e.g. generating tests and 
evaluation scenarios), among many other applications. On the other 
side, LLMs potential uses rise concerns in relation to their accuracy 
and reliability as well as other threats such as misuses, plagiarism, the 
presence of biases and hallucinations and other ethical considerations. 
In [12] it had even found that risks also encompass the potential to 
limit critical thinking and creativity and impede a deep understanding 
of subject matter, and foster passivity.

General purpose chatbots, such as ChatGPT or Bard, are trained for 
dealing with question-answering in diverse domains as they are trained 
with large portions of the Web. However, recent studies have shown 
that chatbots perform differently in different subject areas including 
finance, coding, maths, and general public queries [13]. In [14], for 
example, it was found that ChatGPT performance varied across subject 
domains, ranging from outstanding (e.g., economics) and satisfactory 
(e.g., programming) to unsatisfactory (e.g., mathematics). Fine-tuning 
LLMs in specific domains to build educational applications upon these 
trained models can circumvent this issue, examples include ChemBERTa 
[15] or MathChat [16]. However, training for downstream tasks requires 
specialized data corpora and the final product is tied to the language 
of such data. Understanding the capabilities of most accessed, general-
purpose chatbots is relevant to both introduce them as a pedagogical 
tool in classrooms, but also counteract inaccuracies students and 
teachers are exposed to while interacting with generative AI.

B. LLMs in Math and Geometry Problem-Solving
Although the entire scholar curricula is affected, the presence of 

AI impacts differently according to the competences and skills to be 
acquired by students, depending on whether they involve, for example, 
language abilities, communication, problem-solving capabilities, 
researching factual information or critical thinking.

Given its current level of adoption by students, it becomes 
increasingly important to evaluate LLMs performance on specific 
tasks, such as in this case Geometry problem-solving. It is worth 
noticing that, as pointed out by [17], autoregressive language models 
are trained for predicting the next word given a previous sequence of 
words. The mismatch between the problem the model was developed 
to solve and the task that is being given, can have significant 
consequences. In fact, the authors highlight the importance of viewing 
LLMs not as a “Math problem solver” but rather as a “statistical next-
word prediction system" being used to solve Math problems. Then, 
failures can be understood directly in terms of a conflict between next-
word prediction and the task at hand.

Different LLMs have been tested on multiple mathematical 
reasoning datasets showing how these models struggle to solve 
problems even at the level of a graduate student. In [1] a new natural-
language dataset, named GHOSTS5, was introduced. This dataset that 
covers graduate-level Mathematics and was curated by researchers 
working in Mathematics includes a subset, named Olympiad-
Problem-Solving, consisting of a selection of exercises often used to 
prepare for Mathematics competitions. The study over this dataset 
concluded that ChatGPT cannot get through a university Math 
class, but for undergraduate Mathematics, GPT-4 can offer sufficient 
(but not perfect) performance. In a quantitative comparison of GPT 
versions in different subsets of GHOSTS it was shown that Olympiad 
problem solving was the subset proving to be the more difficult for 
these models, obtaining lower scores in such problems than even for 
symbolic integration.

5  https://github.com/xyfrieder/science-GHOSTS
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GPT-2 and GPT-3 were tested in the Mathematics Aptitude Test of 
Heuristics (MATH) dataset [2] consisting of problems from high school 
Math competitions classified in different subjects and levels. GPT-2 
accuracy reached an average of 6.9%, being better at problems of Pre-
Calculus and Geometry and worse for problems related to Number 
Theory. GPT-3, in turn, reaches an average accuracy of 5.2%, being 
better at pre-Algebra and worse at Geometry. In [3], an study on the 
performance of ChatGPT on Math word problems (MWPs) from the 
dataset DRAW-1K6 found that it changes dramatically if it is asked to 
provide explanations of the answer instead of simply being asked for the 
answer without further text. PaLM [4] version of 540-billion parameters 
reported to solve 58% of the problems in GSM8K7, a benchmark of 
thousands of challenging grade school level Math questions, with 8-shot 
chain-of-thought prompting in combination with an external calculator. 
In turn, this result outperforms the prior top score of 55% achieved by 
fine-tuning the GPT-3 175B model with a training set of 7500 problems 
and combining it with an external calculator and verifier [5].

A few studies can be found comparing multiple available chatbots 
answers for Math problems. In [18] an evaluation of the Mathematics 
performance of Google Bard in solving Mathematics problems commonly 
found in the Vietnamese curricula was presented. The work findings 
indicate that in this regard Google Bard’s performance falls behind 
its counterparts (Bing Chat and ChatGPT). For these experiments, a 
Vietnamese dataset was translated into English since Bard lacks support 
for Vietnamese at the moment the study was carried out. A comparison 
between three chatbots like ChatGPT-3.5, ChatGPT-4 and Google Bard 
was presented in [19], focusing on their ability to give correct answers to 
Mathematics and Logic problems. For a set of 30 questions, it was found 
that for straightforward arithmetic, algebraic expressions, or basic logic 
puzzles, chatbots may provide accurate solutions, although not in every 
attempt. For more complex Mathematics problems or advanced logic 
tasks, their answers were unreliable.

Mechanisms to improve the ability of LLMs to complex reasoning 
are based on generating a chain of thought, i.e. a series of intermediate 
reasoning steps. Chain-of-thought prompting (CoT) [20] leverages 
intermediate natural language rationales as prompts to enable LLMs 
to first generate reasoning chains and then predict an answer for an 
input question. On the GSM8K benchmark of Math word problems, for 
example, chain-of-thought prompting with PaLM 540B outperforms 
standard prompting by a large margin and achieves new state-
of-the-art performance, surpassing even finetuned GPT-3 with a 
verifier. In the same direction, an evaluation on difficult high school 
competition problems from the MATH dataset was presented in [16] 
and MathChat, a conversational problem-solving framework was 
proposed. It simulates a mock conversation between an LLM assistant 
using GPT-4 and a user proxy agent working together to solve the 
Math problem. On the problem with the highest level of difficulty from 
MATH, MathCat improves the accuracy from 28% of GPT-4 to 44% 
and has competitive performance across all the categories of problems.

Multimodal LLMs (MLLMs) seem to be the most appropriate option 
to complement reasoning capabilities with the spatial thinking needed 
to Geometry problem-solving. However, even the most advanced 
MLLMs still exhibit limitations in addressing geometric problems due 
to challenges in accurately comprehending geometric figures [21]. 
Specifically, the model struggles with understanding the relationships 
between fundamental elements like points and lines, and in accurately 
interpreting elements such as the degree of an angle. It has been 
argued [21] that the inaccurate descriptions for geometric shapes 
produced by models such as GPT4-V (GPT4 with vision) reside on the 
fact that the model struggles with understanding the relationships 
between fundamental elements like points and lines, and in accurately 

6  https://paperswithcode.com/dataset/draw-1k
7  https://paperswithcode.com/dataset/gsm8k

interpreting elements such as the degree of an angle. Current 
solutions like G-LLaVA [21], built upon LLaVA (Large Language and 
Vision Assistant) model [22], involve enriching the training data and 
creating augmented datasets (Geo170K) for improving model training. 
As mentioned before, the resulting models are less accessible than 
general-purpose ones and available a mainstream language as English.

With large language models rapidly evolving, there is a pressing 
need to understand their capabilities and limitations in the context 
of mathematical reasoning and, particularly, in specific fields like 
Geometry. Current studies have been centered on measuring the 
performance of LLMs on benchmarks of broad sets of Mathematical 
problems in English. To the best of our knowledge, this is the first 
work focusing on understanding question-answering capabilities of 
the widely available chatbots regarding Geometry in Spanish language.

C. Geometry in the Classroom
Geometry is one of the basic subjects of Mathematics. For analyzing 

Geometry in the context of Argentine educational system, in which 
the present study takes place, three edges need to be considered: 
curricular design, actual work in classrooms and the Argentine 
Mathematics Olympiads (OMA8). In the first case, one of the four 
priority learning blocks proposed by the Argentine Ministry of 
Education is Geometry [23]. Thus, the vast majority of the curricular 
designs of each jurisdiction prescribe studying Geometry throughout 
the secondary education (both in the basic and higher levels). The 
curricular relevance of Geometry derives from its close relationship 
with various fields, including Natural and Social Sciences, as well as 
everyday life [24]–[26]. However, even though Geometry continues to 
be present in secondary school curricular designs, various researchers 
highlight the absence of Geometry in the classroom [24],[27]. The 
third edge corresponds to a competition that has been taking place 
in Argentina for more than 30 years: the Argentine Mathematics 
Olympiads [28]. The fundamental objective of these Olympiads is to 
stimulate mathematical activity among young people and develop 
the ability to solve problems (OMA, regulations, art 2.). The OMA 
proposes the resolution of problems, which can be grouped into two 
large types: arithmetic-algebraic and geometric.

In summary, the official curricular guidelines propose studying 
Geometry in secondary school, however, this guideline is not 
materialized in the classrooms (or it is, but weakly). Moreover, 
Geometry is one of the two types of problems that are used to assess 
mathematical skills of the students who participate in the OMA. We 
highlight the importance given to OMA because it is not only promoted 
by educational centers, but also by provincial governments (as it can be 
seen in their official site), motivating students to participate actively. 
In this work we explore how various resources from generative AI can 
be used to study geometric problems.

III. Materials and Methods

The goal of the analysis carried out in this work is to explore the 
performance of chatbots when dealing with a problem involving 
Geometry notions at the level of second and third year of high-school 
curricular design. The assessment of chatbots capacity of providing 
accurate answers and, or in the case of failure, the common mistakes 
and deficiencies found in the described solutions, can serve as basis 
for the creation of more efficient teaching methodologies involving 
generative AI.

For the purpose of this study, an Olympiad problem was selected, as 
described in section A, and the answers of three chatbots, enumerated 
in section B, to its formulation were collected. The methodology used 
for analyzing these answers is described in section C.

8  https://www.oma.org.ar/
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A. Geometry Problem
The problem used in this work belongs to the May Olympiads, an 

Iberoamerican Mathematics contest. This competition has 2 levels, 
the first level is for students who, in the year previous to the contest, 
are under 13 years old at December 31st, and the second level is for 
students under 15 years old at December 31st. In each level the test is 
unique, and it consists of 5 problems that students must solve within 3 
hours. From these problems, a Geometry problem of level 1 proposed 
at May Olympiads in 20189 [29] was considered.

The problem selected is characterized by not having an immediate 
and unique solution. In fact, reaching a solution requires knowledge 
about regular polygons and their properties, circumference and its 
properties, similarity between polygons, the Pythagorean theorem, 
trigonometric ratios, among other concepts. Therefore, it is necessary 
to know and understand a variety of geometrical notions to decide 
which is the most appropriate to reach a solution.

The geometric problem was selected in such a way that both 
the mathematical concepts involved and the procedures for its 
resolution correspond to what is indicated in the official curricular 
design for Argentine secondary schools [23]. In these designs, the 
Ministry of Education proposes the minimum knowledge that must 
be taught in each discipline for each year of the Argentine secondary 
level. In particular, in Mathematics and in the Geometry area, for 
students aged 12–13 years old, the study of figures is proposed, 
arguing about the analysis of properties. In correspondence with the 
selected problem, students are encouraged to: determine points that 
meet conditions related to distances and construct circumferences, 
circles, bisectors and perpendicular bisectors as geometric spaces; 
explore different constructions of triangles and argue about 
necessary and sufficient conditions for their congruence; construct 
similar figures from different information and identify necessary 
and sufficient conditions of similarity between triangles; analyze 
claims about properties of figures and argue about their validity, 
recognizing the limits of empirical evidence; formulate conjectures 
about properties of figures (in relation to interior angles, bisectors, 
diagonals, among others) and produce arguments that allow them to 
be validated. Therefore, the problem analyzed in this work, although 
it may not be a typical high-school task, involves the concepts that 
should be addressed at school according to what is prescribed by the 
Argentinian curricular design.

The problem statement is as follows:

Problem Statement

Sea ABCDEFGHIJ un polígono regular de 10 lados que tiene todos sus 
vértices en una circunferencia de centro O y radio 5. Las diagonales AD 
y BE se cortan en P y las diagonales AH y BI se cortan en Q. Calcular la 
medida del segmento PQ.

English translation: Let ABCDEFGHIJ be a regular 10-sided polygon 
that has all its vertices in a circumference with center O and radius 5. The 
diagonals AD and BE intersect at P and the diagonals AH and BI intersect 
at Q. Calculate the length of segment PQ.

9  https://www.oma.org.ar/enunciados/enunciados_Mayo2018.pdf

The solution proposed by the OMA [29] is based on the graphic 
representation of the decagon and the identification of the segment 
that needs to be calculated (PQ). The suggested strategy for reaching 
the solution consists in drawing segments that join the vertices of the 
decagon with its center and diagonals. The analysis of the triangles 
and trapezoids that result from the constructions allows to infer that 
the triangles are isosceles. From this analysis it is concluded that the 
requested segment has the same length as the radius of the circumference 
in which the decagon is inscribed. This resolution enables to find the 
exact value of the length of the segment PQ, which is 5 cm.

B. Chatbots and LLMs
The three major, freely accessible chatbots available at the time of 

this article were used for collecting answers for the previous problem. 
Each of these chatbots rely on its own large language model, an AI 
model designed to understand and generate human-like text based 
on deep learning techniques, learned on different corpus using also 
different learning strategies. LLMs have a large number of parameters 
and are trained over a massive amount of text data from different 
sources to capture complex language patterns and relationships. 
Specifically, the chatbots used for this study were:

ChatGPT: ChatGPT (September 25 version) trained over GPT-3.5 
language model is the original chatbot launched by OpenAI 
in November, 2022.

Bing Chat: the chatbot accessible through Microsoft Bing search en-
gine and running on GPT-4. This chat offers answers in three 
modes: (1) More Creative: responses are original and imagi-
native, creating surprise and entertainment; (2) More Precise: 
responses are factual and concise, prioritizing accuracy and 
relevancy; and (3) More Balanced: responses are reasonable 
and coherent, balancing accuracy and creativity in conver-
sation.

Bard: the chatbot developed by Google AI and powered by PaLM-2 
large language model.

For this analysis, zero-shot learning was employed. This is, LLMs 
were asked to answer the question directly, without any prior data or 
example questions. The prompt was the problem statement in Spanish 
exactly as in the original text of the Olympiad competition. For each 
model, 3 answers were obtained by regenerating the responses in 
order to account for the randomness in text generation.

C. Methodology
Beyond the correctness of the solution itself, the answers provided 

by chatbots were scanned for identifying reasoning mistakes and 
inaccuracies in the generated chain-of-thought, individual steps and 
operations. Basically, it was checked if the appropriate notions were 
recalled and correctly applied and if the chatbot was able to generate a 
coherent answer with an accurate solution.

In the process of analyzing the answers of chatbots to the stated 
Geometry problem, several mistakes of different types were identified. 
After grouping these mistakes according to their nature, we propose a 
general categorization of errors. Mistakes made in solving the problem 
were classified into three main types or categories:

TABLE I. Summary of Errors Found in the Answers of Chatbots

Error type
ChatGPT 3.5 Bing Chat Bard

#1 #2 #3 Total Precise Balanced Creative Total #1 #2 #3 Total
Construction 2 0 2 4 - 0 3 3 3 0 1 4
Conceptual 2 3 0 5 - 3 0 3 0 2 0 2

Contradiction 0 0 1 1 - 0 1 1 0 0 0 0
Total 4 3 3 10 -* 3 4 7 3 2 1 6

* This is a case in which the chatbot did not provide a solution to the problem.
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• Construction: in this category we find errors originated on 
the representation made on the plane of the geometric elements 
indicated in the text answer given by a chatbot. In other words, a 
construction error is a mismatch between the textual response and 
the actual geometric figures and their graphical representation. 
For example, the chatbot ensures that a central angle has 72° when 
the actual amplitude according to the description given of the 
figure’s elements is necessarily a different one.

Construction errors denote a lack of comprehension of the LLMs of 
the spatial relationships among elements like points, lines and angles. 
As the description of the geometric problem reasoning advances, 
it starts to lose correlation with the actual graph that materializes 
such description. More likely, there errors stem from the inability of 
generative AI to understand the semantics behind these geometric 
notions at the level required for geometric reasoning.

• Conceptual: errors in this category relate to incorrect definitions, 
the application of properties without guaranteeing the necessary 
conditions or mixing measurement units (e.g. units of length 
with those of amplitude). An example of conceptual error can be 
applying the Pythagorean theorem to a not right-angled triangle. 
The possible causes of these mistakes can be varied. Language 
generation tools based on AI are capable of producing text using 
geometric vocabulary, which allows them, for example, to give a 
reasonable explanation of the Pythagorean theorem. However, as 
a consequence of an inadequate knowledge and representation of 
geometric shapes, they are also likely to offer solutions that apply 
the theorem incorrectly or make inaccurate calculations. LLMs 
can also suffer from a deficient context description, which in a 
next-word mechanism is the previous sequence of words. Then, 
the omission of relevant information reduces the precision in 
text prediction. The deficient description of the context includes 
simply missing some piece of information (e.g. the amplitude of a 
given angle), but also well-known properties (e.g. that the angles 
of a triangle must sum to 180 degrees) and common assumptions. 
Furthermore, LLMs are data-driven models trained on data that 
might include generalized mistakes and misconceptions. Due to 
their probabilistic nature, LLMs are then prone to reproduce them.

• Contradiction: in a number of reasoning steps, contradictions 
arise as an inconsistency between a deduction and either 
information involved in the following reasoning steps or the 
representation on the plane. In other words, the chain-of-thought 
contains contradictory knowledge, which invalidates the whole 
reasoning. For example, a contradiction can be inferring that an 
angle is acute while the graphical representation built starting 
from this deduction depicts a straight angle.

The mentioned categories groups a number of mistakes found in 
the solutions provided by chatbots. In a single answer, one or more of 
these mistakes were identified, leading to a conjunction of errors that 
ended up in a wrong answer to the problem. This general classification 
of mistakes found in the collected answers enables to reach a better 
comprehension about the failures on geometric reasoning of LLM 
generated texts.

IV. Results & Discussion

In order to compare the performance of chatbots according to the 
provided responses, which due to space limitations are not detailed 
here, Table 1 summarizes the total number of errors found within each 
category. For ChatGPT 3.5 three responses were generated, Bard also 
offers three versions of the answer through its interface, and Bing 
Chat provides three answers in the form of the more precise, the more 
balanced and the more creative one.

From the 9 answers (3 for each model) extracted from ChatGPT 3.5, 
Bing Chat and Bard, only one of them indicated the correct value of 
the PQ segment length, i.e. only one provided the correct solution to 
the stated problem, this corresponds to the Bard response #2. However, 
the model arrived at the result through a method having conceptual 
errors, thereby it cannot be considered a satisfactory solution either. 
In addition, there was a case in which the chatbot did not provide a 
solution at all, this is the case of Bard when it is asked for the More 
Precise answer to the question. The answer pointed out some decagon 
properties, but ends up saying (translated from Spanish): "However, 
this calculation can be quite complicated and would require in-depth 
knowledge of the Geometry of the decagon. I would recommend that you 
consult a Geometry textbook or online resource for a detailed explanation 
of how to perform these calculations".

Overall, the general performance of LLMs in generating a text 
for answering the Geometry problem stated was disappointing, 
completely failing at providing an accurate answer to the problem at 
hand and making a considerable number of mistakes of different types 
along the reasoning process. This is a concerning finding, considering 
that the problem presented is a high-school level one, designed for 
students under 13 years old, which are likely to access chatbots looking 
for help and would receive not only unreliable answers, but possible 
introducing or reaffirming Geometry misconceptions.

Considering the type of errors made by each chatbot, ChatGPT 
3.5 and Bard were the ones exhibiting more errors belonging to 
the Construction type. Additionally, ChatGPT 3.5 contains a greater 
number of errors of the Conceptual category. Less frequent in all 
answers are the errors in the “Contradiction” category, accounting for 
one error of ChatGPT 3.5 and one of Bing Chat, but none in Bard.

For illustrating the different types of errors found in the analyzed 
answers, Tables II, III and IV provide examples of each type of the 
errors existing in the actual answers from the model. The tables 
include a fragment of the response (2nd column) generated by a 
chatbot (indicated in the 1st column) based on the corresponding 
LLM when queried using the problem statement and a description 
of the mistake made (3rd column). In the last column, observations 
related to the error detected are commented accompanied by a graph, 
made by the authors of this paper, based on the indications provided 
in the response.

In the first of them, Table II, the errors refer to the construction of 
angles (ChatGPT3.5), the construction of right triangles (Bing Chat) 
and supplementary angles (Bard). Then, in Table III, the errors that 
are exemplified refer to units of length and amplitude (ChatGPT3.5), 
to lengths of diagonals of the decagon (Bing Chat) and to heights of 
triangles (Bard). Table IV contains prototypes of statements about the 
equality of segments of different lengths (ChatGPT3.5), and mismatch 
between exterior and interior angles (Bing Chat). In this case, Bard 
does not contain errors of the Contradiction type.

From a qualitative point of view, responses of the different 
chatbots powered by the corresponding LLM, exhibit some distinctive 
characteristics.

In the case of the ChatGPT 3.5, some observations can be made 
about the provided answers. First, the generated text do not justify the 
mathematical procedures. Justification and reasoning about solutions 
are important goals in mathematical work in general, and for students 
who solve math problems in particular. Research shows that this is 
an issue that needs attention as there are important differences in the 
way math problems are approached and how justification supports 
the proposed solutions [30], [31]. Second, the notions used are not 
explicitly identified and mentioned as denoted in the field. Third, the 
response does not offer definitions and/or clarifications that could 
contribute to the resolution.
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TABLE II. Examples of Construction Errors Produced by the Models

Chatbot Fragment of the response Description

ChatGPT 3.5

English translation:

Now, consider the triangle OPQ formed by the diagonals AD and BE that 
intersect at P and the diagonals AH and BI that intersect at Q. This triangle has a 
central angle O that subtends the arc AB (36 degrees), and the other two angles 
at O are equal to α (the angles at vertices A and B).

We will use the property of the sum of the angles of a triangle, which tells us 
that the sum of the angles in a triangle is always equal to 180 degrees. Then:

36°+ α + α = 180° 
2α + 36° = 180° 
2α = 180° - 36°

Fig. 1. Graphical representation in GeoGebra of 
ChatGPT 3.5 response.

Considering the OPQ triangle, the angle with center O is 
108°(3α with α=36°) as can be observed in Fig. 1. The model 
states erroneously that the angle with center O is 72°(2α 
with α=36°)

Bing Chat 
(More 
creative)

English translation:

3. Applying the exterior angle theorem, I found that angle BPD measures 72°+ 
36° = 108°and angle AQH measures 72°+ 72°= 144°.

4. Using the vertex opposite angles theorem, I deduced that angle APD also 
measures 108°and angle BQH also measures 144°.

5. Finally, applying the Pythagorean theorem to the right triangle OPQ, I found 
that the measure of the segment PQ is:

PQ2 = OP 2 + OQ 2 − 2 ∗ OP ∗ OQ ∗ cos(PÔQ)
PQ2 = 52 + 52 − 255 ∗ cos(108º + 144º)
PQ2 = 50 − 50 ∗ cos(252º)
PQ2 = 50 + 50 ∗ 0.9511
PQ2 = 97,555
PQ = 

Fig. 2. Graphical representation in GeoGebra of Bing 
Chat response.

The model states that the OPQ triangle is a right one, 
pink triangle in Fig. 2, but it is not. The POQ angle is 
108°because it is the sum of 3 central angles corresponding 
to the 3 sides of the decagon involved and each of them is 
36°. Thus, each of the other 2 angles is (180°-108°)/2= 36°.

Bard

English translation:

Since the polygon is regular, all interior angles are equal. In a 10-sided polygon, 
the sum of the interior angles is (10-2)*180°=1440°. Since each interior angle is 
equal, each one measures 1440°/10=144°.

The angles ∠APD and ∠BQE are supplementary, so ∠APD + ∠BQE = 180º. 
Substituting the values of the angles, we obtain 180º = 144º + ∠BQE. From this 
equation, it follows that ∠BQE = 36º. 
The angles ∠AOB and ∠BOC are equal, since they are opposite by the vertex O.
Therefore, ∠AOB = ∠BOC =  =18º

Fig. 3. Graphical representation in GeoGebra of Bard  
response.

The model considers that the APD angle is supplementary 
to BQE, but APD is already 180°as can be observed in Fig. 3.
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In terms of this general characterization of responses, in the first 
response, Bing Chat explains the characteristics of the decagons, the 
properties of the angles and the sides, but it does not solve the problem 
at all. Instead, the chatbot limits itself to suggest consulting a Geometry 
book or online resources. On the contrary, in the second and third 
answers, it uses an equation editor (instead of equation written in a 
textual manner) and suggests resorting to external websites (which 
are linked) either to reference figures or schemes included in the 
answer (answer #2) or to refer the reader to more examples of solved 
Geometry problems (answer #3). Both characteristics, using proper 
notation to better display equations and linking to external sources, 
are beneficial for students as they can resort to some extra help 

beyond the generated text. Finally, Bard mentions the decagons, the 
properties of angles and sides, and tries to solve the problem, but the 
justification of the procedure is incorrect. For answer #2, a justification 
is developed and, as previously mentioned, the chatbot arrives at the 
correct answer, but through a procedure containing Conceptual errors.

V. Conclusions

In this work, we have presented an analysis and comparison of 
resolutions formulated by three major chatbots such as ChatGPT 3.5, 
Bing Chat and Bard, to a Geometry problem extracted from the first 
level of the May Olympiads competition (for students under 13). The 

TABLE III. Examples of Conceptual Errors Produced by the Models

Chatbot Fragment of the response Description

ChatGPT 3.5

English translation:

The length of the segment PQ is equal to the length of the arc PQ, which is (5/4)
π units.

A radian is a unit of measurement for angles. The model 
gives the length of the segment PQ in radians, therefore, it 
confuses the units of length with those of amplitude.

Bing Chat 
(More 
creative)

English translation:

This problem can be solved using the formula for the length of the diagonal of a 
regular polygon. The length of the diagonal of a regular polygon with n sides is 
equal to:

Fig. 4. Graphical representation in GeoGebra of Bing 
Chat response.

The model proposes a formula to calculate the length of the 
diagonals of the decagon. It assumes that all diagonals that 
can be drawn have the same length, which, as shown in 
Fig. 4, is incorrect.

Bard

English translation:

Therefore, the segment  is the height of the isosceles triangle △POQ.

If x is the measure of the segment  , then QO = 5 − x. By the Pythagorean 
theorem in △POQ, we have that

x2 = (5 − x)2 + 52

x2 = 25 − 10x  + x2 + 25

2x2 − 10x = 0
x (2x − 10) = 0

x = 0 or x =  = 5

Since x is the measure of a segment, x > 0. Therefore, the measure of segment 
 is 5.

The answer considers that the triangle POQ is isosceles. It 
also considers PQ to be the height of the triangle, but this is 
not the case. Based on this, using the Pythagorean theorem, 
it proposes to calculate the segment PQ. It is not noticed 
that the triangle POQ is not a right angle one, because the 
angle POQ measures 108° as explained above. The correct 
value of the segment PQ is found in this response, but the 
procedure is incorrect.
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three chatbots leverage different LLMs, namely GPT-3.5, GPT-4 and 
PaLM-2, to generate textual responses to natural language queries. In 
particular, the problem statement as originally presented to students 
in Spanish was used as a prompt for the chatbots so that three 
answers were collected from each in order to account for the random 
components of content generation.

In terms of correctness of the obtained solutions, chatbots had a 
disappointing performance. Only one answer, provided by Bard, 
reached the number that was expected ( ). However, even 
when it arrives to the right answer, the described reasoning contains 
conceptual errors. On the other side, the first response given by Bing 
Chat does not offer a solution, it only refers the user to consult a 
Geometry book or some online resource.

In a more detailed analysis of the answers, we found that all of 
the responses given by the different chatbots contained several types 
of errors. In a further inspection of these different errors we were 
able to define a classification encompassing three main categories: 
construction, conceptual and contradiction. Construction errors 
correspond to a mismatch between the text description and its 
geometric representation, conceptual errors involve the incorrect use 
of geometric concepts and misconceptions, while the last type of error 
refers to contradictions appearing within the textual description or 
with respect to the graphical representation.

According to the proposed categorization of errors, ChatGPT 3.5 
and Bard made most mistakes within the Construction category. This 
is an issue related specifically to Geometry as it has to do with the 

TABLE IV. Examples of Contradiction Errors Produced by the Models

Chatbot Fragment of the response Description

ChatGPT 3.5

English translation:

Since AP = AQ (since both are radii of the circle of radius 5), we can simplify the 
formula:
PQ2 = 2(AP 2) (1 − cos(∠PQB))
PQ2 = 2(52) (1 − cos(108º))
PQ2 = 2(25) (1 − cos(108º))
PQ2 = 50 (1 − cos(108º))
Now, we can calculate the value of cos(108º), which is approximately equal 
to -0.5 (you can use a calculator to get a more precise value). Then, we can 
substitute this value into the equation:
PQ2 = 50 (1 −(−0.5))
PQ2 = 50 (1 + 0.5)

Fig. 5. Graphical representation in GeoGebra of 
ChatGPT 3.5 response.

It states that AP (5 u) is equal to AQ (3,09 u), both are 
depicted in Fig. 5.

Bing Chat 
(More 
creative)

English translation:

Idem Table II, row 2.

Fig. 6. Graphical representation in GeoGebra of Bing 
Chat response.

It proposes to calculate the angle BPD by identifying an 
exterior angle and proposes that the angle measures 108° 
and AQH=144°, this cannot be right because, as the points 
are aligned, the angle is straight (180°) as can be observed 
in Fig. 6.

Bard No Contradiction errors were identified in this model answers
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translation of a geometric specification given in text to a graphical 
representation. Additionally, ChatGPT 3.5 responses contain a greater 
number of errors in the Conceptual category, this is, in the application 
of geometric notions. The Contradiction category is the less frequent 
one, appearing once in ChatGPT 3.5 answers and once in the ones 
from Bing Chat, but never in Bard answers.

Most failures observed in the answers to the proposed problem are 
related to two common criticisms of LLMs [32], the lack of symbolic 
structure and the lack of grounding. Both questions their capacity to 
provide human language representation and understanding in spite 
of their human-like language abilities. The lack of symbolic structure 
prevents the model to perform formal reasoning and verify reasoning 
steps, whereas the lack of grounding leads to the misinterpretation of 
geometric notions and their visual representations. to In other words, 
the fact of being language models poses some limitations for solving 
more formal problems, such as Geometry ones.

The proposed classification contributes to a better understanding of 
the failures of LLMs in math-problem solving and, more specifically, 
those related to spatial representations involved in Geometry 
problems (e.g. construction errors refers to the relation between the 
text and its graphical interpretation). The knowledge and recognition 
of these issues represent also an opportunity to see errors as a valuable 
educational tool [33]. This categorization can serve as the basis for 
the construction of methodologies that include the interaction 
with chatbots in the classroom leveraging on errors to foster their 
identification, critical thinking of reasoning steps and operations, and 
reflection on alternative problem solutions.

Although the disappointing results provided by chatbots cannot 
be directly attributed to the language used, training data in Spanish 
is known to be smaller than in English. Consequently, next-word 
prediction performed by LLMs can be assumed to be less precise, 
thereby the generated lower-quality content. In fact, the reported 
evaluations of LLMs on different benchmarks including Geometry 
problems in English, as discussed in section II, showed a better 
performance than the one achieved with this particular problem. Even 
tough an example is clearly not sufficient to draw conclusions, the 
language can be considered a source of additional difficulties for LLMs.

Findings of the analysis carried out in this work are specially 
concerning, considering that the problem presented is a high-school 
level one, designed for students under 13 years old (although being 
an Olympiad problem may be beyond the capabilities of a typical 
of student of that age), which have easy access and are likely to 
resort to chatbots looking for help to solve similar problems. In this 
context, they not only will receive unreliable answers in terms of 
the correctness of the solution to a stated problem, but what is even 
more serious, they will be also exposed to inaccurate applications of 
mathematical notions, possibly introducing new misconceptions or 
reaffirming existing ones. This is also a warning sign for teachers 
using chatbots to generate course material or exam questions, as they 
can inadvertently introduce some mistakes.

According to the results obtained in solving the problem stated 
and taking into account the general characterization of the interface 
of these tools, it can be concluded that the use of chatbots (and the 
models behind them) for solving Geometry problems is not appropriate 
without a critical analysis from teachers as well as the students. The 
inclusion of these technologies in the classroom must follow a careful 
methodological approach. Potentially valuable applications of these 
models in the classroom could be the critically enhanced analysis, 
supported by teachers, of the responses obtained by chatbots, such 
as the one presented in this work. This would allow students to 
discuss and learn Geometry concepts (properties, characteristics, 
constructions in the plane, etc.) in a practical way. For example, it 

would be useful to distinguish when it is possible (or not) to apply a 
theorem (lemma, corollary, etc.).

In view of the current wide adoption of chatbot technologies in the 
classroom and by students of different ages, future work is envisioned 
to expand the categorization of errors in Geometry problems through 
the analysis of more problems in different levels. The analysis of a wider 
variety of problems would likely allow a finer-grained categorization of 
errors and the emergence of more types, less frequent types of mistakes. 
Ultimately, systematic evaluations of LLMs performance as the one 
carried out in this work contributes to the ongoing development of 
more advanced, capable AI chatbot systems that can be fully integrated 
in teaching practices to enhance learning processes.
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Abstract

This research explored Large Language Models potential uses on formative assessment for mathematical 
problem-solving process. The study provides a conceptual analysis of feedback and how the use of these models 
is related in the context of formative assessment for Linear Algebra problems. Particularly, the performance of 
a popular model known as ChatGPT in mathematical problems fails on reasoning, proofs, model construction, 
among others. Formative assessment is a process used by teachers and students during instruction that provides 
feedback to adjust ongoing teaching and learning to improve student’s achievement of intended instructional 
outcomes. The study analyzed and evaluated feedback provided to engineering students in their solutions, 
from both, instructors and ChatGPT, against fine-grained criteria of a formative feedback model that includes 
affective aspects. Considering preliminary outputs, and to improve performance of feedback from both agents’ 
instructors and ChatGPT, we developed a framework for formative assessment in mathematical problem-
solving using a Large Language Model (LLM). We designed a framework to generate prompts, supported by 
common Linear Algebra mistakes within the context of concept development and problem-solving strategies. 
In this framework, the instructor acts as an agent to verify tasks in a math problem assigned to students, 
establishing a virtuous cycle of learning of queries supported by ChatGPT. Results revealed potentialities 
and challenges on how to improve feedback on graduate-level math problems, by which both educators and 
students adapt teaching and learning strategies.
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I. Introduction

Large Language Models (LLM) and the emergence of the popular 
ChatGPT, GPT-3.5 and GPT-4 by OpenAI [1] have spread significant 

developments in the context of Natural Language Processing. The 
underlying technology is becoming a meaningful turning point in the 
field of education [2].

Users enter clear commands or prompts to receive a wide range 
of natural-language tasks extending from text, image, videos, or code 
[3]. Such AI-driven educational dialogues have the potential to be a 
tool in education, as shown by the growing body of research, where 
attention focus in the improvement of active and personalized learning 
experience, reinforcement of learning, and assistance of the teaching 
processes [4] [5]. 

For instance, the rapid success of ChatGPT in a noticeably brief time 
seems to be an extremely useful tool to provide simple explanations of 
complex concepts [6], generate interactive educational materials like 
quiz questions and draft scripts for classes [7] [8]. Also, this technology 
can summarize longer texts [9], emphasize relevant content in a subject 
[10], provide learning through examples and generate formative 

assessment [11]. It can also improve meaningful learning by assigning 
writing tasks [12], generate code explanations [13], or build up critical 
thinking by asking students to analyze responses of ChatGPT [14]. 

Moreover, the use of this technology could support the generation 
of statistical reports with measurements of skills and knowledge [15].

Nevertheless, implementing AI-based initiatives in education 
requires meticulous modeling and evaluation to ensure their 
effectiveness in supporting academic improvement [16]. While LLM 
has shown its accuracy as above mentioned, when reasoning tasks 
engage in the realm of solving math word problems, ChatGPT may 
provide erroneous outputs, presentation of false information as 
truth in cognitive tasks [17] or causing variations in motivational or 
metacognitive effects [18], elicited by feedback. Consequently, the 
accuracy of feedback to help students could be compromised.

A. Math Word Problems
Verbal narratives, often expressed through less accurate 

descriptions, refer to math word problems presented in educational 
settings. These sorts of problems offer a comprehensive indicator of 
mathematical skills [19], exemplified in admissions exams designed to 
assess mathematical literacy.

Word problems present a realistic context described in a few sentences, 
where questions or dilemmas are sometimes accompanied by symbols, 
graphics, and pictures. Solving them requires applying mathematics [20].
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The relevance of math word problems has increased because 
they support learning over math areas, for instance, algebra, linear 
algebra, counting and probability, geometry, number theory or 
intermediate algebra.

Also, math word problems can strengthen the potential of math 
learning over different subjects and aim to gain experience in 
accordance with their organization by complex levels of thinking and 
reasoning through solving problems strategies [21] [22]. 

As math word problems usually present a textual format enriched 
by models and formulas, textbooks constitute a fundamental part of 
the teaching-learning process in the classroom, likewise, they serve 
as a basis for generating more balanced recommendations on the type 
of skills that one wishes to develop in the engineering student [23]. 

Given that books are a dominant educational resource that 
instructors review and use in teaching mathematics, these sources 
should facilitate opportunities for students to gain experience in 
problem-solving or developing new learning strategies or methods, 
for instance, based on common math mistakes [24][25].

In particular, and aligning with the purposes of this paper, one 
can use books of math word problems as a benchmark to evaluate 
performance of various methods. This includes examining responses 
when solving math word problems, considering not only accuracy, but 
also within the context of formative assessment [26].

B. Polya’s Strategy
For the provision of thorough feedback and constructive 

improvement suggestions, we advocate the application of Polya’s 
problem-solving strategy. Introduced by the distinguished 
mathematician George Polya, this approach comprises four key steps. 
These four fundamental steps can address intricate mathematical 
problems in a structured and systematic manner, and encompass:

• Understanding the Problem: Begin by thoroughly understanding 
the problem statement, identifying the knowns and unknowns, 
and clarifying any ambiguities.

• Find a strategy: Develop a clear and organized plan to solve 
the problem. This may involve drawing diagrams, breaking the 
problem into smaller subproblems, or considering similar problems 
you have encountered before.

• Execution: Implement your plan step by step, performing 
calculations and logical reasoning to work towards a solution.

• Looking back: Once you have a solution, review, and verify it 
for accuracy. Ask yourself if the answer makes sense, if it aligns 
with your initial understanding of the problem, and if there are 
alternative approaches or insights that could provide further 
understanding.

C. Formative Assessment
Research on formative assessment has expanded in a continuum, 

since Black and William [27] emphasized the need to better understand 
assessment for learning, as a mean to facilitate interactions between 
teacher, technology, and students within a learning environment that 
provides information for the student and teacher about the learner’s 
performance. 

Through formative assessment, and in particular by means of 
feedback, one could raise standards and improve learning, based 
on the approach of evidence, as an important opportunity to close 
the gap between current and desired performance by generating 
valuable information to both, teachers and students, consequently, 
yielding meaningful activities [28] [29]. Moreover, researchers 
have considered formative assessment as an influence on future 
performance [30][31]. 

To identify concepts involved in providing effective feedback, some 
authors [32] found models and characteristics of feedback, where 
some of the most cited authors are Hattie and Gan [33]. Additionally, 
Jonsson, Panadero and Lipnevich [34] [35] proposed a model, also 
instructional recommendations linked to different types of feedback: 
tasks (refers to understanding and performance when doing a task), 
process (the strategy needed to understand or perform a task), self-
regulation (regulation of actions), and self (personal and affective 
aspects) [32].

Normally, teachers typically provide feedback such as comments 
related to the task and the self-level (personal). It is not common for 
them to offer comments on a solution process needed to perform 
the task, or at the metacognitive level (self-regulation), oriented to 
regulate and actively engage students’ own learning [34].

More recent definitions on feedback associate tasks with 
information, considering it as the essence of feedback: instructors 
communicate it to the student with the intention of modifying his/her 
behavior linked to the learning. Jonsson and Panadero [34] consider as 
relevant components: information, gap, involved agents, and students 
active processing. In the latest definitions and models, Carless and 
Boud [36], also include similar components and oriented on how to 
help students to use the feedback.

From that point, Lui and Andrade [30], Panadero and Lipnevich 
[28], and Boud [37] posit the interaction of additional factors involved 
in formative assessment, which include internal process of the learner, 
such as motivation, and emotions elicited by feedback. These factors 
are related directly to behavioral response and academic achievement.

In this sense, the general model of Hattie and Gan [33] might be 
useful for the specific area of math word problems [38]. Despite the 
model of Panadero [28] requiring more research, their integrative 
model of feedback includes affective, motivational, and self-regulated 
learning processes that represent an important aspect when learning 
mathematics.

D. Purpose of the Study
Feedback is essential for formative assessment in the context of 

math word problems [38], and the intention goes toward identifying 
what constitutes valuable feedback, critical attributes for receptiveness 
and effective use of feedback supported by LLM.

It seems LLM can enhance formative assessment through machine 
capabilities [39][40], where some stages might occur; (a) students solve 
math word problems through prompts, (b) ChatGPT receives answers 
or queries from students (full or partial), (c) the analysis carried out 
by the LLM models that involves summarizing and interpretations 
to feedback, and adaptation, as the information oriented to adjust 
teaching and learning [41]. 

As noted, ChatGPT can provide general answers, however 
math problems require precision and attention, and even the most 
insignificant mistake can lead to incorrect answers and frustration.

Therefore, when experienced instructors identify common math 
mistakes, this could lead to valuable learning opportunities.

The objective is to develop a framework for formative assessment 
in mathematical problem-solving using LLM. This framework aims 
to generate prompts, supported by common Linear Algebra mistakes 
within the context of concept development and problem-solving 
strategies.

The objective of this research is to highlight the conjunction 
between teacher evaluations and their integration with ChatGPT 
during an evaluation process. We took this initiative driven by the 
observed underperformance of students in Linear Algebra. The study 
aims to leverage the combined strengths of both human teaching 
expertise and ChatGPT’s language model capabilities, enriched by 



Special Issue on Generative Artificial Intelligence in Education

- 77 -

the collective teaching experience. The underlying assumption is 
that through an adequate and comprehensive assessment involving 
both agents, teachers and ChatGPT, the student performance can be 
enhanced, potentially alleviating negative emotions associated with 
studying this subject.

We focus on examining feedback in math word problems and 
evaluate the potential of ChatGPT, when oriented with prompts in the 
process of solving mathematical problems. Two main questions are: 
What is the contribution of ChatGPT or the instructor in formative 
assessment considering its appropriate components? and is it possible 
to propose prompts based on a methodology that includes knowledge 
of common errors and formative components?

In the following sections, based on the theoretical and empirical 
background, also, from research questions, we present the research 
method and main results.

Finally, we discuss theoretical, methodological, and practical 
implications in the context of math learning and formative assessment 
supported by LLM.

II. Methods

A. Materials
To conduct this experiment, we chose the subject of Linear Algebra 

due to its recognition as a relevant mathematics. However, students 
find its learning challenging. Also, teachers find it challenging to teach. 

We used a popular book of Linear Algebra named “Linear Algebra 
and its applications” by Lay and other authors [42] which includes a 
special section “Practice Problems”. These problems serve to address 
potential challenges within the exercises or serve as a valuable 
prelude, and their solutions often include beneficial tips and cautions 
concerning homework.

We implemented a distance learning class, where students had 
to address, for this experiment, a set of five Linear Algebra practice 
problems from the specified textbook, aligning with the curriculum 
of a Linear Algebra course. Below, there are the five practice problems 
arranged from the easiest to the most difficult: 

Problem one. “Construct one different augmented matrix for linear 
systems whose solution set is x1=-2, x2=1, x3=0”.

Problem two. “Suppose the solution set of a certain system of linear 
equations can be described as x1=5+4x3, x2=-2-7x3, with x3 free. Use 
vectors to describe this set as a line in R3”.

Problem three. “Suppose a 4x7 coefficient matrix for a system of equations 
has 4 pivots. Is the system consistent? If the system is consistent, how 
many solutions are there?”

Problem four. “Suppose an economy has three sectors: Agriculture, 
Mining, and Manufacturing. Agriculture sells 5% of its output to Mining 
and 30% to Manufacturing and retains the rest. Mining sells 20% of its 
output to Agriculture and 70% to Manufacturing and retains the rest. 
Manufacturing sells 20% of its output to Agriculture and 30% to Mining 
and retains the rest. Determine the exchange table for this economy, 
where the columns describe how the output of each sector is exchanged 
among the three sectors.”
Problem five. “Let A be a 4 x4 matrix and let x be a vector in R4. What is 
the fastest way to compute A^2x? Count the multiplications.”

These exercises included two at a basic level, two at an intermediate 
level, and one at an advanced level. Additionally, a concluding question 
addressed students’ emotional responses to the learning process, 
encompassing emotions such as boredom, anxiety, anger, indifference, 
and frustration [43], which have been identified as pertinent emotional 
reactions to feedback in mathematical learning [29].

The process and results of each exercise, along with the emotion 
expressed by the learner, when applicable, were used to formulate a 
series of prompts. These prompts were designed to elicit feedback from 
the student before the instructor’s review, considering both a problem-
solving approach and the identification of compound emotions. 

B. Participants
Our experiment took place at the Faculty of Superior Studies 

Aragon from the National Autonomous University of Mexico. The 
online classes’ main goal is to improve knowledge, comprehension 
and problem solving of Linear Algebra. 

We invited thirty-five low performance students from Industrial 
(60%), Mechanical (25%) and Electric-electronic (15%) careers to join 
the Linear Algebra course; therefore, the sample was non-probabilistic.

The total duration of the course was 32 h with four sessions 
per week. Three experienced teachers instructed students with 
explanations of Linear Algebra’s fundamental concepts and resolved 
problems to successfully tackle the set of five Linear Algebra practice 
problems. Also, as requested, each of the instructors provided help to 
participants during interventions with ChatGPT.

Furthermore, these three teachers contributed to review and 
generate manual feedback to students’ responses. Finally, three more 
teachers conducted a meta-evaluation of the feedback, as well as its 
comparison with ChatGPT’s feedback. 

The main function of ChatGPT was to provide explicit feedback 
according to user’s prompts.

We informed all participants about the conducted experiment 
and obtained their consent for data collection during the process, 
including videotaping. 

C. Tasks and Methods
As a first step, the participating students enrolled in a course of 

two-hour. They also engaged in assessment exercises and responded to 
surveys in which they provided information about their self-perception 
of learning difficulties. As a result of this process, information about 
whether the student has learned difficulties is stored in the “Common 
Linear Algebra mistakes” (Table I).

Table I lists a sample of a few common Linear Algebra mistakes 
related to concept development and problem solving. Three instructors 
analyzed answers. We classified outputs in accordance with Polya’s 
strategy [22] and provided exemplifications of recommendations for 
students based on the prompts. 

The diagram on Fig. 1, shows a general process to help the instructor 
to give better feedback to students based on the Polya’s method, the 
student’s emotion, and fundamental common Linear Algebra mistakes 
as an entrance to LLM. 

An expert in the math field is necessary to obtain effective feedback, 
by identifying common errors of the math discipline, which are then 
stored in the feedback database. In this case, we focus on Linear Algebra 
problems and utilize the Polya’s method to identify whether the error 
generated belongs to the comprehension (understanding the problem), 
planning (find a strategy), doing (execute), or revision stage (looking 
back). The instructor uses this information from the problem selection 
and its solution, and adopts a multifaceted strategy encompassing 
problem-solving processes, self-regulation, self-reflection, and the 
acknowledgment of mistakes. Within this comprehensive strategy, 
the instructor leverages these elements to generate prompts, seeking 
enriched feedback from ChatGPT to provide more insightful and 
constructive learning experience.

A relevant tool of LLM is the employment of natural language 
processing to generate prompts. Particularly in the context of this 
paper, establishing effective communication using LLM like ChatGPT 
is of great relevance to obtain clear and concrete answers.
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As we have mentioned throughout the document, it is important 
to provide formative assessment to the student and provide some 
enriched prompts that the student can use with LLM. 

To elicit an appropriate and constructive response from ChatGPT for 
students, one effective approach involves crafting specific questions. 
These questions serve to generate targeted feedback, incorporating 
motivating elements that enhance the overall quality of the student’s 
training.

According to the prompt generation stage, the required 
information is:

1. Teacher Role and Course Features

2. Criterion

i. Give the problem and the correct solution

ii. Solving process: Polya’s strategy

iii. Solving process stage: compression, planning, doing or revision

iv. Specify self-regulation: detail, precision, and tone

v. Specify Self: student emotion and recommendations

vi. Emphasize the mistake

3. Give the task (problem and solution) to ChatGPT

4. Request ChatGPT, with the information numbered as 1, 2 and 3, to 
generate a teaching strategy

5. Request ChatGPT to exemplify the strategy according to step 3.

For instance, generic prompts are:

Prompt 1: I am (1) the interest is in the following math problem (i).
Prompt 2: For the given problem consider the (ii) at the phase of (iii), use 
(iv) for (v).

Prompt 3: Identify the process stage to improve…

Prompt 4: Request some resources…
Some examples for prompt generation are in Fig. 2.

Prompt 1
I am a teacher of Linear Algebra for engineering bachelor the interest 
is in the following math problem: “Construct an augmented matrix for 
linear systems whose solution set is x1=-2, x2=1, x3=0”, test the following 
“4x1+6x2+3x3=-2, -2x1+5x2+2x3=9 and x1-7x2+4x3=-9”

Prompt 2
For the given problem consider the Polya’s solving process at the phase of 
“problem understanding”. Use adequate tone and accuracy for a frustrated 
student.

Prompt 3
For the given problem consider the Polya’s solving process at the phase of 
“search strategy”. Use adequate tone and accuracy for a frustrated student.

Prompt 4
Give me recommendations for public link resources for the students to 
improve “search strategy” for “matrices”

Fig. 2. Example of prompts generation.

TABLE I. Example of Fundamentals Common Linear Algebra Mistakes and Prompts Recommendations

Understanding the Problem Find a strategy Execute Looking Back

Doesn't identify what 
the problem is

Provide at least two different 
descriptions of the problem

Erroneous selection of 
appropriate concepts 

and procedures

Can you explain me the concept of... 

Can you explain me the method... 

Why the method ... is not appropriate 
to solve the problem

Verify the outcome ...

Test the solution 
through method ...

Why the method ... is appropriate 
to solve the problem

Doesn 't know how 
to communicate the 

solution

Express how the problem 
makes you feel

Wby is the solution effective? o 
Why doesn't the proposed solution 
cover what was expected?

How can I interpret the problem?

Do not identify the 
characteristics of a

system

Can you belp me to identify if the 
system is consistent, inconsistent, or 
dependent? 

How can you identify that a system 
is consistent, dependent or

ChatGPT

Feedback
databaseProblem Solving

Method 

Common linear
algebra mistakes 

Instructor
verifies task 

Instructor

Math problems 
database

Math problem
selection

fe
ed

ba
ck

doubts
questions Learner

solution 

Prompt generator 

Learning
goal 

Learning experience

Fig. 1. Framework for formative assessment using LLM for mathematical problems.
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To examine the performance of both agents (ChatGPT and teachers) 
on math word problems in the context of formative assessment we 
based on the models of Hattie and Timperley [32] to structure relevant 
components on feedback, in the sense to reduce gaps between current 
understanding or performance and the learning goal. Furthermore, this 
study delves into the association of emotions triggered by feedback 
and self-regulation [29][34], as outlined in a well-established model 
for mathematical word problems. It analyzes the intricate process 
of solving these problems, emphasizing a thoughtful and systematic 
approach for complete comprehension [20]. The results are presented 
in the following section.

III. Results

We present the results of the analysis conducted on the feedback 
from ChatGPT and the teachers in Table II. As observed, we 
transformed the model components of Hattie and Gan [32] (Task, 
Solving Process, Self-regulation, and Self) into a sequence of yes-no 
response questions, which were then used for the assessment.

As seen in Table II, in the ‘Task’ component, teachers outperform 
ChatGPT, with an 85% accuracy compared to ChatGPT’s 40%. Despite 
ChatGPT being capable of solving all five problems when requested 
individually, it makes errors when reviewing solutions generated by 
others. For instance, one of the most frequent errors was erroneously 
grading an incorrect student’s response as correct.

TABLE II. Evaluation of Formative Assessment on Math World 
Problems

Component Feedback

Frequency of Yes 
Answer

ChatGPT Teacher

Task Does the agent give a correct 
answer?

40% 85%

Solving 
process

Does the agent provide elements 
for understanding the problem? 
e.g., verbal, schematic, tabular, and 
so on.

90% 10%

Does the agent model the problem? 90% 5%

Does the agent provide calculations 
to resolve the model?

90% 5%

Does the agent interpret output(s)? 90% 90%

Does the agent evaluate the 
solution?

90% 90%

Does the agent communicate the 
whole solution?

80% 5%

Self-
regulation

Does the agent show any sort of 
self-management?
a) Awareness of own errors

No Yes

b) Timing of feedback No Yes

c) Level of detail No Yes

d) Accuracy No Yes

e) Tone No Yes

Self Does the agent encourage 
engagement/ commitment through 
answers?

80% 60%

Does the agent promote self-
efficacy? (recommendations)

90% 90%

In the ‘Solution Process’ component, we observe that there are some 
aspects in which ChatGPT shows better results than a human. This is 
because, being an automated process, it can generate longer responses 
tailored to each situation, including verbal elements to understand the 
problem, model the problem, display the procedure’s calculations, and 
most of the time, communicate a final solution. On the other hand, 
human feedback was shorter (on average, three lines) and focused on 
determining whether the result was correct or incorrect. In the latter 
case, it briefly pointed out where in the procedure the student’s first 
error occurred but did not provide an explanation of what the correct 
solution and procedure should be.

It is important to note that the evaluators independently analyzed 
the ‘task’ component within the ‘solution process’ component. For 
instance, ‘Does the agent provide calculations to resolve the model?’ is 
assigned ‘yes’ when the agent tries to include such calculations in its 
feedback, regardless of whether they are correct or not.

In the ‘Self-regulation’ component, evaluators decided that 
it was challenging to assess these aspects individually in each of 
the samples and that a global conclusion had to be drawn for the 
complete set of results.

The conclusion was that although ChatGPT can regulate aspects 
such as tone, the level of detail in the response, etc., this is done as 
part of the prompt generation. However, this is externally imposed 
regulation by a human and not self-regulation. In the case of the 
teachers, there was no indication of a response that was out of context 
in terms of tone, level of detail, etc. According to the meta-evaluators 
of the experiment, all the responses provided by the humans would be 
the responses a teacher would typically give in a classroom.

Finally, in the ‘Self’ component, we can observe that ChatGPT 
always considered the result of emotion interpretation to craft 
feedback and included elements to encourage engagement and 
promote self-efficacy. In this regard, it is notably contrasting that 
the teachers’ responses did not exhibit elements indicating that they 
considered the emotional state of the student, and the feedback was 
focused on problem-solving.

In the same phase of the experiment, as noted when the difficulty 
of problems increased, frustration is the most common emotion as 
shown in Fig. 3.

Students’ exhibited emotions
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Fig. 3. Students' exhibited emotions.

Fig. 3 shows emotions exhibited by participants and provides 
frequencies of the experienced emotions by the students, during the 
solution of set of five Linear Algebra practice problems, from number 
one to five, as their complexity increase from less complex to more 
complex.

The suggested emotions include boredom, anxiety, anger, 
indifference, frustration, and others such as happiness or surprise. In 
Fig. 3, the frequency of these emotions experienced in each problem 
of increasing complexity is illustrated. As observed, anxiety decreased 
as the complexity of the problem increased. This suggests that, as 
students progressed in solving the problem, they were more focused 
on the task at hand.
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The emotion of boredom remains constant throughout the problem-
solving process, diminishing only in the most complex problem. 
The same pattern is observed for anger. Indifference increases from 
problem one to problem three and then decreases from problem three 
to problem five. In the case of frustration, it consistently increases with 
each new problem and experiences a significant spike in the final one. 
As observed, frustration appears to be the emotion that could have 
had the most pronounced negative impact on the group, theoretically 
suggesting that their performance did not improve.

Fig. 4 shows that four students did not answer any problem, and 
nineteen answered three problems.
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Fig. 4. Number of answered problems per participants.

Fig. 4 illustrates the distribution of students who answered a certain 
number of problems. The cumulative frequencies within the group of 
thirty-five students are as follows: four students did not solve any 
problem, two students answered one problem, four students answered 
two problems, nineteen students answered three problems, three 
students answered four problems, and three students successfully 
completed all five problems.

IV. Discussion

ChatGPT is an appropriate tool to provide more effective formative 
feedback due to the inclusion of four main aspects: tasks, problem 
solving, self- management, and self.

Interpretation of Fig. 3 and Fig. 4 suggests that there is a need for 
reinforcement and improvement in students’ performance concerning 
knowledge, attitude, and dominant emotions [11][13].  This 
interpretation is attributed to a low proficiency in Linear Algebra, lack 
of comprehension of the problems, and a prominent level of distraction 
hindering performance improvement. Based on these findings, the 
recommended approach for the instructor is to prioritize feedback, 
incorporating both quantitative and qualitative criteria of formative 
assessment. Implementing strategies like Polya’s problem-solving 
method can aid in enhancing student understanding and regaining 
their self-confidence.

As seen, in mathematical problems, when ChatGPT is employed 
independently, its performance is low. Something similar happens to 
the instructor. However, through the employment of the framework 
that includes both agents, feedback could improve learning 
outcomes. Additionally, the support of LLM for the students benefit 
their motivation to continue their math studies and reinforce math 
learning [26].

Nowadays, the use of these technologies is particularly 
important, such as LLM and the adequate use of prompts generators. 
Moreover, when the teachers function as a guide to construct them, 
recommendations are strong [44][45]. 

The transformative impact of LLM on mathematics learning 
presents key challenges that are central to the scope of this research, 
as follows:

To effectively integrate tools like ChatGPT into educational 
settings, it is imperative to establish explicit guidelines encompassing 
teaching and learning assessment strategies. 

Specifically, within the realm of evaluation, ChatGPT tools should 
play a role in fostering critical thinking and logical reasoning, 
particularly in STEM careers, where disruptive technologies, such 
as those facilitated by AI, contribute to innovative and creative 
environments.

Considering this, prompt engineering becomes essential for 
shaping the approach to queries directed at ChatGPT. Well-crafted 
prompts should provide resources, such as relevant books available 
on the web, and adhere to a clear structure akin to the one proposed 
by the authors of this paper. This approach ensures that the generated 
answers are not only accurate but also engaging. The teacher’s role is 
pivotal in this phase, serving as a verifier to confirm the correctness of 
the responses, as verified by the three teachers during the experiment.

For students struggling in mathematics, experiencing emotions like 
frustration and indifference that negatively impact their performance, 
ChatGPT can serve as a valuable tool. Leveraging a more human-
like interaction through conversational agents, it has the potential to 
promote motivation and reinforce positive emotions. 

V. Conclusion

Undoubtedly, the use of AI technologies with LLM represents 
a tool for educative support, as shown with the proposed feedback 
framework to improve formative assessment. 

As final recommendations at the level of tasks, the instructor could 
propose a math word problem and assign it to the student. After the 
student solves it, the teacher reviews and provides regular feedback. 
The student asks ChatGPT to become an immersive choose-your-own 
task. The purpose is to reinforce the prior knowledge of the student. 

 For self- regulation, and from obtained feedback, students reflect 
and communicate about the mathematical task. Students ask ChatGPT 
to generate structured activities to correct his/her performance, and 
to encourage them to think about their learning process and math 
progress. Therefore, the use of ChatGPT to generate feedback is 
tailored to each student’s needs and goals. 

Another conclusion is that the teacher should encourage students 
to self-assess, reflect, and monitor their math work. The teacher asks 
ChatGPT to generate self-assessment tools, such as rubrics or the 
entire process for solving a math word problem that helps students 
evaluate their own work. 

Finally, at the personal level, from provided feedback, the teacher 
asks ChatGPT to generate follow-up activities that encourage students 
to apply the feedback they have received.

For self-regulation, students engage in reflective practices based 
on feedback received. They utilize ChatGPT to request structured 
activities aimed at correcting their performance and fostering 
thoughtful consideration of their learning process and mathematical 
progress. Consequently, the use of ChatGPT for feedback generation 
is tailored to each student’s individual needs and goals.

Alternatively, teachers can empower students to self-assess, reflect, 
and monitor their mathematical work. In this scenario, the teacher 
prompts ChatGPT to generate self-assessment tools, based on Polya’s 
problem-solving strategy, such as rubrics or comprehensive guides for 
solving math word problems, facilitating students in evaluating their 
own work.

On a personal level, leveraging the feedback provided, the teacher 
can instruct ChatGPT to generate follow-up activities. These activities 
are designed to encourage students to apply the received feedback, 
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promoting a more firsthand and practical application of their learning 
experience, and reducing negative emotions that hinder academic 
performance. 

This personalized approach contributes to a more comprehensive 
assessment tailored to individual learning needs, supported by AI 
technologies.
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