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The International Journal of Interactive Multimedia and Artificial 
Intelligence – IJIMAI –provides an interdisciplinary forum in 

which scientists and professionals can share their research results 
and report new advances in Artificial Intelligence (AI) tools or tools 
that use AI with interactive multimedia techniques. The present 
regular issue comprises different topics as generative AI, brain and 
main inspired computing, bird species identification, spam detection, 
recommendation systems, synthetic aperture radar automatic target 
recognition, hand gestures recognition, anomalies detection for video 
surveillance systems, disease detection, social networks analysis, or 
user experience. The collection of articles shows the wide use of deep 
learning techniques, although classical machine learning techniques, 
among others, are also present.

The issue starts with a topic that is getting a lot of attention from 
various media due to its popularity, because we can all easily use 
tools like chatGPT, Midjourney or Dall-E. These tools are considered 
generative AI that can generate content very similar to that generated 
by humans. The first article by García-Peñalvo and Vázquez-Ingelmo, 
presents a literature mapping of AI-driven content generation, 
analyzing 631 solutions published over the last five years to better 
understand and characterize the generative AI landscape. Due to 
the concerns and acceptance issues that have arisen in society as a 
result of the emergence of this technology, the authors suggest more 
comprehensive understanding of what generative AI entails, so 
that the potential challenges are addressed more pragmatically and 
effectively.

The second article of this issue focuses on brain and mind 
inspired computing (BMC), an emerging research field. Liu and Wei 
design a model and framework for BMI theory. Based on the brain 
mechanism and mind architecture, they propose a semantic-oriented 
multimedia neural, cognitive computing model for multimedia 
semantic computing. Besides, they propose a hierarchical cross-modal 
cognitive neural computing framework for cross-modal information 
processing. Moreover, they propose a cross-modal neural, cognitive 
computing architecture for a remote sensing intelligent information 
extraction platform and unmanned autonomous system. Their 
research on remote sensing intelligent information extraction and 
cross-media information retrieval shows that the scene classification, 
target detection, target classification and target recognition based on 
the BMC algorithm work. The BMI theory proposed can be widely 
used in high-resolution earth observation systems and many other 
applications.

Next article describes a solution based on convolutional neural 
networks for bird species identification, which is crucial for avian 
diversity conservation.  Das et al. explore the ability of deep transfer 
models such as VGG16, VGG19 and InceptionV3 to effectively extract 
and discriminate speech signals from different species of birds. The 
networks were trained using data from 37 bird species, obtaining 
accuracies equal to 78, 61.9 and 85%, respectively. In practical terms, 
the suggested method may be of great use to ornithologists by making 
the identification of bird species a straightforward process. 

Also using convolutional neural networks, Vélez de Mendizabal 
et al. propose a new technique to decode Leetspeak. This is a type 
of slang writing that replaces some characters with visually similar 
symbols, preventing the spam classifiers recognising words, so that 
the spam emails are not detected. When messages are deobfuscated, 
the performance of the classifiers increases and reaches, in many 
cases, the values obtained when messages have not been obfuscated. 

The authors propose a reliable convolutional neural network (CNN) 
design for Leetspeak deobfuscation processes and its evaluation, an 
image database used for training, and four datasets for evaluating 
Leetspeak deobfuscation processes. 

Another type of neural networks, gated graph neural networks, are 
used in the next article. Seo and Kim target the problem of sequential 
recommendation to predict user’s next action based on personal 
action sequences. Data sparsity is a challenge in these problems and 
translation-based recommendations, which learn distance metrics 
to capture interactions between users and items in sequential 
recommendations, contributes to overcome this issue. The authors 
propose an attentive flexible translation for recommendations (AFTRec) 
to predict the user’s next item in sparse sequential recommendation 
datasets. Experiments using four sparse datasets and one dense dataset 
with different domains show that AFTRec outperforms the state-of-
the-art baselines in terms of normalized discounted cumulative gain 
and hit rate on sparse datasets.

By also using attention mechanisms, Ukwuoma et al. target the 
problem of synthetic aperture radar (SAR) automatic target recognition 
(ATR). Their paper introduces a new attention based ResNet 
architecture appropriate for the SAR recognition task. They propose 
a simple channel attention mechanism into a ResNet architecture for 
SAR ATR involving only a handful of parameters while attaining clear 
performance gains. They also explore the One Policy Learning Rate on 
the ResNet-50 architecture and compare it with the proposed attention 
based ResNet-50 architecture. With the attention based model and the 
One Policy Learning Rate-based architecture, they were able to obtain 
recognition rates of 100% and 99.8%, respectively.

Next paper presents a solution that allows the recognition of 
hand gestures by analyzing three-dimensional landmarks using also 
deep learning technology. Osimani et al.  propose the identification 
of 9 hand gestures by interpreting a cloud of 3D reference points 
obtained through a standard RGB camera. They introduce a neural 
network architecture that has a small number of hidden layers 
but high prediction hit rate of hand gestures. One of the main 
contributions, that considerably improves the performance, is a first 
layer of normalization and transformation of the landmarks. In their 
experimental analysis, they reach an accuracy of 99.87% recognizing 
9 hand gestures.

In the field of video surveillance, Qasim Gandapur and Verdú 
present an automated deep learning model that detects and prevents 
anomaly activities. A real-world video surveillance system is designed 
based on the ResNet-50 architecture to extract the high-level features 
from input streams, while temporal features are extracted by a 
convolutional gated recurrent unit from the ResNet-50 extracted 
features in the time-series dataset. The UCF-Crime dataset is used 
to evaluate the proposed deep learning model, achieving 82.22% 
accuracy. In addition, the proposed model outperforms related deep 
learning models.

Next article, by Mariammal et al., examines the performance 
of classical machine learning methods as bagging, random forest, 
support vector machine, decision tree, Naïve Bayes and k-nearest 
neighbor classifiers using a crop dataset, a prisoners’ dataset and the 
iris dataset. The results show that the bagging ensemble technique 
outperforms the rest. 

Torres et al. focus on the development of a system for the detection 
of downy mildew disease in roses through image analysis using 
convolutional neural networks and the correlation of environmental 
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variables through an experiment in a controlled environment. Besides, 
they develop an IoT platform that integrates the artificial intelligence 
module.   The model is validated comparing with three different 
models of neural networks. According to the tests and the analysis 
of the results obtained with the microclimatic variables, it is observed 
that the relative humidity variable can influence the development and 
appearance of downy mildew disease when its value is above 85% 
during an extended period of the system.

Also targeting disease detection, the article by Intriago-Pazmiño 
et al. describes a study of four metrics to find their best parameters. 
The metrics are Contrast Improvement Index (CII), Enhancement 
Measurement Estimation (EME), Entropy EME (EMEE), and 
Entropy. The metrics are applied to two cases of studies: fundus and 
mammography images, on five datasets. These datasets contain healthy 
and pathological images, and some are poor quality images. Based on 
the experimental results provided, the conclusion is that EMEE, EME, 
and CII metrics are valuable for measuring the enhancement of the 
studied medical images.

A clustering validation index (CVI) is a metric used to evaluate the 
results of a clustering algorithm.  In the next article,  Kumar Sharma 
et al. propose an internal CVI to be used as a complementary measure 
to the available internal CVIs. These are used frequently in clustering 
to measure the goodness of the clustering algorithms without taking 
any external inputs. The proposed index uses a modified compactness 
measure and an updated separation measure, based on the notion of 
S-divergence. A total of 10 databases of two classes, synthetic and 
realworld ones,  are considered in this work to prove the effectiveness 
of the proposed metric over some of the most popular existing internal 
CVIs. Empirical results with four popular clustering algorithms show 
that the proposed index is proficient in determining the number of 
clusters and the best partition for several of the databases, including 
the database with arbitrary cluster shapes.

In the following paper, Debbi proposes a causal explanation 
technique for conjunctive queries in probabilistic databases. While 
query answer explanation in relational databases focuses on why is a 
tuple in a query result, in probabilistic databases, it should also explain 
why the tuple has a certain probability. Based on the notions of 
causality, responsibility and blame, the author addresses explanation 
for tuple and attribute uncertainties in a complementary way. Through 
an experiment on a real-dataset, the framework shows to be helpful for 
explaining complex queries results. Comparing to existing explanation 
methods, the method could be also considered as an aided-diagnosis 
method through computing the blame, which helps to understand the 
impact of uncertain attributes.

A platform that allows the automatic detection of irregular 
swimming pools is proposed in the next article by Sánchez San Blas 
et al. The platform uses geographic information tools (GIS) based 
on orthophotography, combined with advanced machine learning 
techniques for object detection, as well as a multi-agent architecture, 
which allows distributed computing and the evaluation of different 
algorithms combined to improve the detection process. The system 
has been validated by testing it in different towns in Spain, showing 
that it is possible to determine the presence of a pool in an image with 
an accuracy better than 97%.

Focusing on social networks area, the article by Cavaliere et al.  
presents an emotion-aware solution to analyse users’ reactions towards 
topics constantly discussed over time or in a specific brief period 
in Twitter. The rationale behind the approach is the combination of  
emotional analysis of tweet content with the time frequent analysis of 
relevant topic itemsets, and tweet spread to detect those topics that may 
have the highest impact. First, the method extracts topics as frequent 
itemsets from tweets, then the support over time and RoBERTa-based 

sentiment analysis are applied to assess the current topic spread 
and the emotional impact, next a time-grid-based approach allows a 
granule-level analysis that serves to predict future users’ reactions 
towards topics. Finally, a score function allows building comparative 
ranked lists of the most relevant topics according to topic sentiment, 
importance and spread. Experiments demonstrate the potential of the 
framework on the IEEE COVID-19 Tweets Dataset.

In the same area of social networks, the work by Muñoz et al. 
develops a methodology for analysing tourism through complex 
mathematical algorithms, based on unstructured data extracted from 
social networks. Specifically, graphic and textual data from the profiles 
of Instagram users feed the classification models. These mine user 
demographic information and  gain insight on what the users were 
doing in each of their posts, trying to classify that information into 
any of the categories discovered in the article, acting as a discovery 
tool for the tourism industry. This has great potential for comparisons 
on larger amounts of data and even between tourism profiles between 
cities.

Strukova et al. examine diverse technology-mediated environments 
that can generate rich data sets through users’ interaction and where 
data can be used to explicitly or implicitly perform a data-driven 
evaluation of different competencies and capabilities. Their survey 
revealed four key multimedia environments that include sites for 
content sharing and consumption, video games, online learning 
and social networks. The authors found that all these environments 
are highly correlated with the measurement and development of 
capabilities such as expertise, language proficiency and soft skills. 
According to the surveyed studies, this measurement was done with 
the application of different methods (machine learning, network 
analysis, natural language processing, statistics and experimental 
design), which the authors also discuss in detail.

The User Experience Questionnaire (UEQ) is one of very few 
standard user experience questionnaires available in many different 
languages. Next article by Hernández-Campos et al. analyses changes 
in some items of the UEQ for use in the context of Costa Rican culture. 
Although a Spanish version of the UEQ exists, the authors use a 
double-translation and reconciliation model for detecting the most 
appropriate words for Costa Rican culture. These resulted in 7 new 
items that were added to the original Spanish version. 161 participants 
participated in a study that examined  the original items and the new 
ones. The results show that the Costa Rican version is neither better 
nor worse than the original Spanish version, therefore the UEQ is very 
robust to some changes in the items.

The last article of this issue also relates to user experience area. 
The objective of the study by Alonso-Virgós et al. is to know if there 
are "user response" guidelines that a developer with no training or 
usability experience applies intuitively. Besides the study aims to 
know the most important recommendations and guidelines, according 
to the web developers themselves. Knowing the most forgotten 
recommendations by web developers helps to design effective and 
specific training in this field. 

In closing, I would like to thank both the authors and the reviewers 
for their commitment to quality assurance and improvement of the 
articles, aiming for the best reader experience.

Dr. Elena Verdú

Editor-in-Chief

Universidad Internacional de La Rioja
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Abstract

Artificial Intelligence has become a focal point of interest across various sectors due to its ability to generate 
creative and realistic outputs. A specific subset, generative artificial intelligence, has seen significant growth, 
particularly in late 2022. Tools like ChatGPT, Dall-E, or Midjourney have democratized access to Large Language 
Models, enabling the creation of human-like content. However, the concept 'Generative Artificial Intelligence' 
lacks a universally accepted definition, leading to potential misunderstandings. While a model that produces 
any output can be technically seen as generative, the Artificial Intelligent research community often reserves 
the term for complex models that generate high-quality, human-like material. This paper presents a literature 
mapping of AI-driven content generation, analyzing 631 solutions published over the last five years to better 
understand and characterize the Generative Artificial Intelligence landscape. Our findings suggest a dichotomy 
in the understanding and application of the term "Generative AI". While the broader public often interprets 
"Generative AI" as AI-driven creation of tangible content, the AI research community mainly discusses 
generative implementations with an emphasis on the models in use, without explicitly categorizing their work 
under the term "Generative AI".

DOI:  10.9781/ijimai.2023.07.006
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I. Introduction

ARTIFICIAL Intelligence (AI) has evolved as an enthralling topic, 
attracting the attention of researchers, industry experts, and the 

general public alike. Its growing popularity may be ascribed to its 
capacity to produce realistic and creative results and its accessibility, 
which has far-reaching ramifications in fields such as medicine [1-
3], education [4], [5], art [6], [7], music [8], [9], marketing [10], [11], 
software development [12], [13], among several other areas.

While AI has experienced a surge in popularity in recent years, a 
particular approach within it has undergone explosive growth during 
the final months of 2022: the field of generative artificial intelligence 
or GenAI [14].

The introduction of applications such as ChatGPT1, Dall-E2, or 
Midjourney3, which make Large Language Models (LLMs) [15], [16]  
accessible to end-users, has set a milestone in the application of 

1   https://chat.openai.com/ 
2   https://openai.com/dall-e-2 
3   https://www.midjourney.com/app/ 

artificial intelligence to content generation, enabling wide audiences 
to effortlessly engage in the creation of human-like texts, realistic 
images, and even music [17].

But what do we exactly mean when we refer to GenAI? What types 
of content were being generated prior to the emergence of commercial 
tools like ChatGPT? And for what purposes? 

Before diving into the complexities of generative AI, it is crucial to 
understand the precise meaning and scope of this term, as well as taking 
a closer look at the content generation processes that existed prior to 
putting these approaches in the hands of consumers. By investigating 
these factors, we can shed light on the underlying objectives and 
motivations driving the adoption of generative AI solutions.

Taking a closer look at the terminology, the word “generative” is 
defined as “(being) able to produce or create something”. If we apply 
this definition to AI, every model can be technically considered as 
generative, as they always “produce or create something”, whether 
in the form of numerical predictions or internal rules. However, not 
every content generation driven by AI is, or has been, considered as 
Generative AI.

In fact, the term ‘Generative AI’ has been applied more precisely 
to models that may produce new, previously unseen information 
dependent on the data on which they were trained. These models are 
developing fresh, human-like material that can be engaged with and 
consumed, rather than just numerical forecasts or internal rules.
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The lack of a globally agreed definition of ‘Generative AI’ can 
result in misunderstanding and misinterpretation. For example, as 
mentioned before, some may claim that a simple decision tree model 
that creates rules based on incoming data is a type of Generative AI. 

However, the AI research community reserves the term ‘generative’ 
for more complex models that can create high-quality, human-like 
material, unlike discriminative models (such as decision tree models), 
which are trained to predict probabilities of labels given observations 
[18]. Some examples of the so-called generative models [19] are 
Generative Adversarial Networks (GANs) or Variational Autoencoders 
(VAE), among several others (Fig. 1).
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Fig. 1. Timeline of generative models by type. Elaborated by the authors. 
Source data from [20]. High-resolution version available at https://doi.
org/10.5281/zenodo.8165255.

But although generative models have already been differentiated 
from discriminative models by their internal processes and the 
probabilities they estimate [19], is Generative AI restricted to the use of 
these kinds of models? Is the underlying model characteristics crucial 
in affirming that content has been generated through Generative AI? 
Or do the nature of the content and the ultimate objective hold greater 
significance?  

Without a clear definition, researchers may use the term ‘Generative 
AI’ to refer to various methods to generate content, leading to 
confusion and misunderstanding. This can stymie research on this 
subject, making comparing and contrasting various results difficult.

Furthermore, this ambiguity might make it difficult for industry 
experts and the general public to comprehend what Generative AI is 
and what it can achieve, leading to unrealistic expectations or fears 
about its capabilities, which can affect the adoption and acceptance of 
this technology.

This work aims at providing an analysis of AI-driven solutions for 
content generation to further define and delimit the meaning and use 
cases of Generative AI. This analysis has been carried out through a 
systematic approach, specifically a systematic literature mapping [21]. 
A systematic mapping provides a structured framework to thoroughly 
evaluate existing research in the rapidly evolving field of Generative 
AI, as well as to identify patterns, and spot potential gaps. It focuses 
on the extent of the subject rather than its depth, which is crucial in 
emerging and fast-paced domains. This process aids in establishing 
clear definitions and boundaries within the field, reducing ambiguity, 
and fostering a consistent discourse.

The rest of this paper is organized as follows. Section II describes 
the methodology followed to conduct the systematic mapping, while 
Section III details the review process. Section IV presents the results 
obtained from the previous steps. Finally, sections V and VI discuss the 
results and provide a summary of our main findings.

II. Review Planning

This study adheres to the systematic literature review guidelines 
established by Kitchenham and Charters [22] and the mapping study 
guidelines set out by Petersen [23], [24]. Specifically, the process 
is structured around three core stages: planning, conducting, and 
reporting the findings.

The initial phase involves establishing the primary goal of the 
review, followed by its development. The main objective of this review 
is to collect and analyze the existing studies related to the application 
of AI in content generation, considering the following dimensions: the 
generated content, the objective of the content generation, the type of 
models employed and the application domains. 

Once the objective has been defined, it is necessary to complete the 
next two phases, planning and conducting. In these, we define a set of 
mapping questions (MQs) that will help characterize Generative AI, 
the inclusion/exclusion criteria, and the search strategy.

A. Mapping Questions
We defined five mapping questions that characterize the AI-driven 

content generation landscape.

• MQ1. How many studies have been published over the years?

• MQ2. Who are the most active authors in the area of AI-driven 
content generation?

• MQ3. Which kinds of algorithms and techniques are employed to 
develop AI-driven content generation applications? 

• MQ4. Which domains are applying AI-driven content generation 
to support their studies?

• MQ5. What kind of applications were published before and 
afterwards the popularization of ChatGPT?

These mapping questions are also set to answer the following 
research question by analyzing the results from the data extraction: 
RQ. What do researchers understand by Generative Artificial 
Intelligence?

B. Inclusion and Exclusion Criteria
To discard irrelevant works (in terms of the scope of this paper) 

from the search results, a set of inclusion criteria (IC) and a set of 
exclusion criteria (EC) are defined, being the inclusion criteria as 
follows:

• IC1. The paper’s main objective is the application of content 
generation (data, images, text, sound, etc.) through artificial 
intelligence AND

• IC2. The artificial intelligence solution technical details are 
identified and described AND

• IC3. The field in which the solution was applied is identified and 
described AND

• IC4. The paper is not a review, survey, or comparative analysis 
AND

• IC5. The paper is written in English AND
• IC6. The paper is published in peer-reviewed Journals, Books, or 

Conferences AND
• IC7. The paper is accessible.

The following items refer to the exclusion criteria applied:

• EC1. The paper’s main objective is not the application of content 
generation (data, images, text, sound, models, etc.) through 
artificial intelligence OR

• EC2. The artificial intelligence solution technical details are not 
identified nor described OR
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• EC3. The paper is a review, survey, or comparative analysis OR
• EC4. The field in which the solution was applied is not identified 

nor described OR
• EC5. The paper is not written in English OR
• EC6. The paper is not published in peer-reviewed Journals, Books, 

or Conferences OR
• EC7. The paper is not accessible.

These criteria aim at discarding works that are not focusing on 
generating content through AI. In this sense, we reject studies to 
benchmark different models, reviews, and works that do not generate 
tangible content. Following the discriminative and generative models’ 
distinction [18], [19], we want to analyze solutions that generate new 
data instances in a non-deterministic manner, excluding the outcomes 
from forecasting, labelling, or classification approaches.

C. Search Strategy
The first step to extracting relevant works for the purpose of 

this paper is the selection of electronic databases. In this case, two 
electronic databases are selected: Scopus and Web of Science (WoS). 
These databases are chosen according to a set of requirements:

• It is a reference database in the research scope.

• It is a relevant database in the research context of this mapping 
study.

• It allows using similar search strings to the rest of the selected 
databases and Boolean operators.

An initial search using only the term “generative artificial 
intelligence” was carried out in these databases. However, this 
preliminary search yielded a small set of results focused on surveys, 
editorials, or discussions about the applicability of Generative AI 
approaches in different domains, such as education.

Given that significant AI-driven content generation applications 
were not retrieved through this initial search, it was necessary to 
identify which concepts, approaches or tools are widely associated 
with Generative AI, to finally collect research literature about these 
approaches.

Due to the increased accessibility of generative models to 
consumers after the release of OpenAI’s ChatGPT, we analyzed search 
trends related to “Generative AI” in Google Trends. In this case, we 
observed that most of the related searches included commercial tools 
such as “ChatGPT”, “Dall-E”, or “Midjourney”.

Given this trend, we decided to perform another preliminary search, 
including wildcards to enclose derivations, and the NEAR operator to 
retrieve works where the terms joined by this operator are separated 
by an interval of explicitly specified words. 

This operator is very handy in this context because we are focused 
on generative processes driven by AI, so the term related to generation 
must be near AI-related terms (such as deep learning, machine 
learning, and so on). This new search was structured as follows:

((“machine learning” OR “deep learning” OR “artificial intelligence” 
OR “AI” OR “AI-” OR “DL” OR “DL-” OR “ML” OR “ML-”) NEAR/0 
(“generat*”)) OR ((“ChatGPT” OR “Midjourney” OR “Dall-E” OR “DallE” 
OR “StableDiffusion” OR “Stable Diffusion”) NEAR/1 (“generat*”))

However, including specific tools would bias the results, as it is 
nearly impossible to include every released generative AI tool to date. 
On the other hand, executing a search with the first part of the search 
string only ((“machine learning” OR “deep learning” OR “artificial 
intelligence” OR “AI” OR “AI-” OR “DL” OR “DL-” OR “ML” OR “ML-”) 
NEAR/0 (“generat*”)) collected a great set of works, but included an 
unmanageable quantity of noise, including several articles that were 
not related to AI-driven content generation.

To overcome these issues, we decided to define further the 
terminology. As mentioned in section II.B, we want to analyze solutions 
that generate new data instances in a non-deterministic manner, so we 
opted to focus on works that explicitly generated content through AI, 
including images, text, video, audio, sound, etc. We also included terms 
related to transformations between different types of content, such as 
text-to-image transformations (e.g., Midjourney and Dall-E).

Once every concept was identified, the specific query strings for 
each chosen database were specified using their query syntax.

1. Web of Science
TS=((“image generation” OR “text generation” OR “video generation” 

OR “audio generation” OR “sound generation” OR “3D generation” OR 
“content generation” OR “code generation” OR “dataset generation” OR 
“data generation” OR “text to text” OR “text-to-text” OR “text to image”  OR 
“text-to-image” OR “text to audio” OR “text-to-audio” OR “text to video” 
OR “text-to-video” OR “text to code” OR “text-to-code”  OR “text to 3D”   
OR “text-to-3D” OR “audio to text” OR “audio-to-text”) AND (“artificial 
intelligence” OR AI OR “deep learning” OR “machine learning”))

2. Scopus
TITLE-ABS-KEY((“image generation” OR “text generation” OR “video 

generation” OR “audio generation” OR “sound generation” OR “3D 
generation” OR “content generation” OR “code generation” OR “dataset 
generation” OR “data generation” OR “text$to$text” OR “text$to$image” 
OR “text$to$audio” OR “text$to$video” OR “text$to$code” OR 
“text$to$3D” OR “audio$to$text”) AND (“artificial intelligence” OR AI 
OR “deep learning” OR “machine learning”))

Additionally, we limited the search to journal articles published 
over the last 5 years to analyze recent, established, and complete 
research works. Using this approach, we collected the final set of articles 
to analyze and outline the landscape of AI-driven generative solutions. 

III. Review Process

The data-gathering process to conduct the present Systematic 
Literature Mapping has been divided into different phases in which 
various activities are carried out. The PRISMA 2020 [25], [26] 
guidelines were followed for data extraction.

Once the search was performed (on May 17th, 2023), the paper 
selection process was carried out through the following steps:

1. The raw results (i.e., the records obtained from each selected 
database) were gathered in a GIT repository4 and arranged into 
a spreadsheet. A total of 3295 papers were retrieved: 1835 from 
Scopus and 1460 from Web of Science.

2. After organizing the records, duplicate works were removed. 
Specifically, 1332 records were removed, retaining 1963 works 
(59.58% of the raw records) for the next phase.

3. The maintained papers were analyzed by reading their titles, 
abstracts, and keywords and by applying the inclusion and 
exclusion criteria. A total of 1332 papers were discarded as they 
did not meet the criteria, retaining 631 papers (32.14% of the 
unique papers retrieved) for the next phase.

4. The selected 631 papers were finally characterized following the 
mapping questions. For each paper, the following information was 
collected:

a. Content being generated by the AI technique (text, images, 
code, etc.)

b. AI model type employed (transformers, generative adversarial 
networks, etc.)

4   https://github.com/AndVazquez/slm-gen-ai 
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c. Objective of the AI content generation (data augmentation, 
image enhancement, text summarization, text translation, style 
transfer, etc.)

d. Domain of application of the AI-driven content generation

Fig. 2 shows the PRISMA 2020 [25], [26] flow diagram detailing the 
data extraction process. The dataset containing the works collected in 
every phase, along with the 631 selected and characterized works, is 
available at https://doi.org/10.5281/zenodo.8162484 [27].
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Fig. 2. PRISMA 2020 flow diagram of the literature mapping. High-resolution 
version available at https://doi.org/10.5281/zenodo.8167557.

IV. Results

The following results have been obtained from the analysis of 
the obtained records. For a comprehensive review of the records, 
including title, authors, abstract, and characterization, please refer 
to the “Characterization” sheet of the provided dataset: https://doi.
org/10.5281/zenodo.8162484 [27].

A. How Many Studies Have Been Published Over the Years? 
The first mapping question aims at inspecting the temporal 

landscape of AI-driven content generation. Over the last five years, 
we can clearly see an increase in the number of works published.
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Fig. 3. Number of works published over the last five years. High-resolution 
version available at https://doi.org/10.5281/zenodo.8167574.

It seems that this trend will continue throughout 2023, with 124 
articles already published in the first 5 months of the year (Fig. 3). 

B. Who Are the Most Active Authors in the Area of AI-driven 
Content Generation?

We performed an analysis and normalization of the authors 
involved in the 631 articles retrieved. This analysis allows us to 
identify influential authors that likely guide the research direction.

TABLE I. Most Prolific Authors

Articles Authors

3

Yang, Yang; Chen, Peng; Li, Yibin; Yoon, Hyunsoo; Togo, Ren; 
Pang, Zhiqi; Ogawa, Takahiro; Haseyama, Miki; Li, Wei; Fujita, 
Hiroshi; Schlaefer, Alexander; Scarselli, Franco; Fabelo, Himar; 
Andreini, Paolo; Bianchini, Monica

4 Byun, Yung-Cheol

Most authors (2493) have only published one article in the context 
of this literature mapping, while 169 have published more than one 
article. Table I displays the most prolific authors from the records 
retrieved during the data extraction process.

C. Which Kinds of Algorithms and Techniques Are Employed to 
Develop AI-driven Content Generation Applications?

As introduced, one of the main concepts of Generative AI is using 
certain models. But are these models limited to generative models? Or 
are discriminative models being employed to generate content?

Each article’s primary AI model or technique was identified to 
answer this question. Fig. 4 shows a clear tendency to use GANs for 
content generation, followed by encoder-decoder networks (such as 
Autoencoders) and other types of neural networks. We also found 
several solutions based on Transformers [28], [29]. 

Finally, the remaining methods have been grouped under the 
category “others,” which include hidden Markov methods, evolutionary 
algorithms, and Bayesian models.

Main Technique

Main Technique

Generative Adversarial Networks

Encoder-decoder network

Neural Networks (Other)

Transformers

Other techniques

422

67 63
41 38

400

350

300

250

200

Generative
Adversarial Networks

Encoder-decoder
network

Neural Networks
(Other)

Transformers Other techniques

150

100

50

0

Fig. 4. Number of works grouped by AI technique employed. High-resolution 
version available at https://doi.org/10.5281/zenodo.8167582.

It is important to clarify that although Transformers are encoder-
decoder networks, we have decided to include them in a separate 
category. This separation allows us to analyze the impact of the release 
of ChatGPT, which is a transformer-based solution, on the usage of 
this particular model type.

Fig. 5 illustrates the evolution of the number of works utilizing 
these models. There is a growing trend in adopting Transformer-based 
solutions, which could be attributed to the recent popularity of GPT 
models.
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D. Which Domains Are Applying AI-driven Content Generation 
to Support their Studies?

Another interesting insight regarding generative AI solutions is 
identifying which domains or fields of study benefit from generative 
models’ outputs.

The main domain of application was extracted from each article. 
Fig. 6 shows that the principal domains in which generative AI is being 
applied are medicine and computer vision. Other domains include 
natural language processing (NLP), machine learning, remote sensing, 
art, software/videogames development, and cybersecurity.

But for what purposes is AI-driven content generation being used 
in each domain? This analysis allows us to better understand how and 
with what objectives generative artificial intelligence is being used in 
each field of study. 

Fig. 7 breaks down the main content generation tasks by domain. 
It is possible to see that generative AI (and, specifically, Generative 
Adversarial Networks) is supporting data augmentation in most 
domains, but especially in medicine. Sample generation provides a 
minimally intrusive, fast, and effective method to augment or balance 
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Fig. 6. Number of works grouped by domain of application. High-resolution version available at https://doi.org/10.5281/zenodo.8167627.
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datasets that will subsequently be used to train or fine-tune complex 
models in each area (e.g., with the aim of diagnosing or segmenting 
images in the case of medicine).

Another interesting objective of AI-driven content generation is 
anonymization. By generating new samples, AI can preserve both 
crucial information and privacy. On the other hand, we also found 
several objectives related to image processing, including image 
enhancement (increasing the image resolution, completing missing or 
damaged parts, or even colorization), style transfer, and text-to-image 
translations.

Finally, we can also find specific objectives such as procedural 
content generation in the field of videogame development, and text 
generation (mostly related to the NLP area).

E. What Kind of Applications Were Published Before and 
Afterwards the Popularization of ChatGPT?

This question is focused on analyzing the trends in generative AI 
after the release of ChatGPT5, which has significantly reshaped the 
landscape of AI-driven communication [30], [31]. We have computed 
the trend of the top tasks supported by AI and compared it over the 
last five years (Fig. 8).

Although our analysis has covered only the first five months of 
2023, we observe a growing trend in text and image generation tasks. 
This may be influenced by the release of commercial tools for these 
tasks (ChatGPT, Bing chat6, Midjourney, Dall-E, etc.), although it is too 
early to draw robust conclusions about this.

Additionally, we examined the number of works published 
annually, segmented by the type of content being generated (such 
as images, data, text, etc.). It can be observed that images and data 

5   Launched on November 30, 2022.
6   https://www.bing.com/ 

(referring to tabular, geospatial, time-series, or network data) are the 
types of resources most frequently generated (see Fig. 9). 

However, the same trend observed in Fig. 8 is evident for text 
content. The number of works focused on generating text (spanning 
activities like human-like text generation, summarization, translation, 
etc.) has been increasing over the past two years, unlike most other 
types of generated content analyzed.

Fig. 10 summarizes the main findings of this literature mapping. 
We can see that Generative Adversarial Networks (GANs) are the 
preferred generative model in several domains for a wide range of 
tasks, especially for data augmentation and image-related tasks.

V. Discussion

A. What Do Researchers Understand by Generative Artificial 
Intelligence (GenAI)? 

The concept of “Generative AI” has been in use for several years, 
but it wasn’t until the mid to late 2010s that it gained widespread 
recognition. This surge in popularity was in sync with the rise 
and acceptance of generative models like GANs in the AI research 
community.

These models, pioneered by Ian Goodfellow and his team in 2014 
[32], were crucial in bringing the term “generative AI” into the spotlight.

However, the term gained broader recognition beyond the research 
community recently. By inspecting Google Trends, we can see that 
users became interested in this concept around November and 
December 2022 (Fig. 11), which aligns with the release of ChatGPT 
and other commercial tools.

Thus, although generative models have existed for several years, the 
term “generative AI” has only gained popularity with the widespread 
availability of tools aimed at the general public.
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But what does the research community understand by Generative 
AI? After retrieving and analyzing 631 articles published between 
January 2019 to May 2023, we obtained a curated set of real-world 
applications for AI-driven content generation. These solutions 
included generating a wide variety of resources (images, tabular 
data, 3D models, videogame assets, etc.) to support different tasks in 
several domains. What they do have in common is that every solution 

employed generative, not discriminative models, which could drive 
the definition of the term Generative AI.

If we further analyze the keywords employed by the researchers 
to refer to their solutions, only 1 work from 2023 includes the term 
“Generative AI” (record no. 615 from the “Characterization” sheet of 
the mapping dataset, https://doi.org/10.5281/zenodo.8162484 [27]).
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In fact, during the preliminary search that we carried out with only 
words related to Generative AI, we noted that the works referring to 
this term were mainly editorials or discussions about the implications 
of commercial tools such as ChatGPT in different domains, but no 
actual nor applications on generative models producing actual content 
as we collected in this literature mapping.

So how did the authors refer to the collected solutions? Fig. 12 
presents the most common terms found within the abstracts of the 
631 retrieved works. We can observe that generation-related terms 
(generative, generate, generated, etc.) and the generated content 
(images or data) are very common.

Fig. 12. Most common terms found within the abstracts. High-resolution 
version available at https://doi.org/10.5281/zenodo.8167676.

We also analyzed the most common bigrams within the abstracts 
to gain more insights into this terminology. Fig. 13 shows how the 
term “generative” (one of the most common terms found in Fig. 12) 
was mostly used to refer to generative adversarial networks, the model 
employed in most works (Fig. 4).

Fig. 13. Most common bigrams found within the abstracts. High-resolution 
version available at https://doi.org/10.5281/zenodo.8167693.

Based on these findings, we can conclude that the general public 
commonly uses the term “Generative AI” to refer to the creation of 
tangible content (such as images, text, code, models, audio, etc.) via 
AI-powered tools. However, the AI research community primarily 
discusses generative applications focusing on the models used, without 
explicitly categorizing their work under the term “Generative AI”.

To sum up, following the insights reached through this literature 
mapping, we can define “Generative AI” as the production of 
previously unseen synthetic content, in any form and to 
support any task, through generative modeling7.

VI. Conclusions

This work presents the results of a literature mapping about AI-
driven content generation. A total of 1963 unique works related to 

7   Understood as modeling the joint distribution of inputs and outputs.

this topic were analyzed, obtaining 631 categorized articles to better 
understand the landscape of generative AI solutions. The entire 
process and final characterization can be reviewed in the provided 
dataset at https://doi.org/10.5281/zenodo.8162484 [27].

We found a clear trend in using specific models, such as GANs or 
encoder-decoder networks, to generate various resources, especially 
images and tabular data. These solutions have been mostly applied to 
augment datasets and enhance subsequent models’ predictions.

Although preliminary, it is possible to see how the release of 
commercial solutions is shifting the landscape of generative solutions, 
with a slight increase of solutions focused on text generation in the 
first months of 2023, but also with the advent of new ethical issues 
and dilemmas, as the widespread accessibility of AI-driven content 
generation tools has triggered a deep polarization of society regarding 
Generative AI. 

Some individuals are optimistic, envisaging a plethora of 
opportunities, while others predict dystopian ramifications.

Considering, for example, the domain of education, we can see 
through the obtained results that Generative AI was marginally 
applied within this field compared to other areas, such as medicine. 
However, introducing these tools in education is triggering several 
concerns among educators, parents, and policymakers [33].

The potential of AI to transform pedagogical methods, assessment 
systems, and learning experiences opens a new frontier for education. 
On the one hand, the scalability and personalization offered by AI can 
improve educational processes by providing a more differentiated and 
inclusive learning environment.

But just as opportunities and great potential benefits have emerged, 
there have also grown significant concerns. Some ethical concerns 
educators raise include assessment, academic integrity [34], and data 
privacy [35], among others.

The software development field presents a similar narrative. While 
AI may speed up development processes, automate routine tasks, and 
significantly reduce debugging time, critics express apprehension 
about potential job losses and the ethical implications associated 
with accountability and transparency in AI-generated code [36]. In 
fact, these powerful applications of AI-driven code generation are also 
influencing computer science education.

Traditional programming approaches, which frequently rely on 
manual code writing, debugging, and learning the complexities of 
programming languages, might be replaced by teaching students 
how to interface with and manage AI-driven development tools. This 
change might result in a more efficient learning process, allowing 
students to handle more complex problems early in their education 
[37].

However, all these concerns and acceptance issues of Generative 
AI could be alleviated through a more comprehensive understanding 
of what precisely Generative AI entails. As introduced, we can 
technically refer to “Generative AI” as any process of producing any 
content by any AI technique. But the nuances obtained through this 
literature mapping offer a deeper view into this term.

By including the technique employed (generative modelling) in the 
definition of Generative AI, we focus on the process of generating new 
content from existing resources rather than on the generated content. 

It is crucial to understand that Generative AI is not some form of 
arcane magic but the procedure of training a model with input data. 
Its capacity to generate original content is based on learning patterns 
within the available data and then creating outputs that represent 
these patterns in new ways [18].

By demystifying Generative AI, it is possible to tackle its acceptance 
issues and address its potential challenges more pragmatically and 



Regular Issue

- 15 -

effectively. Understanding Generative AI as a data-driven tool rather 
than an omnipotent solution helps set realistic expectations of what 
it can accomplish. This viewpoint can facilitate us to successfully 
integrate AI into different domains without expecting utopian results, 
minimizing the disappointment that may occur when AI does not 
perform as anticipated.
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Abstract

To address the problems of scientific theory, common technology and engineering application of multimedia 
and multimodal information computing, this paper is focused on the theoretical model, algorithm framework, 
and system architecture of brain and mind inspired intelligence (BMI) based on the structure mechanism 
simulation of the nervous system, the function architecture emulation of the cognitive system and the complex 
behavior imitation of the natural system. Based on information theory, system theory, cybernetics and bionics, 
we define related concept and hypothesis of brain and mind inspired computing (BMC) and design a model 
and framework for frontier BMI theory. Research shows that BMC can effectively improve the performance of 
semantic processing of multimedia and cross-modal information, such as target detection, classification and 
recognition. Based on the brain mechanism and mind architecture, a semantic-oriented multimedia neural, 
cognitive computing model is designed for multimedia semantic computing. Then a hierarchical cross-modal 
cognitive neural computing framework is proposed for cross-modal information processing. Furthermore, a 
cross-modal neural, cognitive computing architecture is presented for remote sensing intelligent information 
extraction platform and unmanned autonomous system.
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I. Introduction

BRAIN and Mind inspired Intelligence (BMI) is an innovative 
bio-inspired computing based on bionics, which enlightened by 

cognitive function, neural structure and system behavior. BMI would 
realize state-of-the-art intelligence system which has advanced in 
computing ability, efficiency, and energy consumption. BMI will 
establish fundamental theories and models of neural cognitive 
computing, explore the algorithm and technology of the new 
generation computation, and research architecture and system of 
Artificial General Intelligence (AGI). The research contents of BMI 
include the intelligence scientific theory, brain-inspired algorithms 
and brain-like hardware for learning and processing. 

Although BMI has been an obvious success at present, it is far from 
reaching the general autonomous intelligence level, and it lacks the 
ability of multimedia perception and cross-modal cognitive in both 
models and algorithms. For the study of the brain-inspired algorithm, 
which one is brain-inspired cognitive simulation from the global 
macroscopic functional, the other is reverse engineering the brain-
like [1] neural structural emulation from the microscopic structures 
of neurons, synapses, and networks. However, there is still a lack of 
effective research how to assemble advanced function of the complex 
system from the local network in mesoscopic. There is still a long 
way to go to study the gap between natural intelligence and brain-

inspired intelligence [2]. Until now, the study of the brain-inspired 
model has not supported the uniform mind function such as sensation, 
perception, cognition and behavior.

A. Key Contribution of the Paper
To address the problems of scientific theory, common technology 

and engineering application of multimedia and multimodal information 
computing, this paper is focused on the theoretical model, algorithm 
framework and system architecture of BMI based on the structure 
mechanism simulation of nervous system, the function architecture 
emulation of cognitive system and the complex behavior imitation of 
natural system.

(1) We reviewed the current state, key trends and outstanding issues 
of BMI from brain research projects, mind research projects, 
statistical learning, cognitive computing, deep learning and 
neuromorphic computing.

(2) Based on information theory, system theory, cybernetics and 
bionics, the related concept of brain and mind inspired computing 
(BMC) are defined, and the hypothesis, model and framework of 
the frontier BMI theory are proposed.

(3) A semantic-oriented Multimedia Neural Cognitive Computing 
(MNCC) model is designed for multimedia semantic computing 
based on the brain mechanism and mind architecture. 

(4) A hierarchical Cross-modal Cognitive Neural Computing (CCNC) 
framework is proposed for cross-modal information processing. 

(5) Furthermore, a Cross-modal Neural Cognitive Computing (CNCC) 
architecture is presented for remote sensing intelligent information 
extraction platform and unmanned autonomous system.



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 8, Nº4

- 18 -

The rest of the work is structured as: Section II provides a 
research background, which deals with a literature review, including 
studies of BMI, brain and mind research project, statistical learning, 
cognitive computing, deep learning and neuromorphic computing. 
Section III  studies the relationship between the structure mechanism 
of the nervous system and the function architecture of the cognitive 
system, and then gives the definition of the BMI related concepts. 
Section IV gives the formal description and algorithm design of 
MNCC model and CCNC framework, and then gives the application 
results of engineering system based on CNCC architecture. Finally, 
we conclude our work and propose potential future work on this 
topic in Section V.

II. Related Work

A. Research Projects of Brain and Mind
With the development of Turing machine proposed in 1936 and 

the birth of first electronic computer ENIAC in 1946, the information 
technology has lay a foundation for realizing the dream of intelligent 
technology. However, since the concept of artificial intelligence was 
proposed in 1956, the related research fluctuates between success and 
failure. Many countries have made the significant investment in the 
scientific research of artificial intelligence in the past 66 years. Some 
initiatives and projects about intelligent behavior, brain and mind 
have been proposed respectively, such as Decade of the Brain (1990-
2000), Decade of the Behavior (2000-2010) and Decade of the Mind 
(2012-2022). In addition, brain research projects of some countries 
have been launched successively, such as US BRAIN Initiative, EU 
Human Brain Project, Japan Brain/MINDS, China Brain Project, Brain 
Canada, Australian Brain Initiative, Korea Brain Initiative and Israel 
Brain Technologies, etc.

The neuroscience methods for studying the brain and the cognitive 
science methods for studying the brain tend to fuse and interact. 
Elucidation of the neural mechanisms in brain and cognitive processes 
in mind allows us to understand mind principles, and facilitates the 
intervention and diagnosis of neurological and psychological diseases. 
It also contributes to the research of frontier scientific theories, the 
development of key technologies and the application of engineering 
systems of BMI, and provides the basis for a next generation artificial 
intelligence with design beyond von Neumann architecture.

B. Cognitive Computing
The Bayesian theory has an indispensable role in the statistical 

learning. The Bayesian mechanism of the brain has been validated 
by a lot of experimental results in psychology and neurophysiology. 
According to Bayesian probability, causal inference, and statistical 
theory, it can simulate the perception and cognitive process 
of visual and aural, which can construct a unified cognitive 
theoretical framework.

As a successful technique and powerful method, cognitive 
computing has existed for a long time, but it has been making a 
breakthrough in recent years. Literature [3] seeks nothing less than to 
discover, demonstrate, and deliver the core algorithms of the macaque 
monkey brain. Watson system based on DeepQA and transfer learning 
to simulate cognitive processes of mind such as learning, thinking and 
decision making.

However, traditional cognitive computing focuses on the simulaton 
of mind function, and lacks in-depth research on the emulation of 
brain structure mechanism, which makes it difficult to realize general 
artificial intelligence. In addition, the role of belief in automatic 
reasoning is worth exploring [4].

C. Neuromorphic Computing
There are two main ways to build general artificial intelligence, 

namely Brain-Inspired Computing (BIC) and Brain-Like Computing 
(BLC). BIC simulates and designs intelligent model inspired by top-
down brain function, including Artificial Neural Network (ANN) and 
deep learning. BLC emulates bottom-up brain structure to realize 
intelligent system. NeuroMorphic Technologe (NMT) includes 
three main forms: NeuroMorphic Engineering (NME) of neurons is 
established by sub-threshold analog circuit, NeuroMorphic Computing 
(NMC) [5] of spiking neural network is realized by digital system, and 
NeuroMorphic Device (NMD) of spiking neural network memristor-
based [6] is constructed with new memory materials.

Carver Mead envisioned build neuromorphic electronic systems 
based on analog VLSI (very large scale integration) circuits, which 
established a new paradigm in hardware computing of BLC [7]. Guided 
by brain-like ‘spiking’ computational frameworks, NMC is modeling 
and emulation of the bionic brain for machine intelligence-promises to 
realize artificial intelligence while reducing the energy requirements of 
computing platforms [8]. NMC mimics neuro-biological architectures 
by VLSI systems containing electronic analog circuits, which aiming 
at brain-like capabilities and efficiencies. 

Spiking Neural Networks (SNN) is also known as the third 
generation of neural network models, which increases the level 
of realism in a neural emulation. Spiking neurons model includes 
Hodgkin-Huxley, Leaky Integrate and Fire (LIF), Spike Response 
Model (SRM) and Izhikevich etc. Besides neuronal and synaptic state, 
SNN also incorporated the concept of time into their operating model. 
The SNNs exploit spatio-temporal information based on sparse and 
dynamic spiking event, and have advantage of low-power computing. 
The spiking neurons have a discontinuous activation function, and 
emit discrete spikes that are nondifferentiable; hence it cannot use 
directly the gradient-descent BackPropagation (BP) algorithm to 
training SNNs. Currently, the existing training methods for SNNs 
fall into three types: (1) unsupervised learning, such as spike-timing-
dependent plasticity (STDP), Hebbian learning; (2) supervised learning, 
such as SpikeProp, Remote Supervised Method (ReSuMe), FreqProp, 
ANN-to-SNN conversion, Spatio-Temporal BackPropagation (STBP) 
[9] and Quantum Superposition SNN (QS-SNN) [10]; (3) reinforcement 
learning, such as Spiking Actor-Critic(SAC) method, reinforcement 
learning through reward-modulated STDP.

At present, BMI has achieved remarkable achievements in the brain-
like neuronorphic technology. A large number of ‘Big Brain’ chips and 
systems have been designed, such as NeuroGrid [11], BrainScaleS 
[12], SpiNNaker [13], Darwin NPU [14], Tianjic [15], TrueNorth [16], 
Memristor, TPU [17], Loihi, DianNao [18] family, DishBrain [19], and 
DeepSouth [20]. In addition, synaptic efficacy and synaptic plasticity 
can be accomplished using emerging non-volatile memristive 
technologies such as resistive random-access memory (RRAM), phase-
change memory (PCM), floating-gate transistor, and memristive dot 
products. Furthermore, the much brain-inspired software system has 
been developed, such as SpikeNET, NEURON, GENESIS, BRAIN and 
NEST emulator etc. Compass is a multi-threaded; massively parallel 
functional emulator and a parallel compiler that mapping a network 
of Long Distance Pathways (LDP) in the brain to TrueNorth [21]. 
Literature [22] present neuron models of the brain as Spaun (semantic 
pointer architecture unified network) for Nengo, which can emulate 
the human tasks, such as image recognition, serial working memory, 
reinforcement learning, counting, question answering, rapid variable 
creation, and fluid reasoning.

However, as a key technology of BLC, NMT needs to be studied on 
the basis of understanding the structure and neural mechanism of the 
brain. Before the mechanism of neural system is not completely clear, 
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it is very difficult to realize NMT in algorithm principle and model 
design. NMT inspired by the brain promise fundamentally different 
ways to process information with extreme energy efficiency and the 
ability to handle the avalanche of unstructured and noisy data. So 
brain-inspired computing needs a master plan [23].

D. Deep Learning
Deep learning, also known as feature learning, benefits from 

the combination of big data and high-performance computing. 
The development of deep learning has gone through four stages: 
(1) McCulloch and Pitts put forward a neuron model for logic and 
computation in 1943, which created the first Computational Theory of 
Mind and Brain (CTMB) [24]; (2) Rosenblatt proposed perceptron for 
linear classification in 1958; (3) Multi-layer perceptron (MLP) based on 
BP algorithm is used to solve nonlinear problems; (4) Hinton proposed 
deep learning in 2006.

In essence, deep learning is also a classic neural computing of 
structuralist technology. Combined with the traditional machine 
learning algorithms of functionalist and behaviorist, it can effectively 
solve the problems of high energy consumption and low intelligence 
of the existing computing system. For example, AlphaGo improved the 
performance of the Go program with CNN, reinforcement learning, 
and Monte Carlo tree search algorithm [25],[26] It is mathematically 
equivalent to using an MLP after the convolutional layers. With 
the application of deep learning in engineering systems, cognitive 
mechanisms such as perception, attention, memory and emotion are 
widely used in the intelligent processing of multimedia such as image, 
video, audio and natural language. The more and more novel Deep 
Neural Network (DNN) were designed, such as Forward-Forward (FF) 
algorithm and capsule network [27], Generative Adversarial Network 
(GAN) [28]. For example, it can greatly improve the performance 
of machine translation and intelligent retrieval in natural language 
processing by the employed Recurrent Neural Network (RNN), Long 
Short-Term Memory (LSTM), Gated Recurrent Unit (GRU) [29], 
DeepFair [30], Encoder-Decoder model, Transformer [31] and GPT-3 
model with 175 billion parameters [32]. DNN is also a graph model 
in nature. Inspired by the great success of deep learning in machine 
learning tasks which are typically represented in the Euclidean space, 
Graph Neural Network (GNN) [33] is also introduced to solve the 
learning task of non-Euclidean domains.

However, as the most popular technology of BIC, deep learning is 
a black box model that lacks explainability. There are also technical 
bottlenecks in small samples and energy consumption, and it cannot 
be applied in the environment with high security requirements.

III. Scientific Theory Based on Brain and Mind Inspired 
Intelligence

For the study of brain and mind, semantic computing is a complex 
scientific problem in a visual or auditory scene. It has an essential 
enlighten to realize semantic computing of target recognition, 
and multimedia intelligent processing that the function, structure 
and social behavior of the cognitive framework and the neural 
mechanism. With the rapid engineering development of deep learning 
and cognitive computing in the field of artificial intelligence, more 
and more heuristic algorithms based on biological intelligence have 
emerged. However, there are essentially different from scientific 
theory research, technical route and method, and implementation of 
engineering and system among neuroscience, cognitive science and 
computing science. In order to solve the complex problem of audio-
visual semantic computation, the computational model is established 
urgently for mimicking the brain and mind, inspired by the framework 
of cognitive function and the mechanism of neural processing.

A. Definition of Related Concepts of Brain and Mind Inspired 
Intelligence

Currently, there are two research directions which have attracted 
much attention in BMI. One is the Brain Inspired Computing (BIC) 
method based on systematic behavior to simulate cognitive function, 
the other is the Brain Like Computing (BLC) method based on neuron, 
synapse or local network structure to emulate neural mechanism. 
Considering that brain inspired intelligence, BIC and BLC have no 
exact definitions at present, these terms may be confused with each 
other. This section explains their differences and strictly defines the 
concepts related to Brain and Mind inspired Intelligence Theory (BMI 
Theory).

Definition 1 (BII Theory). Brain Inspired Intelligence (BII) is an 
intelligent model, method and system that enlightened human brain 
and realizes brain inspired intelligence information processing.

Definition 2 (BIC Technology). Brain Inspired Computing (BIC), 
also known as mind inspired computing, is a computing method 
inspired by the principles of cognitive mechanisms and mental 
functions, which simulates mental models from the functional level, 
and explores and designs mind inspird intelligence algorithms.`

Definition 3 (BLC Technology). Brain Like Computing (BLC) 
is a network architecture that emulates the brain nervous system. It 
focuses on the emulation of the nervous system at the system structure 
level, and explores and designs brain like intelligence algorithms.

Definition 4 (BMI Theory). Brain and Mind inspired Intelligence 
(BMI) is an innovative bio-inspired computing intelligent scientific 
theory, intelligent technology and intelligent engineering based on 
bionics. The inspiration for establishing BMI theory comes from 
functional architecture of cognitive system, structural mechanism of 
nervous system, and complex behavior of natural system.

Definition 5 (BMC Technology). Brain and Mind inspired 
Computing (BMC) is a intelligent model, intelligent algorithm and 
intelligent system that mimicking brain structure, mind functional 
and human behavior at the same time. BMC researches intelligent 
theoretical model and algorithm of perceptual computing and 
cognitive computing, and realizes new generation brain inspired and 
mind like intelligent system.

BMC focuses on the structural simulation of nervous system, the 
functional emulation of cognitive system and the behavior imitation of 
natural intelligent system, so as to solve the compatibility of functional 
emulation and structural simulation of intelligent computing. Firstly, 
BMC emulates the network structure of nervous system and brain 
information processing architecture. Secondly, BMC simulates the 
functional principle and mental information processing model of 
cognitive system, Thirdly, BMC imitates the complex system behavior 
of natural intelligence.

Aiming at the unstructured and complex semantic processing of 
multimedia computing, we propose a multimedia neural cognitive 
computing model.

Definition 6 (MNCC Model). Multimedia Neural Cognitive 
Computing (MNCC) is to construct multimedia information processing 
model and algorithm for the purpose to solve the problems of semantic 
processing of unstructured, massive, multi-modal, and temporal-
spatial distribution in multimedia information. MNCC is a BMC model, 
which establishes a new generation of the multimedia information 
processing model and algorithms with cognitive computing of system 
behavior in macroscopic level, and neural computing of physiological 
mechanisms in microscopic level.

MNCC focuses on the perceptual computation and semantic 
cognitive processing of multimedia interactive information, especially 
on the feature extraction, content analysis and semantic computation 
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of visual media, auditory media, natural language and other media 
information. MNCC is a BMI model for multimedia intelligent 
processing based on the structure and mechanism of the nervous 
system, and the function and framework of the cognitive system.

In order to realize cross-modal content processing and solve the 
audio-visual cross-media computing problem, we further propose a 
cross-modal cognitive neural computing framework.

Definition 7 (CCNC Framework). Cross-modal Cognitive 
Neural Computing (CCNC) is cross-modal information processing 
framework and mind inspired cognitive computing method of cross-
media knowledge reasoning based on MNCC model. CCNC is a 
BMC framework, which mainly solves the problems of cross-modal 
semantic computing by the mechanism of multisensory integration 
and multimodal cooperative cognitive.

CCNC focuses on the information fusion of different perception 
media, and multimedia semantic correlation. It usually explores cross-
media computing methods based on temporal and spatial correlation. 
To overcome the bottleneck of cross-modal semantic computing, 
CCNC researches hierarchical framework and algorithm based on 
mind-inspired cognitive computing and brain-inspired deep learning.

Aiming at the problems of cross-modal target recognition in remote 
sensing intelligent information extraction platform, and cross-media 
semantic recognition in unmanned autonomous system, we further 
propose a cross-modal neural cognitive computing architecture.

Definition 8 (CNCC Architecture). Cross-modal Neural 
Cognitive Computing (CNCC) is a kind of system architecture of 
brain inspired cross-modal intelligence. On the basis of MNCC model 
and CCNC framework, CNCC adopts transfer learning, multi-modal 
cooperative cognitive mechanism of neural information and modal 
mutual information to design the information processing system 
architecture of cross-modal brain inspired intelligence at the level 
of cognitive computing, so as to solve the complex engineering 
application problems of cross-modal semantic computing and transfer 
learning.

CNCC architecture focuses on system engineering implementation 
of the media semantics cognition and cross-modal correlation. CNCC 
can be applied to cross-modal target recognition with different modal 
perception information, such as visible light, infrared, radar, sonar, etc.

B. Structure and Mechanism of the Nervous System
It are the source of bionic inspiration for the study of BMI theory 

that the structure and mechanism of the nervous system, and function 
and the framework of the cognitive system. There is a systematic 
study of the brain’s information processing mechanism in different 
disciplines. On the one hand, the neuroscience analysis brain 
mechanism of neural processing at the levels of the cortical structure 
and the neural circuits based on the white box method. On the 
other hand, cognitive science research model of mind’s information 
processing through cognitive function and the phenomenon based 
on the black box method. However, artificial intelligence of computer 
science realizes logic computation of a finite state machine based on 
Turing machine and Von Neumann architecture. Although computer 
science has made great advances, the principle, structure and function 
of brain, mind and computer are essentially different.

Behind the neurodynamic characteristics of brain structure and the 
emergence of social behavior of mental function, there are the basic 
laws of complex intelligent system. Generally, the neocortex of the 
cerebellum is the core component of intelligent processing in the field 
of neurocognitive science; the thalamus is the switch of information 
entry and selective attention; the limbic system and the hippocampus 
are the controllers for memory and emotion. The human central 
nervous system is composed of white matter and grey matter, and has 

the obvious symmetry and contralateral. The neocortex structure of 
the gray matter is similar to the digital-analog electronic processing 
unit with processing linear and nonlinear function. The LDP of the 
white matter made up the complex White Matter Network (WMN). 
It can be regarded as wiring diagram of neural processing. So the 
neocortex structure and WMN are very important for understanding 
the overall structure of the brain. The research on the computable 
model of nervous system includes Cortical Model (see Appendix A), 
LDPs and Neural Circuits (see Appendix B). Among them, Hierarchical 
Temporal Memory(HTM) [34] is very noteworthy (see Appendix C).

Fig. 1 is our WMN visualization of 48 brain regions form the high 
accuracy human brain LDP database in documents [35],[36], which 
consider WMN connection weights and nodes size. The analysis found 
that there were a large number of long-distance loops in the human 
brain WMN, and there were also a large number of connections 
between the thalamus and cortex. So the relay nuclei of the thalamus 
are a controller of the selective attention to sensory information, 
and the association nuclei of the thalamus are a switch of cortical 
processing information.

Fig. 1. WMN structures with connection weights visualization on 48 brain regions.

The hierarchy of cortical function and structure of neural pathways 
and circuits can provide significant evidence for the neural cognitive 
model. Neural circuits are the important material of relevance such 
as feedback, stochastic resonance, recurrence iterative, resonance, 
memory, emotion, attention, language, and thinking. It can inspire for 
build neural model that the hierarchical structure of cortical function, 
and the structure between the neural pathways and loops. Studies 
indicate that the central nervous system is a scale-free and small-
world complex network. On the basis of the WMN visualization and 
document [37],[38], we propose a simplified structure model of the 
whole brain WMN in Fig. 2.

C. Function and Architecture of the Cognitive System
Generally, the human’s mind activities involve many aspects 

in cognitive neuroscience. Specifically, it includes sensation (such 
as light, sound, touch, taste, smell, etc.), perception (such as seeing, 
hearing, feel, tasting, smelling, etc.), behavior (such as movement, 
reaction, choice, interaction, etc.), and cognition (such as attention, 
memory, emotion, logic, language, reasoning, understanding, problem-
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solving, planning, etc.). Cognitive science explores and studies the 
human thinking mechanism, especially the processing mechanism, by 
constructing cognitive models. It also provides a new architecture and 
technology for the design of intelligent systems.

In cognitive psychology, there are many cognitive frameworks 
such as ACT-R (Adaptive Control of Thought-Rational), SOAR 
(State, Operator And Result), ART (Adaptive Resonance Theory), 
synesthesia model, elementary perceiver and memorizer semantic 
network, human associative memory, GPS (General Problem Solver), 
PDP (Parallel Distributed Processing) and agent model. Among them, 
cognitive theory based on Bayesian probabilistic (see Appendix D) 
and perception, memory, and judgment mode [39] are very valuable 
cognitive architectures (see Appendix E). The computational theory 
based on the cognitive architecture can establish a cross-modal 
computing model of audio-visual media (see Appendix F).

Functional neuroimaging is an internal reflection of cognitive 
function, and it also is a technique for studying the cognition 
mechanism of the mind. Fig. 3 shows the results of our visual analysis 
of 48 cognitive functions in the neuroimaging database BrainMap 
(http://www.brainmap.org/taxonomy). BrainMap is a neuroimaging 
database of coordinate based functions and structures of the literature 
[40]-[42]. In general, the cognitive function of the human mind can be 
clearly found in the hierarchical structure.

Based on the visualization of cognitive function and the analysis, 
we proposed a framework for mind cognitive function (Fig. 4). Here, 
the cognitive process is mainly composed of perception pathway, 
motion controlled pathway, attentional controlled pathway, memory 
and emotion circuit, feeling and decision circuit,and judgment and 
control circuit etc.

D. ComputableTheoretical Hypothesis of Brain and Mind
Fig. 5 is our visualized analysis of the correlation between 48 brain 

regions and 48 cognitive functions in the human brain LDP database 
according to the literature [35],[36] In order to find the inherent law 
of neurocognitive, Fig. 6 is our simplification visualization of the 
correlation between 14 brain areas (includes 7 left brain areas and 7 
right brain areas) and 5 cognitive functions in the literature [43],[44]. It 
can be noted that it is essentially fully connected between the cognitive 
function and neural connections. Frontal lobe and basal ganglion are 

the centers of neural processing, and the perception and emotional are 
the core of cognitive function. Cognitive function is closely related to 
the frontal temporal lobe, the thalamus and basal ganglion are closely 
related to the emotion, which is the projection center of information. 
These results are consistent with the basic theories of neuroscience 
and cognitive science.

The relationship between the structure of nervous system and the 
function of cognitive system is complex system of information control, 
and the relationship is unity of opposites. On the one hand, neural 
structure determines cognitive function; on the other hand, cognitive 
function also restricts neural structure. Both determine the system’s 
intelligent behavior.

We can think that the structure of the brain nervous system and 
the function of the mental cognitive system constitute the “hardware” 
and “software” of the agent respectively, and the intelligent behavior 
of agents is generated by computational process. Fig. 7 shows the 
corresponding relationship among neural structure, cognitive 
function and intelligent behavior of the WMN in brain and mind. It 
is an isomorphic mapping between the brain structure of nervous 
system and mind function of cognitive system. Both of them reflected 
the different perspectives of the intelligent behavior.
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Fig. 5.  Visualization and analysis between 48 brain regions and 48 cognitive 
functions.
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According to the bionic principle and mechanistic, and based 
on the relationship between the structure, function, behavior and 
environment of natural intelligence, we proposes the following 
Cognitive Function and Information Hypothesis (CFI Hypothesis), 
Neural Structure and Control Hypothesis (NSC Hypothesis), and 
Complex System and Behavior Hypothesis (CSB Hypothesis) based on 
Function-Behavior-Structure(FBS) model [45] and SCI theory (system 
theory, cybernetics theory and information theory).

Hypothesis 1 (CFI Hypothesis). The mind function M comes from 
the organic combination of the modes of the cognitive system Ψ. As 
shown in Equation (1), cognitive function is produced by the orderly 
information processing by the system, which is an entropy reduction 
process (minimization of information entropy). Cognitive system can 
explore the function and processing mechanism of intelligence on a 
macroscopic level based on information theory.

 (1)

Hypothesis 2 (NSC Hypothesis). The brain architecture B 
depends on the network structure of nervous system N. As shown in 
Equation (2), the dynamic optimization and control strategy of nervous 
system structure S is the result of multiple iterations and joint actions 
of target expectation Te, feedback information Fi and environmental 
interaction Ev. The nervous system can study the structure and control 
principle of intelligence on a microscopic level based on cybernetics.

 (2)

Hypothesis 3 (CSB Hypothesis). Intelligent system is a complex 
nonlinear system with hierarchy. As shown in Equation (3), the 
intelligent behavior H is a process in which the module T processes 
the perceptual information layer by layer to realize the convex 
optimization computation C. Intelligent system can research the 
behavior and computational process of intelligence in mesoscopic 
level based on system theory. 

 (3)

According to the relationship between intelligent behavior, brain 
structure and mind function, Brain and Mind inspired Intelligence 
Hypothesis (BMI Hypothesis) can be proposed as follows.

Hypothesis 4 (BMI Hypothesis). Assuming that the nervous 
system Ν in brain B has structural S, the cognitive system Ψ in mind 
M has functional F, the natural system I has complex behavior H, and 
the computational model C has information processing process P, 
there is a homomorphic mapping Γ to realize brain and mind inspired 
intelligence (Equation 4).

 (4)

IV. Key Technologies and Engineering Applications of 
Brain and Mind Inspired Computing

A. Semantic-Oriented MNCC Model
In view of the similarity neocortical structures and cooperation 

of cognitive function, we propose the following Brain and Mind 
Mechanism Hypothesis (BMM Hypothesis) and Target Classification 
and Recognition Hypothesis (TCR Hypothesis).

Hypothesis 5 (BMM Hypothesis). It can be assumed that the 
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information processing mechanism of the neocortex is universal in 
the brain areas. The audio-visual and other sensory procession can 
be modeled by uniform cortical function, and it can be applied to 
prediction, learning, reasoning and other general problem solver.

Hypothesis 6 (TCR Hypothesis). It can realize that the object 
semantics computing by BMC methods. That is, it needs to emulate 
the hierarchical processing, and attention mechanism of the nervous 
system in low-level. It also needs to imitate the framework of memory 
and emotion in middle-level, and simulate the function of probabilistic 
and causality reasoning based on the cognitive framework and 
integrated in high-level.

It is very necessary to establish unified hierarchical theory in 
mechanism of integrating behaviorism (or actionism), functionalism 
(or symbolism) and structuralism (or connectionism) [46] Therefore, 
we constructed 4 layers Multimedia Neural Cognitive Computing 
(MNCC) model for semantics-oriented computing of BMI. Each of the 
layers is described as follows:

• Layer 0 (Hybrid computation layer based on mathematical model 
of endocrine, immune and neurochemical). 

The hybrid computation layer emulates biochemical brain 
intelligent by Artificial Endocrine System (AES), Artificial 
Immune System (AIS) and NeuroChemical System (NCS) such 
as necrohormones, neurotransmitter and neuromodulator (or 
neuropeptide).

• Layer 1 (Perceptual computation layer based on control models). 

The perceptual computation layer bionics realizes the cognitive 
function of perception and attention, which formed by the neural 
structure of thalamus, primary cortex of temporal lobe, parietal lobe 
and occipital lobe. The perceptual computation layer imitates motor 
brain intelligent of perceived behavioral control on archicortex. 

• Layer 2 (Neural computation layer based on structural models). 

The neural computation layer bionics realizes the cognitive 
function of memory, emotion and sensation, which formed by the 
neural structure of thalamus, secondary cortex of temporal lobe, 
parietal lobe and occipital lobe. The neural computation layer 
imitates emotional brain attention circuit, emotional circuit and 
memory circuit of the limbic system on paleocortex. The models of 
this layer had incremental learning based on emotion computing, 
reinforcement learning based on memory, deep learning such as 
SNN, DBN and CNN et. al. 

• Layer 3 (Cognitive computation layer based on functional models). 

The cognitive computation layer bionics realizes the cognitive 
function of perception, inference, prediction and judgment, which 
formed by the neural structure of frontal lobe, association cortex 
of temporal lobe, parietal lobe and occipital lobe. The cognitive 
computation layer simulates rational brain of hierarchical 
ensemble learning, subjective Bayesian cognitive learning, 
language, and thinking control in neocortex. The models of this 
layer had HMM, LDA, PGM et. al.

Semantic-oriented computing needs to research and discover 
the cortex structure of the nervous system, the network structure 
of the white matter, and the cognition function of the mind, 
such as hierarchical processing, incremental memory, emotional 
reinforcement, probability ensemble and so on. 

As Fig. 8 shows, a semantic-oriented MNCC model based on the 
neural structure and cognitive framework were proposed. MNCC 
model is designed based on the characteristics of neural cognitive 
information processing such as information transmission and 
feedback, hierarchical, distributed and parallel processing. It extracts 
semantic information from the representation media by multiple 

steps such as a region of interest (ROI) extraction, saliency target 
detection, object-oriented incremental recognition, multi-scale target 
reinforcement, hierarchical ensemble process and other steps.

B. Hierarchical CCNC Framework
In view of the hierarchical of the natural media such as audio and video, 

high-level features can be achieved through the combination of low-level 
features. There are hierarchical structures in the language text such as 
words, sentences, paragraphs, and documents. There are hierarchical 
structures in a speech sound, for instance, sampling, phonemes, 
syllables, and words. Similarly, there are hierarchical structures in the 
natural images, for example, pixels, edges, shapes, textures, objects and 
scenes. From the related research of cognitive science and neuroscience, 
the information processing of cognitive function and neural structure 
also has a similar hierarchical structure. Considering the hierarchy of 
neural cognitive for semantic computing, Fig. 9 is our further improved 
hierarchical CCNC framework based on MNCC.

The hierarchical CCNC framework is designed based on the Brain and 
Mind inspired Computing Hypothesis (BMC Hypothesis) as follows.

Hypothesis 7 (BMC Hypothesis): The computing system can 
be layered in hybrid computation, perceptual computation, neural 
computation, and cognitive computation to realize general artificial 
intelligence. That is, it can emulate low-layer perception computing 
process based on saliency mechanism and swarm intelligence. It can 
imitate the middle-layer of hierarchical feature computing process based 
on deep learning, reinforcement learning, and incremental learning. It 
also can simulate high-layer hierarchical decision process based on 
probability reasoning, causality reasoning, and ensemble learning.

The goal of CCNC mainly solves the problems of multimodal 
semantic and cross-modal computing. Based on the 4 layers of the 
MNCC model, the CCNC framework extends it into 7 sub-layers and 1 
hybrid layer, which can realize the semantic computing function. Each 
layer is described as follows:

L0 Hybrid computation layer

This layer is designed and implements the dynamic I/O regulation 
according to the prior rules and inhibition and excitation mechanism 
of AES and AIS. It can also inhibit or excite to other layers by NCS.

L1 Perceptual computation layer

L1.1 This sub-layer realizes pre-processing of perceptual information.

L1.2

This sub-layer imitates attention mechanism of the thalamus-cortical 
circuit and extracts the saliency features from the media target based 
on sparse representation.

L2 Neural computation layer

L2.1

This sub-layer emulates the hierarchical structure of cortical 
columns, and constructs the semantic classifier based on deep 
learning.

L2.2

This sub-layer emulates the emotional reward and punishment 
mechanism of the limbic system, and realizes the function of the 
semantic reinforcement learning.

L2.3

This sub-layer emulates the memory mechanism of the cortex-
hippocampus system and realizes the function of the incremental 
semantic learning.

L3 Cognitive computation layer

L3.1

This sub-layer simulate the theory of mono-modal cortical column 
and Bayes subjective probability to realize semantic cognition 
computing.

L3.2

This sub-layer simulate the information integration multi-modal 
cortical column to realize semantic ensemble learning of multiple 
classifiers.
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TABLE I. The Symbol of CCNC Framework and Its Implication

Symbol Types Implication

MM Multidimensional 
matrix set

Media set(include image, audio, text, and 
video)

Ma Tensor Media data

SC Algorithm Saliency computation

Sa Sparse tensor Temporal saliency feature (sparse 
representation)

Sv Sparse tensor Spatial saliency feature (sparse 
representation)

DL Algorithm Deep learning algorithm

IL Algorithm Incremental learning algorithm

RL Algorithm Reinforcement learning algorithm

EL Algorithm Ensemble learning algorithm

CC Algorithm Cognitive computing algorithm

Cp Set Target semantics

Ct Vector Features of temporal perception (probability 
topic)

Cs Vector Features of spatial perception (probability 
topic)

Fa Sparse matrix Features of temporal senses (probability 
distribution)

Fv Sparse matrix Features of spatial senses (probability 
distribution)

Ma Sparse matrix Time increment of DNN

Mv Sparse matrix Space increment of DNN

Mt Vector Time increment of cognitive topic

Ms Vector Space increment of cognitive topic

Mp Vector Feedback information of incremental 
learning 

Mn Vector Attention increment of saliency 
computation 

Es Parameter Reinforcement feedback of saliency 
computation 

Ei Parameter Incremental feedback of memory

EH Set Endocrine molecules which effect on input 
and output

SS Set Semantic state of chemical solution

TS Mapping Reaction rule

The hierarchical CCNC framework can be described by following 
the 7-tuple <SC, EL, IL, RL, DL, CC, EH>. It is mapping processing 
that the CCNC framework training and recognition, which can be 
described following Equation (5).

 (5)

The symbols and illustration of the hierarchical CCNC framework 
in Fig. 9 and Formula 5 are shown in Table I.

The formal semantics of CCNC framework based on CHemical 
Abstract Machine (CHAM) presented in Appendix G. The algorithms 
description for semantic learning and recognition of hierarchical 
CCNC framework presented in Appendix H.

C. System Applications of CNCC Architecture
A wide range of applications of semantic-oriented MNCC 

model and hierarchical CCNC framework would be identified such 
as unmanned autonomous system and search engines of cross-
media intelligent [53]. It would have profound significance for the 
exploration and the realization of the BMC. With the development 
of software defining satellite, on-board software urgently needs 
high productivity computing to solve the problem of remote sensing 
intelligent information extraction. 

We established a Cross-modal Neural Cognitive Computing (CNCC) 
architecture based on MNCC model and CCNC framework. CNCC 
can provide high productivity intelligent algorithms and toolkits 
for remote sensing information extraction. As Fig. 10 shows, CNCC 
architecture had been applied to the algorithms of scene classification, 
target detection and target recognition of high-resolution remote 
sensing images [51]. 

V. Discussion

In order to verify the application performance based on BMC in 
remote sensing information extraction. Table II lists the experimental 
results of our previous research on scene classification, target detection 
and target recognition based on the CNCC architecture.

TABLE II. The Experimental Results Sematic Recognition Based on 
CNCC Architecture.

Sematic 
recognition Datasets Model /

Method
AP
(%)

OA
(%)

PD
(%)

FAR
(%)

MDR
(%)

Scene 
classification [47] 

HRSS
MNCC/

SC-MNCC
84.73

Scene 
classification [47]

UCMLU
MNCC/

SC-MNCC
88.26

Sonar target 
classification [48]

SITC
CCNC/
SABP

91.11

Target detection 
[49]

HRSHTD
MNCC/

SLS-CNN 
95.00 8.00 5.00

Ship detection 
[50]

SAR
CCNC/
SD-SNN

91.63 9.48 11.02

Tank recognition 
[51]

MSTAR
CCNC/

TCR-EL-
DHMM

99.90 99.88

Target 
recognition [51]

HSTCR
CCNC/

TCR-IREL-
OOMS

97.00 96.93

Hyperspectral 
image 

classification [52]
IP

CCNC/
SABP

99.31 98.21

The Average Precision (AP) of scene classification algorithm based 
on MNCC model is up to 84.73% on High-resolution Satellite Scene 
(HRSS) dataset of Wuhan University and reaches 88.26% on University 
of California Merced Land Use (UCMLU) dataset. For target detection 
algorithm based on MNCC model on High-resolution Remote Sensing 
Harbor Target Detection (HRSHTD) dataset, the average Probability 
of Detection (PD) is 91.63%, False Alarm Rate (FAR) is 8.37%, and 
Missed Detection Rate (MDR) is 9.35%. 

The experimental results show that AP and Overall Accuracy 
(OA) of target classification algorithm based on CCNC framework 
are 96.93% and 97.00% on High-resolution Ship Target Classification 
and Recognition (HSTCR) dataset, respectively [51]. It also reaches 
99.90% and 99.88% on Moving and Stationary Target Acquisition and 
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Recognition (MSTAR) dataset, respectively. It shows that the CNCC 
architecture can address the problem of semantic learning on remote 
sensing image, which is complex ground objects. 

This research shows that the semantic oriented MNCC model 
and the hierarchical CCNC framework designed by us based on 
brain mechanism and mind architecture can effectively improve the 
semantic processing performance of multimedia and cross-modal 
information, such as target detection, target classification and target 
recognition.

VI. Conclusion

To address the problems of scientific theory, common technology 
and engineering application of multimedia and multimodal 
information computing, we are focused on the theoretical model, 
algorithm framework and system architecture of BMI based on the 
structure mechanism simulation of nervous system, the function 
architecture emulation of cognitive system and the complex behavior 
imitation of natural system. 
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Based on information theory, system theory, cybernetics and 
bionics, we define the concepts of BMC and propose the assumptions 
of BMI. Aiming at scientific problems of BMI modeling, the cortical 
models and nervous system structure in human brain WMN had been 
analyzed; the hierarchy characteristic of architecture and cognitive 
system function in mind had been explored. The relationship 
between nervous system and cognitive framework for BMI had also 
summarized. Then hierarchical CCNC framework is proposed based 
on the MNCC model, and the rationality of the hierarchical CCNC 
framework is formally analyzed based on CHAM. The semantic 
learning and recognition algorithm of our models are given. Our 
research on remote sensing intelligent information extraction and 
cross-media information retrieval shows that the scene classification, 
target detection, target classification and target recognition based on 
BMC algorithm have very high performance. 

The BMI theory proposed can be widely used in high-resolution 
earth observation system and cross-media search engine and other 
applications. Looking to the future, CNCC architecture will be 
applied to more cross-modal intelligence information perception of 
unmanned autonomous systems and platforms, such as Unmanned 
Ground Vehicle (UGV), Unmanned Aerial Vehicle (UAV), Unmanned 
Surface Vehicle (USV), Unmanned Underwater Vehicle (UUV), 
Software Defined Satellite (SDS), intelligent robot and other 
unmanned autonomous equipment. The next step is to improve the 
BMI theoretical system, overcome the key technologies of BMC, and 
realize the state-of-the-art application of complex systems based on 
CNCC architecture.
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Appendix

A. Cortical Model
There are three types of nervous system models: description model 

of nervous system, neural mechanism model, and interpretation model 
of neural function. The description model quantitatively describes 
nervous system based on the experimental data. The mechanism 
model emulates nervous system how to run. The interpretation 
model explores the basic principles of the nervous system, and the 
construction of the nervous system why so run. Typical nervous 
system models include neuron model, synaptic model, cortical model 
and structural model of the nervous system.

According to the evolutionary hypothesis of the triune brain [54], 
Paul MacLean divides the model of human brain structure and function 
into 3 specific regions: archicortex, paleocortex and neocortex. The 
archicortex originates from motor brain (reptilian), which cortical 
cortical structure is not very obvious. The paleocortex of the 
emotional brain (paleomammalian) lies in limbic system consists of 3 
layers of neurons. The neocortex consists of 6 layers of neurons, which 
accounted for 90% of the area of the rational brain (neomammalian). 
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The triune brain hypothesis is a controversial and extremely simplified 
model [54], [55]. Generally, the neocortex can be divided into primary 
areas, secondary areas, association areas in function.

The layer structure of 3 types cortical areas [55], [56] as showed in 
Fig. 11. The research shows that 6 layers of the neocortex have different 
functions. For example, the L4 layer receives inputs information. The 
L2 and L3 layers make up a local circuit for information processing. The 
L1 layers achieve intersection and inhibition projection information of 
internal neurons, and information output from the L5 and L6 layers.
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Fig. 11.  Cortical structure.

Most studies suggest that neocortex has the similar structure in 
vision area, audition area, and association area. Cortical columns are 
a basic unit for information processing in neocortex. Cortical columns 
have the phenomenon of hierarchical processing and the mechanism 
of lateral inhibition of each other. Micro-columns consist of local 
circuits in neocortex. Physical stimuli are perceived and encoding to 
generate neural spiking coding by visual-auditory sensory neurons. 
The micro-column is feature detection, and macro-column or super-
column makes up of micro-columns to process special information 
and generates some cognitive functions. The spiking probability 
is propagating among micro-columns. Micro-columns collect 
information from lower neighbor micro-columns and disseminate 
information from upper neighbor micro-columns [43]. At the same 
time, it also receives feedback information from LDP, and prediction 
information from an upper neighbor.

1. Temporal-Spatial Structure of Micro-Column Node
For simplicity in the model design, we firstly merge micro-column 

with 6 nodes (Fig. 12(a)) to micro-column with 3 nodes (Fig. 12(b)). 
The middle layer (L4) receives the input information. The lower 
layers (L5 and L6) send output information, and the upper layers (L1, 
L2, L3) process information. In fact, cortex information processing 
has the spatial-temporal property. So we further simplify the model 
structure with 2 nodes. It is noted that this simplification does not lose 
the advantage of bionics. For instance, the node is double structure 
in HTM, RBM, SVM and so on. As shown in Fig. 12(c), S mimicking 
functions from L1 to L4, and simulates memory and spatial patterns 
process [43]. T mimicking functions of L5 and L6, and simulates 
memory and temporal patterns process. Both nodes S and T memories 
belief which comes from owner and other nodes.

2.  Hierarchical Network Architecture of Super-Column
According to neurocognitive system hierarchical architecture 

and temporal-spatial locality, super-column architecture also uses 
hierarchical, multi-level, and bidirectional mapping structure. Super-
column composed by a micro-column with principles of “the same 
layer collaborative” and “hierarchical processing” (Fig. 13) [43].
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Fig. 13.  The structure model of the super-column.

B. Long DistancePathways and Neural Circuits
According to the whole brain LDP database, the frontal lobe has 

the core nodes, and the thalamo-cortical projection system is the key 
connection in network structure of the human’s brain. Both human 
visual system and human auditory system have a dual stream model: 
dorsal and ventral pathway, as shown in Fig. 14. “What” is happening in 
the dorsal pathway, and “where” is happening in the ventral pathway.
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Fig. 14.  The dorsal and ventral pathway in human visual system (left) and 
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The high accuracy human brain LDP database based on the 
experimental data taken from documents was constructed. Fig. 
15 shows the pathways model in human visual system and human 
auditory system [35]-[38]. 
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Fig. 15.  The processing pathway model of human visual system (up) and 
human auditory system (down).

C. Hierarchical Temporal Memory
Hierarchical Temporal Memory (HTM) model [34] is a kind of 

neocortex structure and function by Jeff Hawkins and Dileep et al. 
It adopted Bayesian Belief Propagation (PBP) theory to explain the 
neocortex process of recognition and reconstruction (Fig. 16). In 
order to further simulate the structure of the neocortex, the concept 
of the cognitive domain of sparse distributed representation and 
other neuroscience concepts, such as the dendrites, synapses, and so 
on, is introduced. It proposed Cortical Learning Algorithm (CLA) in 
HTM, and its fundamental idea is hierarchy structure, and invariant 
representations of spatial patterns and temporal patterns and 
sequence memory.
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Fig. 16. HTM model.

D. Cognitive Theory Based on Bayesian Probabilistic
Since the Bayesian proposed the probabilistic theory in 1963, 

the probability reasoning and decision-making of the uncertainty 
information had become an important content of the researches on the 
objective probability and cognitive processing. Bayesian rule describes 
the likelihood between the priori probability (marginal probability) 
P(xi) and the posterior probability (conditional probability) of the 
historical information P(xi|xj) The Bayesian rule provides a method 
for modifying and reasoning about the probability distribution of the 
subjective judgment P(xi) for observed phenomena. If xi, xj is condition 
independent, the sum-product rule can be can be derived by Bayesian 
inference as follows Equation (6).

 (6)

It is the mainstream method of machine learning and reasoning 
depending on the uncertainty representation of the probability, the 
Bayesian rule, and the extension model. Cognitive researchers use 
Bayesian brain model [57] to simulate the cognitive process and 
model of mind. It is investigated cognitive processing law of subjective 
probability estimation by a probability model. Bayesian brain theory 
believes that the brain is a predictive machine, and cognition is the 
process of probability calculation.

E. Perception, Memory and Judgment Model
Cognitive science researchers think that between the cognitive of 

the human mind and the computer information is similar in processing 
process. They are establishing cognitive computing theory according 
to computers to simulate human cognitive processes. It is research and 
analyses the processes and principles of human cognition, discover 
the main stages and pathways of cognitive processes, and establish the 
relationship between cognitive processes and computing workflow.
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Fig. 17.  PMJ model.

Fig. 17 is a cognitive computing model, which is constructed based 
on Perception, Memory and Judgment (PMJ) model from literature [39], 
[58]. Cognitive processing mainly consists of 3 stages which include 
perception (a1), memory (b1) and judgment (c1) in PRJ model. There 
are 3 pathways, summarized as the fast processing pathway (f1), the 
fine processing pathway (d1, d2 and d3), and the feedback processing 
pathway (e1 and e2). The perception, memory and judgment of the 
cognitive process are respectively corresponding with time dependent 
mapping that the analysis of the computational process (A), modeling 
(B) and decisions (D) as follows Equation (7).

 (7)

F. Cognitive Architecture for Media Computing
As Fig. 18 shows that the cognitive framework for brain-inspired 

processing of audio-visual can be divided into four steps [44]. That is, 
computation and simulation of cortical columns belief, computation 
and simulation of control information of thalamus for attention, 
computation and simulation of control information of limbic system 
for emotion, and computation and simulation of control information 
of spatio-temporal semantic caching of hippocampus for memory.
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The whole strategy of the media information processing process 
is training and reinforcement layer by layer. It includes 2 steps pre-
learning algorithm in waking (PLAW) and precisely adjust algorithm 
in sleeping (PAAS) as follows: 

1. PLAW mimics cognitive function is controlled by emotion and 
memory under the waking state. It is unsupervised training and 
using bottom-up and to pre-process input information of temporal 
media A and spatial media V step by step, and generate a set of 
MNCC initial parameters.

2. PAAS mimics cognitive function of sleeping state when thalamus 
closed the input information of temporal media A and spatial 
media V. It is supervised training, and top-down adjusts and 
optimizes internal parameters with hierarchical reinforcement 
learning strategies under the memory and emotional control. 

The reward function of the limbic system is designed by the 
“principle of lowest energy” and “maximizing benefit” of the system. 
That is, rewarding successes and punishing failure.

G. Formal Semantics of CCNC Framework Based on Chemical 
Abstract Machine

The mind and brain is the physical and chemical reaction of biology. 
In order to analyze rationality of CCNC architecture, the CHemical 
Abstract Machine (CHAM) [59],[60] was employed. CHAM is a kind 
of description language architecture for parallel and dynamic software 
architecture analysis and testing. CHAM describes intelligent system 
architecture with molecules EH (e.g., hormones, neurotransmitters, 
and receptors), solution SS (e.g., state, semantic) and rules TS (e.g., 
knowledge, association, mapping). The CHAM molecular EH denoted 
factors of the chemical systems such as hormones, receptors, and 
transmitters, which affect the function of the physical system in the 
nervous system and cognitive architecture.

EH=EHSC, EHDL, EHRL, EHIL, EHCC, EHEL

The connecting elements C, processing elements TS (such as 
knowledge, rule, association, and mapping) and data elements D was 
defined as follows:

M::=TS|C◊EH|EH◊C|EH◊EH

C::=i(D)|o(D)|g(EH)|d(EH)

TS::=SC|IL|EL|RL|DL|CC

D::=Mi|Sa|Sv|Fa|Fv|Ma|Mv|Ms|Mt|Mp|Ei|Es|Cs|Ct|Cp|EH

where i(.) denoted the input, o(.) denoted the output, g(.) denoted 
the effects on the system input of the generation of hormones and 
transmitters, d(.) denoted the effects on the system output of the 
receptors receiving hormone and transmitter. The initial solution SS 
was defined as follows:

SS = SSSC//SSDL//SSCC//SSEL//SSRL//SSIL

where sub-solution is denoted as follows:

SSSC = {|i(Mi) ◊ i(Mn) ◊ i(Es) ◊ g(EHSC) ◊ SC ◊ o(Sa) ◊ o(Sv) ◊ 
d(EHSC)|}

SSDL = {|i(Sa) ◊ i(Ma) ◊ g(EHDL) ◊ DL ◊ o(Fa) // i(Sv) ◊ i(Mv) ◊ DL 
◊ o(Fv) ◊ d(EHDL)|}

SSRL = {|i(Cp) ◊ g(EHRL) ◊ RL ◊ o(Ei) ◊ o(Es) ◊ d(EHRL)|}

SSIL = {|i(Ei) ◊ i(Cp) ◊ g(EHIL) ◊ IL ◊ o(Mp) ◊ o(Ma) ◊ o(Mv) ◊ 
o(Mt) ◊ o(Ms) ◊ d(EHIL)|}

SSCC = {|i(Fa) ◊ i(Mt) ◊ g(EHCC) ◊ CC ◊ o(Ct) ◊ d(EHCC) // i(Fv) ◊ 
i(Ms) ◊ g(EHCC) ◊ CC ◊ o(Cs) ◊ d(EHCC)|}

SSEL = {|i(Ct) ◊ i(Cs) ◊ i(Fa) ◊ i(Fv) ◊ g(EHEL) ◊ EL ◊ o(Cp) ◊ 
d(EHEL)|}

The intermediate solution SM after the reaction was defined as 
follows:

SM = SMSC // SMDL // SMCC// SMEL // SMRL // SMIL

where the sub-solution is denoted as follows:

SMSC = {|SC ◊ i(Mi) ◊ i(Mn) ◊ i(Es) ◊ g(EHSC) ◊ o(Sa) ◊ o(Sv) ◊ 
d(EHSC)|}

SMDL = {|DL ◊ i(Sa) ◊ i(Ma) ◊ g(EHDL) ◊ o(Fa) // DL ◊ i(Sv) ◊ i(Mv) 
◊ o(Fv) ◊ d(EHDL)|}

SMRL = {|RL ◊ i(Cp) ◊ g(EHRL) ◊ o(Ei) ◊ o(Es) ◊ d(EHRL)|}

SMIL = {|IL ◊ i(Ei) ◊ i(Cp) ◊ g(EHIL) ◊ o(Mp) ◊ o(Ma) ◊ o(Mv) ◊ 
o(Mt) ◊ o(Ms) ◊ d(EHIL)|}

SMCC = {|CC ◊ i(Fa) ◊ i(Mt) ◊ g(EHCC) ◊ o(Ct) ◊ d(EHCC) // CC ◊ 
i(Fv) ◊ i(Ms) ◊ g(EHCC) ◊ o(Cs) ◊ d(EHCC)|}

SMEL = {EL ◊ | i(Ct) ◊ i(Cs) ◊ i(Fa) ◊ i(Fv) ◊ g(EHEL) ◊ o(Cp) ◊ 
d(EHEL)|}

The 6 important basic rules for the solution reaction (state 
transition) were defined as follows:

TSSC ≡ i(Mi) ◊ i(Mn) ◊ i(Es) ◊ g(EHSC) ◊ SC, o(Sa) ◊ o(Sv) ◊ d(EHSC) 
◊ SC → SC ◊ i(Mi) ◊ i(Mn) ◊ i(Es) ◊ g(EHSC), SC ◊ o(Sa) ◊ o(Sv) 
◊ d(EHSC)

TSDL ≡ i(Sa) ◊ i(Ma) ◊ g(EHDL) ◊ DL, o(Fa) ◊ d(EHDL) ◊ DL, i(Sv) ◊ 
i(Mv) ◊ g(EHDL) ◊ DL, o(Fv) ◊ d(EHDL) ◊ DL → DL ◊ i(Sa) ◊ i(Ma) 
◊ g(EHDL), DL ◊ o(Fa) ◊ d(EHDL), DL ◊ i(Sv) ◊ i(Mv) ◊ g(EHDL), DL 
◊ o(Fv) ◊ d(EHDL)

TSRL ≡ i(Cp) ◊ g(EHRL) ◊ RL, o(Ei) ◊ o(Es) ◊ d(EHRL) ◊ RL → RL ◊ 
i(Cp) ◊ g(EHRL), RL ◊ o(Ei) ◊ o(Es) ◊ d(EHRL)
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TSIL ≡ i(Ei) ◊ i(Cp) ◊ g(EHIL) ◊ IL, o(Mp) ◊ o(Ma) ◊ o(Mv) ◊ o(Mt) 
◊ o(Ms) ◊ d(EHIL) ◊ IL → IL ◊ i(Ei) ◊ i(Cp) ◊ g(EHIL), IL ◊ o(Mp) 
◊ o(Ma) ◊ o(Mv) ◊ o(Mt) ◊ o(Ms) ◊ d(EHIL)

TSCC ≡ i(Fa) ◊ i(Mt) ◊ g(EHCC) ◊ CC, o(Ct) ◊ d(EHCC) ◊ CC, i(Fv) ◊ 
i(Ms) ◊ g(EHCC) ◊ CC, o(Cs) ◊ d(EHCC) ◊ CC → CC ◊ i(Fa) ◊ i(Mt) 
◊ g(EHCC), CC ◊ o(Ct) ◊ d(EHCC), CC ◊ i(Fv) ◊ i(Ms) ◊ g(EHCC), 
CC ◊ o(Cs) ◊ d(EHCC)

TSEL ≡ i(Ct) ◊ i(Cs) ◊ i(Fa) ◊ i(Fv) ◊ g(EHEL) ◊ EL, o(Cp) ◊ d(EHEL) 
◊ EL → EL ◊ i(Ct) ◊ i(Cs) ◊ i(Fa) ◊ i(Fv) ◊ g(EHEL), EL ◊ o(Cp) 
◊ d(EHEL)

The rules TSSC denoted the saliency computation of the attention 
mechanism in thalamic-cortical circuits. Thalamic-cortical projection 
is an important infrastructure of brain function, and the thalamus 
plays an important role in the attention mechanism. Selective 
attention can reduce the influence of curse of dimensionality by 
saliency mechanism. In order to realize the saliency computation, this 
process focuses on the attention mechanism of the thalamic-cortical 
circuit and establishes the scheme of the saliency feature extraction. 
This rule mapping between the media MM and the spatial-temporal 
saliency features <Sa, Sv> was indicated as follows Equation (8).

  (8)

The rules TSDL denotes the senses feature learning based on the 
hierarchical structure of the cortex. A cortical column is the basic 
unit of cognitive function. The cortex cognitive function is deep 
learning algorithm research basis and inspires how to realize the 
target classification and recognition. We can emulate the processing 
mechanism of the multi-layers architecture of the cortical column, and 
design the hierarchical semantic classifier. The probability distribution 
of the spatial-temporal senses features <Fa,Fv> was computed with 
media objects saliency features as follows Equation (9).

  (9)

The rules TSCC denoted perceptual features computation based on 
probabilistic cognition. The computation process of the perceptual 
feature is building the mapping between Bayesian probability 
distribution of spatial-temporal senses features <Fa,Fv> and spatial-
temporal perceptual features <Ct, Cs> as follows Equation (10).

  (10)

The rules TSEL denoted target recognition based on multi-modal 
perception integration. It realizes the Ensemble Learning (EL) of 
multi-modal perception information and the final decision making of 
target semantic recognition. The core mission of target recognition is 
to establish the mapping between spatial-temporal senses-perceptual 
features <Ct, Cs, Fa, Cp, Fv> and target semantic labels as follows 
Equation (11)..

 (11)

The rules TSRL denoted the reward and punishment of emotion in 
the limbic system. It is the Reinforcement Learning (RL) basis that the 
emotions control of reward and punishment in the limbic system. The 
aim of simulating emotion control of rewards and punishment is to 
establish a stable and optimal target semantic. This rule solves errors 
minimization paradigm between the target semantic expectation 
Cp and the saliency feedback (Ei and Es) was defined as as follows 
Equation (12).

  (12)

The rules TSIL denoted the control of the memory system. The 
essence of semantic mapping is the memory and prediction for the 
spatial-temporal pattern. The material base for intelligent prediction 
includes the memory processing architecture of cortex-hippocampus 
circuits and its spatial-temporal pattern. This rule imitated mechanism 
of memory control, and storage and prediction of the historical 
information. The rules employed Incremental Learning (IL) method to 
control incremental knowledge. It includes the incremental of DNN’s 
spatial-temporal features <Mt,Ms>, the incremental of cognitive topic 
spatial-temporal features <Mt,Ms>, and memory feedback Mp of 
incremental learning as follows Equation (13).

  (13)

H. Algorithms Description for Semantic Learning and 
Recognition of Hierarchical CCNC Framework

The hierarchical CCNC framework semantic learning algorithm is 
dynamic process. It includes the following 8 steps as follows:

1: It achieves spatial-temporal saliency features computation based on 
SNN according to the rules of TSSC.

SSSC // SSDL // SSCC // SSEL // SSRL // SSIL → SMSC // SSDL // SSCC // SSEL // 
SSRL // SSIL

2:
It achieves target semantic learning of hierarchically integrated 
cognition based on deep learning and cognitive computing, including 
3 dynamic processes as follows:

3: It realizes spatial-temporal senses features computation of DNN 
according to the rules of TSDL.

SMSC // SSDL // SSCC // SSEL // SSRL // SSIL → SMSC //SMDL // SSCC // SSEL 

// SSRL // SSIL

4: It realizes spatial-temporal perception features computation of 
hierarchical topic model according to the rules of TSCC.

SMSC // SMDL // SSCC // SSEL // SSRL // SSIL → SMSC // SMDL // SMCC // 
SSEL // SSRL // SSIL

5:
It realizes ensemble learning of objects semantic labels based on 
ensemble learning (such as AdaBoost et.al.) according to the rules 
of TSEL.

SMSC // SMDL // SMCC // SSEL // SSRL // SSIL → SMSC // SMDL // SMCC // 
SMEL // SSRL // SSIL

6:
It achieves incremental computation and feedback of reinforcement 
learning based on object-oriented and multi-scale, including 2 
dynamic processes as follows:

7: It realizes multi-scale feedback computation of hierarchy 
reinforcement learning according to the rules of TSRL.

SMSC // SMDL // SMCC // SMEL // SSRL // SSIL → SMSC // SMDL // SMCC // 
SMEL // SMRL // SSIL

8:
It realizes the temporal-spatial computation of object-oriented 
target based on online incremental learning according to the rules 
of TSIL.

SMSC // SMDL // SMCC // SMEL // SMRL // SSIL → SMSC // SMDL // SMCC 

// SMEL // SMRL // SMIL

The hierarchical CCNC framework semantic recognition algorithm 
is also dynamic process. It includes the following 5 steps as follows:
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1: It achieves the saliency feature computation of sparse representation 
of SNN.

SSSC // SSDL // SSCC // SSEL // SMRL // SMIL → SMSC // SSDL // SSCC // SSEL // 
SMRL // SMIL

2:
It achieves target recognition of hierarchically integrated cognition 
based on deep learning and cognitive computing, including 3 
processes as follows:

3: It realizes spatial-temporal senses feature computation of DNN 
according to the rules of TSDL.

SMSC // SSDL // SSCC // SSEL // SMRL // SMIL → SMSC // SMDL // SSCC // 
SSEL // SMRL // SMIL

4: It realizes spatial-temporal perception features computation of 
hierarchical topic model according to the rules of TSCC.

SMSC // SMDL // SSCC // SSEL // SMRL // SMIL → SMSC // SMDL // SMCC 

// SSEL // SMRL // SMIL

5:
It realizes ensemble computation of objects semantic labels based 
on ensemble learning (such as AdaBoost et.al.) according to the 
rules of TSEL

SMSC // SMDL // SMCC // SSEL // SMRL // SMIL → SMSC // SMDL // 
SMCC// SMEL // SMRL // SMIL
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Abstract

Bird species identification is becoming increasingly crucial for avian biodiversity conservation and assisting 
ornithologists in quantifying the presence of birds in a given area. Convolutional Neural Networks (CNNs) 
are advanced deep learning algorithms that have proven to perform well in speech classification. However, 
developing an accurate deep learning classifier requires a large amount of data. Such a large amount of data 
on endemic or endangered creatures is frequently difficult to gathered. Also, in some other fields, such as 
bioinformatics and robotics, the high cost of data collection and expensive annotation limit their progress, so 
large, well-annotated data creating a set is also difficult. A transfer learning method can alleviate overfitting 
concerns in a deep learning model. This feature serves as the inspiration for transfer learning, which was 
created to deal with situations where the data are distributed across a variety of functional domains. In this 
study, the ability of deep transfer models such as VGG16, VGG19 and InceptionV3 to effectively extract and 
discriminate speech signals from different species of birds with high prediction accuracy is explored. The 
obtained accuracies using VGG16, VGG19 and InceptionV3 were equal to 78, 61.9 and 85%, respectively, which 
are very promising.
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I. Introduction

Birds not only enhance nature's charm and beauty but also help 
maintain the balance of the new environment of the world. 

Because they are essential parts of natural systems, birds have 
ecological importance. Birds manage insects and rodents, pollinate 
crops, spread seeds, and serve humans directly. Bird vocalizations 
are very noticeable, which makes them a helpful tool for population 
monitoring and biodiversity assessment. Bird vocalization includes 
both calls and songs. Birds are essential to our ecology. For instance, 
birds keep our globe beautiful by controlling pests, pollinating crops, 
and preserving the ecology of an island. There are around 10,000 
species on earth, according to [1]. Birds make sounds for many 
reasons, including locating territories, which is important for male 
birds, inviting a mate to mate, reacting to their environment, and 
determining whether or not they are in danger [2]. People often find 
it difficult to distinguish between a bird's song and a call, especially if 
they are unfamiliar with birds. An audio recording of a bird's voice is 
an essential tool for identifying the species of a bird for a biologist who 
is interested in the study, management, and conservation of birdlife 
[3]. There are many bird calls, and it is hard for people to figure out 

which ones have a place with animal categories. The manual recording 
and recognition of avian sounds is inconvenient and can sabotage bird 
conservation efforts. As a result, accurate, scalable, and automated bird 
species recognition is essential for wildlife monitoring and can help 
conserve avian biodiversity [4]-[7]. The identification of bird species 
is a classic pattern recognition problem, and most research includes 
sections on signal pre-processing, feature extraction, and classification 
[8], [9]. Deep learning has received increased attention from 
researchers recently since it has been successfully used in a number 
of practical applications. To stop the rapid loss of avian variety in 
this area, deep-learning algorithms for bird detection are appropriate 
[10]. In this context, several automated bird detection models were 
developed. Additionally, a test has been performed on a system that 
can recognize new bird songs and learn from previously recorded 
annotated bird sounds. This system may provide accurate information 
on the presence or absence of a target species as well as the overall 
biodiversity status of a region. Deep learning algorithms are superior 
to conventional machine learning techniques because they can extract 
high-level characteristics from enormous amounts of data [11]. On the 
other hand, traditional machine learning approaches need users to 
construct features, which demands significant manual work.

On the other hand, deep learning approaches automatically extract 
data features using a hierarchical feature extraction method and an 
unsupervised or semi-supervised feature learning methodology 
[12]-[14]. Deep learning can be defined as a representation learning 
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algorithm in machine learning that is based on large data. Although 
deep learning models can achieve good predictive performance, such 
models require a huge number of unique data points to achieve this 
performance and this turns out to be challenging for endangered or 
endemic birds, as inadequate data overwhelms deep learning models. 
One of the fundamental problems of deep learning is data dependency. 
Deep learning is more dependent on training data than traditional 
machine learning methods since it needs a lot of data to find latent 
patterns in the data. Inadequate training data is unavoidable in 
some deep-learning applications. For instance, the high cost of data 
collection and expensive annotation, which impedes development, 
make it difficult to produce a sizable, thoroughly annotated dataset 
for each sample in a bioinformatics dataset [15], [16],[17]. The issue 
of overfitting in a deep model can be solved using a transfer learning 
technique [18]. Because transfer training makes the condition that the 
training data be independent and distributed equally with the test data 
simpler, it can address the issue of a lack of training data. Transfer 
learning drastically reduces the amount of training data and time 
needed for the target domain, because it does not require training and 
testing data or starting from scratch to train the target domain model.

In this experimental study, 7 different bird species were correctly 
identified using 16387 test samples from the xeno-canto database. 
Due to the limited sample size, several data augmentation techniques 
have been studied, and the underlying hypotheses were thoroughly 
evaluated. It was interesting to note that such type of augmentation 
techniques results in overfitting of the models. In light of these 
considerations, the idea of transfer learning was chosen for this 
investigation. By using transfer learning, a total of 36 species were 
classified rather than 7. Because of the limited availability of high-
quality data, pre-trained models have been used in the identification 
of 37 different categories of birds. To develop this investigation on 
the local bird recognition in Sundarban, West Bengal, India, two 
deep learning models were used. Hence, InceptionV3 and MobileNet 
were initially tested without the use of transfer learning technology, 
and then they were tested once again with it. Finally, the findings 
were compared using MobileNet and transfer learning, employing 
performance evaluation metrics such as accuracy and F1 score. In the 
experiment, the result showed that in the VGG16 model the training 
accuracy was 75%, while the test one accuracy was 78%. Respectively 
in the VGG19 model, the training accuracy was 64%, while the test 
accuracy was 61.9%. On the InceptionV3 model, which was employed 
in additional tests, an accuracy of 95% was reached during training, 
while an accuracy of 85% was achieved which obtained the best 
result. In the InceptionV3 model, ImageNet was used as a weight, and 
average pooling was employed.  The rest of this article is organized 
in the following way. Section 2 describes the related research. The 
methodologies used are detailed in Section 3.  Section 4 shows the 
results and their analysis, which are followed by a discussion and 
conclusion in section 5, and concludes what future work can be done.

II. Literature Survey

Different researchers have proposed different features for the 
audio sounds of birds, and artificial intelligence techniques have been 
used to voice classification. CNN models that use Mel spectrogram or 
mel frequency cepstral coefficient (MFCC) derived from audio data 
have been observed to dominate the most promising solutions [19]. 
However, recent trends show that the best results were achieved by 
the works that used Convolutional Neural Networks with transfer 
learning [20]. The best results were for the most part from using Resnet, 
Inception, and VGG models Additionally, Fritzler et al. [21] propose 
the Inception-v3 pre-trained convolutional neural network-based bird 
recognition system. The technology was enhanced with 36,492 audio 

recordings of 1,500 different bird species for the BirdCLEF 2017 task. 
The audio recordings were afterward transformed into spectrograms 
and used for data augmentation. According to this study, optimizing a 
pre-trained convolutional neural network trumps starting from scratch 
in terms of performance. For acoustic bird detection, Ntalampiras [22] 
introduced a transfer learning framework employing the probability 
density distribution of ten musical genres to determine the degree of 
affinities between different bird species and various musical genres. 
Deep learning models based on CNNs are efficient categorization 
models. However, getting numerous training samples in specialist 
disciplines like bird acoustics is expensive and difficult as they require 
a large amount of data for training. To address this issue, transfer 
learning is one method that can classify data with a limited number 
of training examples. DB Efremov et al. [23] assessed the effectiveness 
of birdcall classification utilizing transfer learning from a bigger base 
dataset to a smaller target dataset using a ResNet-50 CNN in this 
regard. A bird recognition model built on Inception-v3 was presented 
by J. Bai et al. [24] can identify and categorize 659 different bird species 
from supplied audio recordings. Inception-v3 is used to recognize bird 
sounds by using log-Mel spectrograms as features.

To enhance the model’s performance, several data augmentation 
strategies were employed. In order to categorize the cries of 24 species 
of birds and amphibians discovered in environmental field recordings, 
Zhong M. et al. [25] created a deep convolutional neural network. 
Their primary objective was to prepare enough training data, which is 
a significant difficulty for many deep-learning applications. To tackle 
this problem, they created a pre-trained deep convolutional neural 
network by fusing the idea of transfer learning with a supervised 
pseudo-labeling technique and an eigen loss function. In order to 
categorize grouper species based on the courtship-related noises they 
make during spawning aggregations, Ibrahim suggests a transfer 
learning technique, A. K. [26]. On the other hand, Rajan R. et al. [27] 
suggested a method for learning bird vocalizations utilizing sliding 
window analysis on the Mel spectrogram and a pre-trained Deep 
Convolutional Neural Network (DCNN), a VGG16 model. Using a deep 
learning model, Henri, E. J. et al. [28] created a method for classifying 
Mauritius bird sounds from audio recordings. Many categorized 
recordings from the birdsong-sharing website Xeno-canto were utilized 
as input for this model. Following that, they improved three previously 
trained CNN models: InceptionV3, MobileNetV2, and RestNet50, as 
well as a brand-new model. With 84% of accuracy, transfer learning 
was successfully applied to develop the study’s model. However, to 
create an effective deep-learning classifier, a substantial amount of data 
is needed. It is typically difficult to gather such vast amounts of data 
about endemic or endangered organisms. By separating two acoustic 
features, mainly, the Mel spectrogram and the Mel frequency cepstral 
coefficient, from each data point, Gunawan, K.W. et al. [29] established 
a transfer learning model that restricts overfitting in deep models and 
a method to maximize the dataset used. In order to incorporate and 
learn from both audio data, the researchers employed a two-input 
scalable convolutional neural network constructed from EfficientNet. 
On the test set, they had 99.9% of accuracy. A classification system for 
the sounds of 17 species of Indian owls was developed by Nayak S. et al. 
[30]. For the transfer learning model created in this study, four model 
architectures were used: InceptionV3, Resnet152, InceptionResnetV2, 
and VGG16, with all models sharing the same model parameters. The 
InceptionV3 network, which had an accuracy of 85.3%, produced the 
most precise results. ResNet50, DenseNet201, InceptionV3, Xception, 
and Efficient Net were just a few of the deep transfer learning models 
employed by Kumar Y. et al. [31] to create an intelligent system for 
predicting various bird species from a massive collection of audio data 
sets. DenseNet201 has the highest classification accuracy in the group, 
which was of 97.43%. A methodology for automatically classifying and 
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processing images and sounds to identify bird species from bird videos 
was presented by Sharma N. et al. [32]. On image and sound datasets 
containing recordings of 137 different bird species, classification 
models for images and sounds were developed using pre-trained 
neural networks ResNet 50V2 and EfficientNet B0. The final model’s 
overall accuracy was equal to 90%, while the test accuracy for the two 
models was 97.1 and 92.4%, respectively.

Deep learning techniques would be a practical solution, 
according to the aforementioned discussion of previously developed 
methodologies [33], [34]. The creation of a useful classification model 
that optimizes performance for numerous species using transfer 
learning and convolutional neural networks is the major contribution 
of the current study. Ornithologists and other researchers are aware of 
the potential benefits that may come from combining developments 
in bioacoustics with transfer learning models, which could provide 
a new study dimension. Additionally, there have been a few works 
completed, some of which we have discussed here; nonetheless, all of 

those efforts have certain restrictions. Table I lists state of art studies 
on automated bioacoustics bird species identification by using transfer 
learning models.  It has been noted that exceptionally lengthy files may 
sometimes break apart into pieces. It is essential to determine whether 
or not the Transfer Learning-based strategy can manage feature spaces 
that span a broad range of sizes. Following the deployment of transfer 
learning models, it was shown that the categorization of multiple-
label birds might be a challenging task at times due to overlaps in 
their vocalizations. Additionally, misclassifications were found in 
certain classes. Utilizing transfer learning models has not resulted in 
a significant amount of additional work being done for the purpose of 
recognizing calls from low-quality audio. During the pre-processing 
step, a number of noise-reduction filtering techniques need to be 
employed in order to get a higher recognition rate. Our main focus of 
this work is to provide a technique that can identify a large number 
of species from their audio and also the system must be cost-effective 
and scalable.

TABLE I. State of Art Studies on Automated Bioacoustics Bird Species Identification

Author(s) Dataset(s) Technique(s) Limitation(s) Results

Sprengel, E. 
et al.

(2016)
LifeCLEF plant challenge 2016 Dataset CNN Longer files create chunks Accuracy: 84%

M Lasseck
(2018)

LifeCLEF 2018
DCNNs pre-trained on 

ImageNet

Results can be further enhanced 
by combining models with 

various features
Accuracy: 93%

Ntalampiras, S.
(2018)

GTZAN corpus and http://www.Xeno-canto.org/
Transformation based 
on Reservoir Networks

It is necessary to assess whether 
the Transfer Learning-based 
approach can handle feature 

spaces with a wide range of sizes

There were obtained 92.5 
and 81.3% classification 

accuracy on average

Efremova et al.
(2019)

From http://www. Xeno-canto.org: Base “SoundNet” 
Dataset, Target Dataset, Negative Dataset

ResNet-50 CNN Results can be further improved

In 5-fold cross-validation, 
the target dataset’s 
average validation 

accuracy was of 79%

Bai, J., et al.
(2019)

BirdCLEF2019 Inception-v3
Ensemble of networks could 

significantly improve the results

The classifications mean 
average precision was of 

0.055 (c-mAP)

Rahman, M. M., 
et al.

(2020)
Seven local birds’ images

MobileNet and 
Inception-v3

Need to evaluate whether this 
model is suitable for a large 
number of various species

Accuracy: 91%

R Rajan., st al.
(2021)

Xeno-canto bird sound database

VGG16 through 
a sliding window 
analysis on Mel 

spectrogram

The classification of multiple-
label birds is a difficult 
undertaking because of 

vocalization that overlaps

Average F1-score: 0.65

Henri, E. J., 
et al.

(2021)
Xeno-canto bird sound database

InceptionV3, 
MobileNetV2 and 

RestNet50

Misclassifications were detected 
in some classes

Accuracy: 84%

Gunawan, K. 
W., et al.

(2021)
Xeno-canto database

Scalable with two 
inputs, EfficientNet’s 
Convolutional Neural 

Network (CNN)

It is difficult to gather the vast 
amount of high-quality data on 
endemic or threatened animals 

that are required to create a 
powerful model

Accuracy: 99.27%

Nayak, S., et al.
(2022)

Xeno-canto database

The ImageNet 
dataset was used to 
train the pre-trained 
InceptionV3 network

Need to detect the calls in poor 
quality audio

Accuracy: 85.3%

Kumar, Y., et al.
(2022)

https://www.kaggle.com/c/birdsongrecognition/data 

InceptionV3, 
Xception, ResNet50, 
DenseNet201, and 

Efficient Net

To increase the recognition rate, 
various noise reduction filtering 
must be applied during the pre-

processing stage

DenseNet201 and 
ResNet50 classification 

models achieved an 
accuracy of 97.43% on 

the validation set.

Sharma, N., 
et al.

(2022)

With 264 bird species, Cornell Bird Call 
Identification - 200 dataset offers roughly 150 

recordings for each one

ResNet50V2 and 
EfficientNetB0

Need to detect the calls in poor 
quality audio and need to remove 

ambient noise

EfficientNetB0 accuracy: 
92.4%
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III. Methodology

This section outlines the procedure followed in this study. The 
employed methodology incorporates transfer learning, deep learning, 
and audio-processing ideas. First, input comes from an audio recording 
of the bird under analysis. After that, features are extracted from the 
audio input using signal pre-processing techniques. The processed 
components are then fed into a powerful classification model that 
makes use of Convolutional Neural Networks [35], [36] and the idea 
of Transfer Learning [37], [38] to produce the best results for a wide 
range of species. The used three models are built on pre-trained 
networks called VGG16, VGG19, and InceptionV3, which were trained 
using data from 37 different bird species. In Fig. 2, the implementation 
process for this study is shown. First, from Xeno Canto, particular 
regional data is chosen, then data cleaning is performed, and after that 
data augmentation technique is used. Then, all the data is inputted 
into pre-trained models and classified. 

Database:
Xeno-Canto

Data cleaning

Performance
Evaluation

Decision Making

Data is ready to feed into
Models for Prediction

MFCC

Data augmentation
Audio track to log
Mel Spectrogram

conversion

Greyscale the
images and invert

colors

Fig. 2. Proposed bird sound identification solution.

A. Data Collection
The widely used Xeno-canto bird sound database served as the 

foundation for this study’s dataset. Volunteers from all across 
the world can record bird calls and sounds for the Xeno-canto 
Foundation, an online database of bird noises that includes more 
than a million bird sounds from more than 10,000 distinct species. 
Birdsong captured at Sundarban, West Bengal, India, served as the 
particular dataset for this study. Information on 37 different species 
was gathered. Fig. 1 shows the dataset utilized in this study. Each 
audio file was modified to contain a single vocalization lasting 1.5 
seconds (sampling rate: 16000 Hz). In total, 11325 files were included. 
The models were trained with augmented data, which were validated 
using the original 453 files.

B. Data Cleaning
Data cleaning is the process of removing inaccurate, corrupted, 

malformed, duplicate, or incomplete data from a dataset. There is 
a substantial risk of data duplication or mislabeling when merging 
multiple data sources. Background noise in the downloaded audio 
files was minor, which was confirmed manually. Hence background 
noise treatment was unnecessary. Parts of the audio files that had 
no or minimal sound were eliminated as follows: firstly, it was 
determined what the median sound power was, and the audio 
segments whose energy level or functional ability was below 50% 
of the median were removed, and lastly, the remaining audio files 
were reassembled.

C. Feature Extraction Technique

1. Mel Spectrogram
The audio sample was converted to Mel spectrogram in a different 

way and at different frequencies. Humans always perceive frequency 
logarithmically. A time-frequency representation, a perceptually 
appropriate amplitude representation, and ultimately a perceptually 
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Fig. 1. List of the studied species data.
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relevant frequency representation make up ideal sound qualities. 
For the pitch, Mel is crucial. Convert the frequencies to the Mel 
scale, extract the short-time Fourier transform, and then convert the 
amplitude to Db.

The Mel scale conversion procedures for frequencies are:

• Determine the number of Mel Scales;

• Create banks of Mel filters;

• Use Mel filter banks for the spectrogram.

D. Data Set Pre-Processing
Data pre-processing is the first and most crucial stage in developing 

a classification model. The audio classification task is an image 
classification challenge in this study. Here, MFCCs are employed 
in sound identification tasks and can accurately map auditory 
information in a visual domain (Fig. 3.). In order to be used, CNN 
models for classification audio recordings must be represented in the 
optical environment. Different processing is frequently required to 
make the dataset acceptable for usage with a CNN model [39]. The 
data pre-processing steps include data sizing, labeling, and expansion. 
The database consists of audio of the 37 birds’ songs of Sundarban; 
among them, 19 birds’ themes are included, which are very few 
(below 10). This significant imbalance may influence the model’s 
performance and can lead to issues such as overfitting and difficulty 
learning the model.

Raw wave

A
m

pl
it

ud
e

0.10

0.05

0.00

-0.15

-0.10

0.0 0.2 0.4 0.6 0.8 1.0

Fig. 3. Time domain representation of original audio of the ashy_prinia 
dataset.

1. Data Augmentation
A CNN model could not be used since the data collected for 

certain species was insufficient. Therefore, for those specific 
species, data augmentation was used. On the other hand, in order 
to prevent overfitting, data augmentation is needed. The term “data 
augmentation” refers to an increase in available data. Time shifting, 
adding noise, time stretching, and pitch augmentation is examples of 
audio data augmentation techniques. Time stretching, pitch scaling, 
and the addition of white noise were the three data augmentation 
methods used in this study. The aforementioned data-cleaning 
procedure has been applied to all used data.

a) Time Stretching
A method is known as “time stretching” allows one to increase the 

length or speed of an audio stream without changing its pitch or other 
parameters. For example, one can extend a sound to 200 milliseconds 
by decoding twice as many samples from each frame if uttered for 
100 milliseconds (10 frames) [40]. Librosa, a python utility for music 
modification, applies the time stretching simple. The rate settings 
can change the audio’s pace and duration. Fig. 4 represents the time 
stretching of 0.8 times of original audio. 

Raw wave

A
m

pl
it

ud
e

0.03

0.01

0.02

0.00

-0.02

-0.01

-0.04

-0.03

0.0 0.2 0.4 0.6 0.8 1.0

Fig. 4. Time Stretching of an original bird call audio.

b) Pitch Scaling 
This technique serves as a wrapper for the librosa function. The 

pitch veers all over the place. When applying different rate values 
without altering the duration of the signal, pitch scaling is the reverse 
of time stretching [41], as can be seen in Fig. 5.
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Fig. 5. Pitch Scaling of an original bird call audio.

c) Noise Addition
Noise addition can generate syntactic audio data for the data 

augmentation process. Numpy makes it simple to deal with noise 
addition by adding a random value to the date. In Fig. 6, this technique 
can be seen.
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Fig. 6. Noise addition of an original bird call audio.

2. Dataset Splitting: Training & Testing
The total number of files that were selected from Sundarbans’s set 

consisted of 2265; after doing data augmentation, the total number of 
files was 11325. Then, the used dataset was split into 80% and 20%, for 
training and testing, respectively.
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E. Model Description
The use of deep learning in audio recognition is well-recognized. 

Neural networks have been applied to numerous facets of audio 
recognition since the development of deep understanding [42], [43]. 
The effectiveness of neural learning for sound recognition is influenced 
by the adaptability and predictive power of the increasingly accessible 
deep neural networks. The deep learning models utilized in the study 
are described in the following.

1. VGG16
VGGNet-16 has a relatively homogeneous architecture with 16 

convolutional layers. It only has 3x3 convolutions but a lot of filters 
[44]. The Visual Geometry Organization, or VGG for short, was a 
group that replaced Alex Net which was established in Oxford. It 
adopts and enhances some concepts from its forerunners and uses 
deep convolutional neural layers to increase accuracy. Comparatively, 
managing VGGNet’s 138 million parameters can be challenging.

VGG16 has thirteen convolutional layers, five Max Pooling layers, 
and three Dense layers for a total of twenty-one layers, but only 
sixteen weight layers or trainable parameters layers [45]. Each of the 
16 layers has one convolution and one pooling layer, Fig. 7. VGG16 can 
be enhanced through transfer learning.

Following the rectified linear unit (ReLu) activations, the image 
data is transmitted through the first of two convolutional layers with a 
minimum receiving area of 3X3. In each of these two layers, there are 
64 filters. One pixel serves as padding, while one pixel always serves 
as the convolution step. The first convolutional layer is responsible 
for capturing low-level information such as gradient and edge 
orientation, among other information. The spatial maxima are then 
binned with a step of 2 pixels in a 2x2 pixel window for activation 
maps. An activation’s size is cut in half. Consequently, the activations 
at the base of the first stack are 112x112x64 long. The activations then 
proceed via the 128 filters in the second stack as opposed to the 64 in 
the first one.

The size is 56x56x128 as a result after the second layer. A maximum 
pool layer and three convolutional layers make up the third layer. 
Because 256 filters are employed, the output stack size is 28x28x256. 

The following two sets of three convolutional layers have each 512 
filters. The final stack is of 7x7x512 size for both. Following stacks of 
convolutional layers with a flattened layer in between are the three 
fully connected layers. The last completely connected layer serves as 
the output layer, and has 1000 neurons, or 1000 potential classifications 
of the ImageNet dataset. The previous two fully connected layers have 
each 4096 neurons. The SoftMax activation layer, which is utilized 
for categorization, comes after the output layer. In order to adapt the 
architecture to high-level characteristics, additional layers are also 
helpful. The spatial size of the convolved feature is decreased by the 
pooling layer. The amount of processing power needed to process 
the data lowers as its dimension increases. Smooth training is made 
possible by the VGG16 model, which is useful for extracting rotation- 
and position-invariant dominating features.

2. VGG19
A 19-layer version of the VGG model is known as the VGG19 model, 

which has 16 convolution layers, three fully connected layers, 5 Max 
Pool layers, and 1 SoftMax layer, Fig. 8 [46]. An RGB image of fixed 
size (224*224) was provided to this network as input, indicating that 
the matrix was of the form (224,224,3). The only preprocessing was to 
take the mean RGB value for the entire training set and subtract it from 
each pixel [47]. The complete visual concept was then covered using 
kernels of size (3*3) with a step size of 1 (one) pixel. Spatial padding 
was then applied to preserve the spatial resolution of the image. 
Step two was then used to create maximum pooling in two * 2-pixel 
windows. Then, instead of using tanh or sigmoid functions, a ReLu 
was used to induce non-linearity and improve processing speed. Three 
final connected layers are then implemented, the first two of which 
are 4096 in size, followed by a 1000-channel ILSVRC classification 
layer, and finally a SoftMax activation layer, which is used for category 
classification. It has been used as a good classification architecture for 
various other datasets. The models were publicly available, so they 
can be used as is or with minor modifications for other similar work. 

3. InceptionV3
Convolutional neural networks are the foundation of the deep 

learning model known as InceptionV3, which was first developed as 
a Google network module for image analysis and object detection. 
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Fig. 7. VGG16 model architecture.
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Inception Networks (Google Net/Inception v1) are more cost- and 
time-effective computationally than VGGNet in terms of the number 
of network parameters produced. It has 42 layers and a lower error 
rate than previous models, Fig. 9. To improve model adaptation, the 
InceptionV3 model uses a number of mesh optimization strategies. 
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Fig. 9. Layers used in the InceptionV3 model.

The used approaches are factorized convolution, regularization, 
dimensionality reduction, and parallelized calculations [48]. The 
number of parameters in the network is decreased via factorized 
convolutions, which enhances computational effectiveness. It also 
benefits the network performance. Training becomes faster as smaller 
convolutions take the place of bigger ones. For instance, replacing a 5 5 
convolution with two 3 3 filters only requires 18 (3*3+3*3) parameters. 
In asymmetric convolutions, a 3 3 convolution can be swapped 
out for a 1 3 convolution followed by a 3 1 convolution. If the 3 3 
convolutions were switched out for a 2 2, there would be a lot more 
parameters than in the case of the described asymmetric convolution. 
The network suffers a considerable loss as a result of the losses caused 
by the little CNN that was added between the layers during training. 
In InceptionV3, a third classifier acts as a regularization term. Last 
but not least, pooling procedures are frequently used to achieve a 
grid size reduction strategy. The final building incorporates all of the 
principles previously mentioned. The InceptionV3 was used in this 
study because, while not slower than the Inception V1 and V2 models, 
it is more effective and has a deeper network [49]. The InceptionV3 
model is less expensive to calculate.

In Fig. 10, the proposed customized model is shown. First, the 
model was built with a standard structure, and later it was fine-tuned 
for respective models. Methodologies such as feature extraction, 
data augmentation, and three transfer learning models were used 
for the comparison purpose in this study. As because of the transfer 
learning concept is employed therefore there are no overfitting 
issues with the model. First, input comes from an audio recording of 
the bird under analysis. After that, features are extracted from the 
audio input using signal pre-processing techniques. After that, the 
data augmentation task is accomplished. The processed components 
are then fed into a powerful classification model and the idea of 
Transfer Learning to produce the best results for a wide range of 
species. The used three models are built on pre-trained networks 
called VGG16, VGG19, and InceptionV3, which were trained using 
data from 37 different bird species.

In the proposed VGG16 model, there are five convolutions’ blocks. 
Each block contains a convolution 2D model and max-pooling 2D 
layer. The input of the model is 224, 224 with three dimensions; after 
one complete convolution, the output size is (112, 112,64). Following 
another convolution, the output is (56,56,120) after block three, 
(28,28,256) in partnership four, (14,14,512) in partnership five, and 
(7,7,512) as input and output are 512 in partnership six. The included 
dropout layer has a very slight change, and the final dense layer has 
256 as an input and 37 as an output. Generally, all the layers of VGG16 
were frozen and a customized layer was added. The Sigmoid function 
is used as an activation function and optimizer. As a loss function, an 
Adam optimizer with cross-entropy was used. For the VGG19 model, 
ImageNet was used as a weight, and average pooling, a customized 
base layer, and convolution layers with 256 dense layers with activation 
function as ReLu with dropout 0.1 were used. Additionally, SoftMax 
with a learning rate of 0.00005 was employed in the final layer. During 
the course of the model-building procedure, the Adam optimizer and 
the loss function were used as the categorical cross-entropy. Lastly, for 
the InceptionV3 model, ImageNet was used as a weight, and average 
pooling was employed. Lastly, a customized model was built by adding 
custom layers. In the customized model, 256 dense layers with an 
activation function ReLU were used, and a dropout of 0.4 was used. 
With the Adam optimizer, the model was built using categorical cross-
entropy as the loss function.

IV. Experimental Results & Analysis

We have experimentally chosen three transfer learning models in 
this study: VGG16, VGG19, and InceptionV3 model. Table II, Table III, 
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Fig. 10. Proposed deep learning model.



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 8, Nº4

- 40 -

and Table IV show the individual performance of the VGG16, VGG19, 
and InceptionV3 models respectively. From these three tables, it is 
observed that the performance of the proposed InceptionV3 model 
shows better performance when it is compared with the VGG16 and 
VGG19 models. The experimental results of the InceptionV3 model 
are reported as 86% precision, 86% of recall, and 85% of F1-score. The 
classification results of VGG16 are as follows: 18 out of 37 bird sounds: 
ashy_prinia, brown_fish_owl, brown_winged_kingfisher, cinnamon 
bittern, collared kingfisher, common_woodshrike, fulvous_breasted_
woodpecker, grey_headed_fish_eagle, lotens_sunbird, red_whiskered_
bulbul, striated_babbler, swamp_francolin, tree_pipit, western_osprey, 

asian_openbill, baya_weaver, brown_cheeked_fulvetta, and western_
yellow_wagtail, were 100% detected from the test data. The overall 
accuracy achieved using the VGG16 model was equal to 78%. For 
the VGG19 model, the training accuracy obtained was of 64%, and 
the test accuracy was 61.9%. According to the categorization results, 
VGG19 obtained 100% of recognition in 17 of the 37 test cases. In the 
InceptionV3 model with a batch size of 32, the obtained train accuracy 
was 95%, and the test accuracy of 85%. As to the classification results, 
24 of the 37 species were 100% detected in the test dataset.

TABLE II. VGG16 Classification Model

Class precision recall f1-score support

0 0.80 0.29 0.42 14

1 1.00 1.00 1.00 12

2 0.73 1.00 0.85 11

3 0.67 0.57 0.62 14

4 1.00 1.00 1.00 14

5 0.50 0.55 0.52 11

6 0.42 0.62 0.50 13

7 0.71 0.62  0.67 16

8 1.00 1.00 1.00 12

9 1.00 1.00 1.00 10

10 1.00 1.00  1.00 10

11 0.93 1.00  0.96 13

12 0.87 1.00  0.93 13

13 0.80 0.67  0.73 18

14 0.90 0.75  0.82 12

15 100  0.85 0.92 13

16 1.00 1.00 1.00 13

17 1.00 1.001 100 11

18 0.50 0.25 0.33 12

19 0.70 0.54 0.61 13

20 0.62 0.45 0.53 11

21 0.56 0.42 0.48 12

22 1.00 1.00 1.00 11

23 0.37 0.64 0.47 11

24 0.92 1.00 0.96 12

25 1.00 0.46 0.63 13

26 0.92 0.92 0.92 12

27 0.50 0.42 0.45 12

28 0.37 0.64 0.47 11

29 1.00 1.00 1.00 10

30 0.45 0.77 0.57 13

31 0.71 1.00 0.83 12

32 1.00 1.00 1.00 12

33 1.00 1.00 1.00 11

34 1.00 1.00 1.00 10

35 0.92 0.85 0.88 13

36 1.00 1.00 1.00 10

accuracy 0.78 451

macro avg  0.81 0.79 0.78 451

weighted avg 0.80 0.78 0.78 451

TABLE III. VGG19 Classification Model

Class precision recall f1-score support

0 0.33  0.36  0.34  14

1 1.00  1.00  1.00  12

2 1.00  0.36  0.53  11

3 0.26  0.36  0.30  14

4 1.00  1.00  1.00  14

5 0.50  0.18  0.27  11

6 0.67  0.15  0.25  13

7 0.39  0.44  0.41  16

8 0.60  1.00  0.75  12

9 0.91  1.00  0.95  10

10 1.00  1.00  1.00  10

11 0.62  1.00  0.76  13

12 0.93  1.00  0.96  13

13 0.67  0.22  0.33  18

14 0.33  0.67  0.44  12

15 0.86  0.46  0.60  13

16 0.92  0.85  0.88  13

17 1.00  1.00  1.00  11

18 0.40  0.17  0.24  12

19 0.50  0.31  0.38  13

20 0.44  0.64  0.52  11

21 0.52  0.92  0.67  12

22 0.91  0.91  0.91  11

23 0.33  0.36  0.35  11

24 0.57  1.00  0.73  12

25 0.15  0.15  0.15  13

26 0.67  0.83  0.74  12

27 0.43  0.25  0.32  12

28 0.00  0.00  0.00  11

29 0.77  1.00  0.87  10

30 1.00  0.23  0.38  13

31 0.50  0.58  0.54  12

32 0.71  1.00  0.83  12

33 0.86  0.55  0.67  11

34 1.00  1.00  1.00  10

35 0.50  0.54  0.52  13

36 0.53  1.00  0.69  10

accuracy     0.62 451

macro avg 0.64  0.63  0.6 451

weighted avg 0.64  0.62  0.59 451
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A. Accuracy
In order to meaningfully evaluate a machine learning model’s 

performance, accuracy is a metric frequently used. A model’s accuracy 
is usually calculated once the parameters are specified and represented 
in terms of percentage, which is a statistic that shows how accurately 
the model’s performance contrasts with actual data. Figs. 11, 12, and 
13 show the accuracy curves for the built learning models. In the 
experiment using the baseline model of VGG16, only ten epochs with 
a batch size 32 were run, and the obtained train accuracy was of 75% 
and the test one was 78%. Similarly, the VGG19 model also run in 10 
periods with a batch size of 32, and 64% was train accuracy and 61.9% 

the test one. On the InceptionV3 model, which was used in further 
experiments, with 10 epochs, a training accuracy of 95% and a test 
accuracy of 85% were obtained.

B. Loss
A more accurate model is indicated by lower loss values. The loss 

is not expressed as a percentage, in contrast to accuracy. The built 
learning models’ loss curves are shown in Figs. 14, 15 and 16. The 
training loss of the VGG16, VGG19, and InceptionV3 models decreased 
over time, but the validation data revealed frequent variations and 
substantial loss. The loss function shown was in the 0.9 to 1.5 in range 
in the three studied models. In the training of the studied models, 
categorical_crossentrophy was used.
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Fig. 11. VGG16 model’s accuracy.
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Fig. 12. VGG19 model’s accuracy.
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Fig. 13. INCEPTIONV3 model’s accuracy.

TABLE IV. Inceptionv3 Classification Model

Class precision recall f1-score support

0 0.46  0.43  0.44  14

1 1.00  1.00  1.00  12

2 0.85  1.00  0.92  11

3 0.88  1.00  0.93  14

4 0.93  1.00  0.97  14

5 0.35  0.55  0.43  11

6 0.90  0.69  0.78  13

7 0.70  0.88  0.78  16

8 1.00  1.00  1.00  12

9 1.00  1.00  1.00  10

10 1.00  1.00  1.00  10

11 1.00  1.00  1.00  13

12 1.00  1.00  1.00  13

13 0.91  0.56  0.69  18

14 1.00  1.00  1.00  12

15 1.00  1.00  1.00  13

16 0.93  1.00  0.96  13

17 0.92  1.00  0.96  11

18 0.75  0.50  0.60  12

19 0.78  0.54  0.64  13

20 0.92  1.00  0.96  11

21 0.86  1.00  0.92  12

22 0.79  1.00  0.88  11

23 0.83  0.91  0.87  11

24 1.00  1.00  1.00  12

25 0.71  0.77  0.74  13

26 1.00  1.00  1.00  12

27 0.43  0.25  0.32  12

28 0.30  0.27  0.29  11

29 0.91  1.00  0.95  10

30 0.90  0.69  0.78  13

31 1.00  1.00  1.00  12

32 1.00  1.00  1.00  12

33 0.92  1.00  0.96  11

34 1.00  1.00  1.00  10

35 1.00  1.00  1.00  13

36 0.91  1.00  0.95  10

accuracy     0.86 451

macro avg 0.86  0.87   0.86 451

weighted avg 0.86  0.86  0.85 451
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Fig. 14. VGG16 model’s loss.
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Fig. 15. VGG19 model’s loss.
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Fig. 16. INCEPTIONV3 model’s loss.

C. Confusion Matrix
An evaluation of the performance of a classification model, or 

“classifier”, on a set of test data for which the true values are known 
is given by a confusion matrix, which is a table. The matrix also 
allows a comparison between the targets’ actual values and the model 
projections. To properly comprehend the classification findings, the 
confusion matrix for each of the three classification architectures were 
built, Figs. 17, 18 and 19.

Fig. 17. Confusion matrix obtained by VGG16.

Fig. 18. Confusion matrix obtained by VGG19.

Fig. 19. Confusion matrix obtained by INCEPTIONV3.
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V. Discussion 

Working with bird species of a more significant number of types 
is challenging. Deep learning architectures have improved speech 
recognition accuracy, and automated learning approaches have been 
developed. Transfer learning technique was used in this study as 37 bird 
species were addressed, and a large dataset with a wide range of bird 
sounds is required. In this research, the categorization of bird noises 
is accomplished via the utilization of three different deep-learning 
frameworks. These frameworks are VGG16, VGG19, and InceptionV3. 
All the models use the same model parameters. As was shown, the 
InceptionV3 model obtained the best result. However, M Lasseck 
et al. [50] showed 93% accuracy using ensemble models with deep 
convolution neuronal networks with a pre-trained model but using a 
more significant number of epochs. The proposed model outperforms 
the solutions proposed by earlier work that was carried out by other 
researchers. Previously, various models gave a visual representation 
of the sound, but the suggested model is capable of working directly 
with the unprocessed audio file. According to another finding, the 
InceptionV3 model performs better than the other two models in this 
regard. In addition, acoustic properties were gathered from bird calls 
and were classified using various feature extraction techniques. It has 
been demonstrated that the proposed strategy is capable of boosting 
prediction accuracy. A novel method for identifying a large number of 
bird species in the Sundarban region of West Bengal, India was devised 
using existing recordings of their sounds.

VI. Conclusion

The suggested model may be put into low-cost devices via the use 
of a technique that is both cost-effective and scalable; hence, more 
devices can be employed to cover more land. In this experiment, it was 
shown that a transfer-learned network that had previously been trained 
on ImageNet shows a better predictive capability and accelerates 
convergence when compared with the same network architecture that 
is trained from scratch. The experiment was conducted in order to 
demonstrate this. When there are a limited number of high-quality 
datasets available, it is advantageous to utilize a model that has already 
been pre-trained because of the benefits it provides. In terms of practical 
uses, the suggested approach may be of great use to ornithologists by 
making the identification of bird species a straightforward process, 
In the future, in order to enhance the recognition rate, we want to 
use a variety of noise reduction filtering techniques during the pre-
processing step. In addition, another problem that should be addressed 
is the overlapping of sounds.
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Abstract

The evolution of anti-spam filters has forced spammers to make greater efforts to bypass filters in order to 
distribute content over networks. The distribution of content encoded in images or the use of Leetspeak are 
concrete and clear examples of techniques currently used to bypass filters. Despite the importance of dealing 
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I. Introduction

CURRENTLY, the Internet is one of the most widely used means 
of communication for exchanging personal (e.g. recreational 

activities) and corporate information (e.g. business topics). In July 
2020, there were more than 4.57 billion Internet users, of which almost 
4 billion were using social media services (https://www.statista.com/
statistics/617136/digital-population-worldwide/). Internet users can 
enjoy the speed and simplicity of exchanging information, shopping 
online or contacting other users. However, some users use the Internet 
unethically for their benefit, degrading the experience of other users. 
In particular, one of the most annoying abuses is the distribution of 
inappropriate and unsolicited content (spam) through communication 
services based on the exchange of text messages such as classic email 
[1], [2], social networks [1], [3] or instant messaging [4], [5].

The growth of spam on the Internet has generated the need to 
develop sophisticated text classification techniques that must be highly 

reliable and fast to operate. They are used to automatically classify 
messages into two different spam and ham (legitimate) categories by 
combining information retrieval [6] (IR) and Machine Learning (ML) 
[7]. Many text classification approaches have been widely applied to 
address the problem. Some initial approaches exploited Bag of Words 
(BoW) representation schemes (using frequency, binary or inverse 
document frequency values) in conjunction with different types 
of classifiers, including (i) Naïve Bayes [8], [9], (ii) memory based 
approaches [10], (iii) decision trees [11], [12], Support Vector Machines 
(SVM) [13], Artificial Neural Networks (ANN) [14], logistic regression 
[15], Artificial Immune Systems (AIS) [16], Boosting of trees [17] and 
other hybrid methods. The latest advances to improve the performance 
of this type of classifiers consist of the use of synsets obtained from 
ontological dictionaries such as Wordnet [18] and Babelnet [19] and 
different types of semantic processing  of words [20]–[22].

In the context of the fight against spam, spammers introduced a lot 
of tricks to avoid spam filters. One of the best known was the use of 
attached images which became popular in 2007 [23]. This method relates 
to attaching images that cannot be processed by text classifiers; but are 
human understandable spam texts. Fig. 1 shows images with embedded 
texts that are clearly spam and will not be analysed by text filters. 
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To combat this type of spam, some researchers took advantage of 
Optical Character [24] Recognition (OCR) which was initially effective 
in identifying some words in the image. Later, Battista et al. [25] showed 
how to evade anti-spam filters using text obfuscation techniques in 
the attached images. To increase the difficulty of identifying the text 
embedded in the images, spammers add noise to the image [26] (see 
right image in Fig. 1). More recently, new image-based obfuscation 
tricks were developed (e.g. as CAPTCHA -Completely Automated 
Public Turing test to tell Computers and Humans Apart- [27], which 
can display text and make it unreadable for automatic text recognition 
systems). However, the latest advances in ANNs have allowed the 
recognition of the texts [28], [29] included in these CAPTCHAs.

Fig. 1.  Examples of images attached to spam messages. These images are part 
of Image Spam Dataset   (https://www.cs.jhu.edu/~mdredze/datasets/image_
spam/).

Another important challenge in spam filtering is the recognition 
of Leetspeak (also known as leet, leet text or 1337). This type of slang 
writing has been used since 1980 [30] and consists of replacing 
some characters with visually similar symbols so that the reader 
can understand the message. This type of encoding achieves two 
simultaneous effects: (i) it prevents the classifier from recognising, 
tokenizing and processing the word and (ii) it produces a Bayesian 
Poisoning [31] attack that inserts random and apparently harmless 
words into spam messages, causing a spam email to be incorrectly 
classified as ham. Table I presents twelve Leetspeak representations 
for the word “viagra” (which is often included in spam messages) out 
of the approximately 600 trillion possible forms for this word. Each 
column in Table I shows possible replacements for a single character 
in the word. 

TABLE I. Examples of Leetspeak Forms for the Word “Viagra”

Original Word Transformation examples

viagra \/iagra, |/iagra

viagra v1agra, v¡agra

viagra vi4gra, vi/\gra

viagra via6ra, via(_-ra

viagra viag12a, viag/2a

viagra viagr/\, viagr/-\

Table I shows, Leetspeak exploits punctuation marks or symbols 
to hide characters. The replacements made cause misrecognition 
and misrepresentation of the word during the classification process; 
therefore, the spammer can bypass spam filters. Using Leetspeak, any 
character (e.g. “A”) can be encoded in many ways and using a different 
number of symbols (“/-\”, “4”, “|-\”, …). As Leetspeak does not consist of 
a limited set of symbols, it cannot be solved using a dictionary.

Some previous studies have addressed this problem. Tundis et al. 
designed a convolutional neural network (CNN) to directly classify 
texts using Leetspeak encoding [32]. The use of direct text classification 
strategies has limitations since the response obtained is not justified. 
Instead of directly classifying the text, it would be desirable for 
CNN to allow decoding of the hidden characters in order to provide 
a solution more understandable from a human point of view. These 
types of solutions are included in explainable artificial intelligence 
(XAI) [33]. Subsequently, the same authors proposed a new algorithm 
for the classification of obfuscated texts that meet the principles of 
XAI [34]. To do so, they designed a rule-based algorithm in which 
they exploit a low-precision CNN (rule-2) that was created using 
Chars74K [35]1 image dataset and a collection of images representing 
non-english characters. Authors tested their CNN using a train-
test experiment with their dataset (Chars74K + non-english chars) 
achieving a performance up to 94,3 percent. However, the performance 
of their CNN is not measured by classifying Leetspeak sequences. In 
the context of this study, we have trained different CNN models to 
identify obfuscated characters using the Chars74K dataset for training. 
All these models returned low accuracy scores (in the interval of 42%-
52%). The combination of strategies (rules) seems to have allowed the 
authors to improve the quality of the results obtained. Taking into 
account the advances achieved in the context of Deep Learning (DL) 
applied to solving similar problems [36]–[38], we believe that we can 
obtain performance improvements by creating CNN models from 
better training data.

In this study, we are introducing a new computer vision approach 
based exclusively on the use of a CNN model [39], [40] to decode 
Leetspeak. It is able to accurately identify sequences of Leetspeak 
encoded characters represented as images. Using this approach, we 
are able to recognize the obfuscated words and thus make the full 
text available to the spam filter. For the implementation, we used 
TensorFlow [41] and Keras [42]. Our contributions are: (i) an image 
database used for training CNNs for Leetspeak deobfuscation, (ii) an 
empirical demonstration that Leetspeak recognition can be accurately 
performed using only CNNs and (iii) datasets for the evaluation of 
Leetspeak decoding schemes.

The rest of the manuscript is structured as follows: Sections II and 
III describe the materials and methods used to complete this study; 
Section IV presents and analyses the experimental results and finally, 
Section V describes the conclusions and future research directions.

II. Materials

Currently, there is no dataset available that contains text messages 
with words obfuscated using Leetspeak. In order to create DL models 
to decode Leetspeak character sequences, we had to create a large set 
of character images to train neural networks (create models) for the 
task of recognizing the obfuscated characters. The process of creating 
the image database is described in first subsection. Additionally, we 
had to generate a new dataset containing obfuscated messages that 
can be used as a basis for experimentation on this problem. The 
second subsection describes the process followed to obtain a dataset 
containing obfuscated messages using LeetSpeak.

1  Available at http://www.ee.surrey.ac.uk/CVSSP/demos/chars74k/
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A. Training Image Database
This paper introduces a computer vision system based on the 

use of DL to identify obfuscated characters. The process of creating 
models capable of decoding Leetspeak requires the existence of a set 
of labelled images in which characters are represented. Following the 
results of the study conducted by Tundis et al. [34], we evaluated the 
Chars74K image dataset. However, this dataset is oriented to assist 
in the character recognition in natural images and does not fully fit 
the target of our study. To validate this statement, we trained some 
models using the Chars74K dataset and applied them for Leetspeak 
deobfuscation achieving classification accuracies in the interval of 
42%-52%. Therefore, we have created a database of character images 
that will be used to train more efficient models.

Fig. 2.  Examples of images labelled with ‘A’ character.

Our image database was generated by representing each character 
(‘A’-‘Z’) using 158 different computer fonts and regular, italic, bold and 
italic+bold styles. The images were obtained at a resolution of 100x100 
pixels. Fig. 2 shows some of the images included in the database and 
labelled with the character “A”.

We improved our image database by adding images extracted from 
an English handwriting Dataset. The resulting image database has a 
balanced number of images. For each of the 26 characters (‘A’-’Z’) we 
obtained at least 632 different images and up to 767. 

This set of images has been made available in the community 
section of Mondragon Unibertsitatea website and in Zenodo [43].  

B. Datasets for Evaluating Text Deobfuscation Methods
This subsection describes the method designed to obtain corpora in 

which spam texts may contain obfuscated words and thus be suitable for 
evaluating the performance of new deobfuscation processes. To do so, we 
take advantage of well-known and publicly available spam corpora. Table 
II compiles a set of well-known corpora that provides some interesting 
features such as content description, ham/spam ratio and the Universal 
Resource Locator (URL) where the dataset is available.

As shown in Table II, a large collection of datasets with different 
sizes and contents are available to test the performance. We selected 
two datasets with classified YouTube comments (YouTube Comments 
Dataset and YouTube Spam Collection Dataset) that we had used in 
a previous study [44]. In this study, we only used a subset of 4000 
comments from YouTube Comments Dataset (1000 spam and 3000 
ham) while the YouTube Spam Collection Dataset was fully used. As 
the same datasets are used in both studies, it is possible to compare the 
results obtained. In addition, to extend the study to the email domain, 
we also selected two medium-sized email datasets (CSDMC 2010 Spam 
Corpus and TREC 2007 Public Corpus). In this study, the CSDMC 2010 
dataset is fully used, while 4327 (32% of them spam) messages were 
randomly selected from the TREC 2007 dataset. Therefore, both email 
corpora have the same length and ham/spam ratio.

Once base datasets were selected, we designed an algorithm 
to create obfuscated contents to be used for the evaluation of our 
proposal. Table III exemplifies some replacements used in Leetspeak to 
obfuscate the characters of the spam messages. 

The obfuscation algorithm implementation involves the following 
steps: (i) randomly select one word to obfuscate in each group of seven 
words, (ii) randomly select a character from the word to be obfuscated 
(iii) applying one of the possible character replacements (see Table III) 
and (iv) repeat the process starting from the last previously selected 
word until the full content of the message is processed.

TABLE II. Publicly Available Spam Datasets

Dataset Content description Spam ratio URL
British English SMS corpora 875 SMS 48% spam https://mtaufiqnzz.files.wordpress.com/2010/06/british-english-sms-corpora.doc
Bruce Guenter spam 
collection

>3,000,000 emails 100% spam http://untroubled.org/spam/

Clueweb 09 1,040M websites (HTML)  unknown http://www.lemurproject.org/clueweb09.php/
Clueweb 12 870M websites (HTML)  unknown http://www.lemurproject.org/clueweb12.php/

Common Crawl Data
9 Billion in 2014 and increasing 
websites (HTML) 

100% spam http://commoncrawl.org/

CSDMC 2010 Spam 
Corpus 4327 emails 32% spam http://csmining.org/index.php/spam-email-datasets-.html

DC 2010 / EU 2010 23M websites (HTML)  unknown https://dms.sztaki.hu/en/letoltes/ecmlpkdd-2010-discovery-challenge-data-set
Enron email 619,446 emails  0% spam http://www.cs.cmu.edu/~enron/
HSpam14.s2 14M Twitter messages (tweets) unknown https://doi.org/10.1145/2766462.2767701
Ling spam 2,893 emails 16% spam http://csmining.org/index.php/ling-spam-datasets.html
SpamAssassin 6,047 emails 31% spam http://spamassassin.apache.org/old/publiccorpus/
Spam Corpus 4,027 emails 34% spam https://github.com/hexgnu/spam_filter/tree/master/data
SMS Spam Collection v.1 5,574 SMS 13% spam https://archive.ics.uci.edu/ml/datasets/SMS+Spam+Collection
TREC 2007 Public Corpus 75,419 emails 66% spam http://plg.uwaterloo.ca/~gvcormac/treccorpus07/
Webspam-uk 2007 105,896,555 websites (HTML)  unknown http://chato.cl/webspam/datasets/index.php

Websmap-uk 2011 3,766 Web websites (HTML)  53% spam
https://sites.google.com/site/heiderawahsheh/home/web-spam-2011-datasets/
uk-2011-web-spam-dataset

Webb spam 2011 330.000 websites (HTML)  unknown http://www.cc.gatech.edu/projects/doi/WebbSpamCorpus.html

YouTube Comments 
Dataset 6M Youtube comments 7% spam http://mlg.ucd.ie/yt/

YouTube Spam Collection 
Dataset 1,956 Youtube comments 49% spam https://archive.ics.uci.edu/ml/datasets/YouTube+Spam+Collection
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TABLE III. Examples of Character Substitutions in Leetspeak

a 4, /\, /-\,|-\ n |\|, /\/, [\], , (\), //\\//
b 8,|3, ß, ]3, ]8, |8, !3 o 0, (), [], ø
c (, ¢, <, [, ©, ç, ¢, { p |º, |?
d [), |), |], [>, ]) q “(_,)”, “(),”
e €, 3, [- ,£ r /2, |2, 12 
f |=, /=, |#, ƒ s 5, $, §, _/¯
g 6, (_+, , (_- t +, , ¯|¯, †
h #, /-/, [-], ]-[, )-(, (-), :-:, |~|, |-|, ]~[, }{ u |_|, \_/, (_), µ, /_/, ]_[
i 1, !, |, ¦, ], : v \/, |/
j ¿, , _/, _), 7 w \/\/, \^/, \_|_/, \_:_/, |/\|, ‘//
k |{, |<, |(, }< x )(, %, ><
l |_, []_, [_, 1_ y ‘/, ¥
m |\/|, /\/\, , (\/), , [\/], //\\//\\, /^^\,  z 7_, 2, >_

When Leetspeak is used consciously, it is very likely that all changes 
applied to a particular character (e.g., “A”) are always the same (e.g., 
“4”). However, when Leetspeak is used to avoid spam filters, some 
randomly selected characters are automatically replaced by one of its 
Leetspeak translations. The presented obfuscation method performs 
the replacements completely random using all possible replacements 
(see Table III).

The four datasets generated (CSDMC 2010 Leetspeak, TREC 2007 
Public Corpus Leetspeak, YouTube Comments Dataset Leetspeak, 
YouTube Spam Collection Dataset Leetspeak) have been shared in a 
public repository on the website of Mondragon Universitatea (https://
mondragon.edu) and Zenodo [45].

III. Methods

Our proposal involves the application of DL strategies for the 
identification of obfuscated characters. This section explains the 
identification of Leetspeak sequences in text (Subsection A), our 
proposal to decode them (Subsection B) and the experimental protocol 
designed for evaluation purposes (Subsection C).

A. Leetspeak Sequence Identification
The deobfuscation problem is identifying the character in the text 

that best matches a particular sequence of Leetspeak characters. The 
identification of Leetspeak sequences is done by detecting non-alpha 
characters included in words (sequence of characters that do not 
contain spaces). In particular, we search for the first and the last non-
alpha characters in a word and select the characters included between 
them as a Leetspeak sequence. 

TABLE IV. Examples of Obfuscated Leetspeak Character Sequences

Obfuscated character Generated image Identified character
|_ L
† T
€ E
| I

[\] N

Once the obfuscated character has been detected and isolated, it is 
transformed into an image (see examples included in Table IV). 

Then, the images are classified using neural networks (DL) for the 
identification of the obfuscated character. The identified character is 
used to rewrite the original word and the process starts again until 
the end of the message. Once a message has been fully decodified, 
its classification can be successfully performed by taking advantage 
of common text classification processes. The following subsection 
explains the DL scheme used to decode Leetspeak character sequences. 

B. Character Identification Model
For the identification of characters, we take advantage of an image 

recognition system that does not require the use of static dictionaries. 
The recognition of each obfuscated character involves looking at 
some specific sequences of punctuation marks and numbers that are 
visually similar to the target character. The sequences used to encode 
a character can be of different length. For example, the ‘V’ character 
may consist of two consecutive punctuation marks (i.e. a backslash 
and a slash, ‘\/’). However, in the case of the character ‘H’, it is more 
common to use three punctuation marks (i.e. ‘]-[‘). Furthermore, 
our proposal should also recognize new Leetspeak variants used to 
obfuscate words. Keeping in mind these considerations, our proposal 
includes a CNN. Table V provides detailed information of the layers 
that make up the CNN design.

TABLE V. Layer Details of Our CNN Used for Character Identification

# Convolution

1
Conv2D(filters 32, kernel_size (3,3), activation_function=relu, 
stride=(1,1) MaxPooling2D poolsize=(2,2)

2
Conv2D(filters 64, kernel_size (3,3), activation_function=relu, 
stride=(1,1) 
MaxPooling2D poolsize=(2,2)

3
Conv2D(filters 128, kernel_size(3,3), activation_function=relu, 
stride=(1,1)
MaxPooling2D poolsize=(2,2)

Dropout (0,7)
Flatten ()
Dense (neurons 512, activation_function=relu) 
Dense (neurons 26, activation_function=softmax)

As shown in Table V, we have defined our CNN as a stack of 
alternate layers of Convolution, ReLU and MaxPooling. The shape 
of the input data is a 100x100 pixels image with a colour depth of 
1 byte and the output layer comprises 26 neurons and a “softmax” 
activation function (computes the probability of identifying a specific 
text character). 
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Fig. 3. Evaluation of performance achieved during Training and Validation 
stage. Parts: a) training and validation accuracy, b) training and validation loss.

The model has been trained over 15 epochs and 20% of the training 
dataset (image database described in Subsection II.B) has been reserved 
to validate model’s performance over the different epochs. In addition, 
the possibility of adding an early stop as a callback in the training 
process has been considered to reduce overfitting. However, it was 
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decided to train the model on a certain number of epochs, as the model 
will try to predict obfuscations formed by characters, but it will only 
be trained with different variations of real letters. Therefore, in this 
case it is not essential to apply an early stop to avoid overfitting the 
model. The accuracy and loss measurements for training and validation 
are shown in Fig. 3.

Fig. 3a shows the accuracy obtained by the model in each epoch 
for training and validation datasets. Fig. 3b shows the loss evolution 
for each epoch. As can be seen, after a few epochs (10) we obtain an 
accuracy close to 90%. After that, the increase in accuracy is slower (the 
neural network needs many epochs to achieve small improvements in 
accuracy). 

C. Experimental Protocol
To evaluate the performance of our CNN in a real environment, 

we created specific test datasets containing spam messages with 
obfuscated characters (see Subsection II.A). The evaluation was carried 
out using an experimental protocol (Fig. 4) designed for this purpose. 

CNN evaluation
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Fig. 4. Experimental protocol.

As shown in Fig. 4, the experiment comprises five steps in which 
different aspects are evaluated: (i) the CNN, (ii) the classification of 
the original datasets (baseline), (iii) the classification of the dataset 
after applying a cleaning process over the original datasets, (iv) the 
classification of the obfuscated datasets and (v) the classification of the 
deobfuscated datasets.

The first step involves training the CNN and evaluating its 
performance for Leetspeak deobfuscation. For this purpose, we used 
and analysed a confusion matrix generated by classifying all Leetspeak 
sequences included in Table III.

During the second step, messages were classified in their original 
form to obtain a set of baseline performance measures. Due to the 
large number of different classifiers, we selected the 10 best classifiers 
identified in the previous work of Ezpeleta et al. [44].

The third step consists of identifying and removing non-
alphanumeric characters (text cleaning) from the dataset represented 
in its original form and classifying again the resulting texts. 
Additionally, in each message, the phone numbers and web URLs 
included in the message were retained and the rest of the text was 
converted to lowercase. Pre-processing the messages as described 
above, we achieved new classification results.

Finally, we classified the obfuscated datasets using the process 
defined in Subsection II.B (step 4) and the same datasets after being 
deobfuscated (step 5).

The analysis of results included a comparison of the performance 
achieved during the last four steps (baseline - step 2, cleaned - step 3, 
obfuscated - step 4 and deobfuscated - step 5) using standard measures 
including: accuracy, precision, recall and f-score [REF]. We have used a 
10-fold cross-validation scheme to run experiments in the last four steps.

IV. Results and Discussion

This section contains the results obtained in the experimentation. 
First, the implemented CNN was directly evaluated using a confusion 
matrix. The confusion matrix (Fig. 5) was generated by classifying a 
dataset of 115 Leetspeak sequences.

Predicted label

a b c d e f g h i j k l m n o p q r s t u v w x y z

0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1
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Fig. 5. Confusion matrix achieved using our CNN.

As shown in Fig. 5, although there are some errors, the main 
diagonal of the confusion matrix shows a large number of hits in 
recognizing Leetspeak sequences. Our CNN has achieved the following 
performance scores in Leetspeak identification: Accuracy = 0.62, 
Recall = 0.62, Precision = 0.62, f1-score = 0.62, Kappa = 0.61 and 
Matheus_Coefficient = 0.61.
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Then, a practical approach was taken to see how the accuracy 
of the CNN identification was carried over to the text classification 
phase. To this end, in fifth step (deobfuscated) the identified Leetspeak 
sequences are replaced by their translations (obtained from the CNN) 
and then the text is preprocessed and classified. The configurations 
of classifiers and preprocessing used for the classification process are 
described in Table VI.

TABLE VI. Legend for Experimental Configurations 

Symbol Meaning
MBM Multinomial Naïve Bayes
MBMU Multinomial Naïve Bayes Updateable
CNB Complement Naïve Bayes
.c Outupt Word Counts (outwc)
.c Use a binary representation for tokens (0|1)
.stwv String to Word Vector
.go Using the following Weka options (-L -O -W 10000000)
.go Using default Weka options
.ngtok NGram Tokenizer 1-3
.ngtok NGram Tokenizer is not used
.stemmer Stemmer
.stemmer Stemmer is not used

Fig. 6 shows the accuracy evaluations achieved using the 10 best 
preprocessing/classification configurations performed in our previous 
work [44]. The figure has been divided in four separate parts grouping 
all configurations done by each dataset.  

As shown in Fig. 6, the best configurations are those with the 
original dataset (Baseline and Cleaned). However, when spammers take 
advantage of Leetspeak, using the deobfuscation scheme introduced in 
this work contributes to improved classification results for all datasets 
and preprocessing/classification configurations analysed. The use of 
the deobfuscation schemes allows, in some configurations, to achieve 
classification results close to those obtained when spammers do not 
obfuscate the emails (Baseline and Clean). Therefore, the use of CNNs 

allows good deobfuscation results to be obtained without no need for 
other complex procedures.

In addition, we also performed an evaluation of the impact of our 
deobfuscation scheme using precision and recall measures. Table VII 
shows precision and recall evaluations achieved for all datasets.

As shown in Table VII, the results present the same behaviour as for 
the accuracy evaluation and confirm the utility of the deobfuscation 
process. Finally, we executed a f-score evaluation using all datasets 
to check whether the deobfuscation was worth according to other 
criteria. Results are shown in Fig. 7.

As shown in Fig. 7, the f-score evaluations through the different 
scenarios are very similar to previous evaluations obtained for 
accuracy, recall and precision. The results achieved indicate that 
substantial performance benefits can be obtained by a deobfuscation 
process based on the use of CNNs such as the one shown in this 
study. These successful results are due to the ease with which CNNs 
automatically detect important features without the need for human 
supervision. In addition, the use of a wide variety of fonts and styles 
during CNN training allowed for greater accuracy in the identifying 
Leetspeak sequences.

However, it is very important to select a suitable dataset (such 
as the one provided as a result of the present research) that allows 
CNN to learn how to decode Leetspeak. Next section shows the main 
conclusions and outlines future work.

V. Conclusions and Future Work

This study aims to discover mechanisms for automatically decode 
Leetspeak character sequences using only CNN-based models. 
We provide (i) a reliable CNN design for Leetspeak deobfuscation 
processes and its evaluation, (ii) an image database that has been used 
for training the CNN model in this study and (iii) four datasets for 
evaluating Leetspeak deobfuscation processes. Through experimental 
testing, we find that the CNN design and creation processes are able to 
achieve great performance.
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Fig. 6. Experimental results achieved using accuracy measure. Parts: a) Youtube Spam Collection, b) Youtube Comments, c) CMDMC2010 dataset, d) TREC2007 
dataset.
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TABLE VII. Precision and Recall Evaluations for Datasets

Classifier/preprocessing
configuration

Dataset status YouTube Comments 
Dataset

YouTube Spam 
Collection Dataset CSDMC 2010 TREC 2007

Measure precision recall precision recall precision recall precision recall

NBM.c.stwv.go.ngtok

Baseline 0.801 0.387 0.884 0.972 0.991 0.948 0.987 0.847

Cleaned 0.798 0.399 0.880 0.974 0.992 0.936 0.991 0.767

Obfuscated 0.802 0.308 0.807 0.984 0.999 0.861 0.998 0.617

Deobfuscated 0.808 0.366 0.857 0.979 0.991 0.913 0.993 0.718

NBMU.c.stwv.go.ngtok

Baseline 0.801 0.387 0.884 0.972 0.991 0.948 0.987 0.847

Cleaned 0.798 0.399 0.880 0.974 0.992 0.936 0.991 0.767

Obfuscated 0.802 0.308 0.807 0.984 0.999 0.861 0.998 0.617

Deobfuscated 0.808 0.366 0.857 0.979 0.991 0.913 0.993 0.718

NBM.stwv.go.ngtok

Baseline 0.834 0.371 0.894 0.973 0.992 0.927 0.990 0.829

Cleaned 0.820 0.373 0.892 0.966 0.994 0.916 0.991 0.763

Obfuscated 0.809 0.284 0.822 0.982 0.997 0.824 0.997 0.603

Deobfuscated 0.836 0.357 0.870 0.976 0.994 0.898 0.992 0.714

NBMU.stwv.go.ngtok

Baseline 0.834 0.371 0.894 0.973 0.992 0.927 0.990 0.829

Cleaned 0.820 0.373 0.892 0.966 0.994 0.916 0.991 0.763

Obfuscated 0.809 0.284 0.822 0.982 0.997 0.824 0.997 0.603

Deobfuscated 0.836 0.357 0.870 0.976 0.994 0.898 0.992 0.714

NBM.c.stwv.go.ngtok.stemmer

Baseline 0.822 0.375 0.881 0.973 0.990 0.946 0.989 0.828

Cleaned 0.805 0.376 0.883 0.978 0.993 0.932 0.993 0.757

Obfuscated 0.828 0.293 0.805 0.982 0.999 0.839 0.998 0.584

Deobfuscated 0.826 0.366 0.857 0.978 0.993 0.909 0.996 0.706

NBMU.c.stwv.go.ngtok.stemmer

Baseline 0.822 0.375 0.881 0.973 0.990 0.946 0.989 0.828

Cleaned 0.805 0.376 0.883 0.978 0.993 0.932 0.993 0.757

Obfuscated 0.828 0.293 0.805 0.982 0.999 0.839 0.998 0.584

Deobfuscated 0.826 0.366 0.857 0.978 0.993 0.909 0.996 0.706

NBM.stwv.go.ngtok.stemmer

Baseline 0.847 0.355 0.890 0.969 0.992 0.924 0.991 0.810

Cleaned 0.820 0.355 0.894 0.971 0.994 0.914 0.991 0.754

Obfuscated 0.847 0.265 0.817 0.981 0.998 0.806 0.997 0.579

Deobfuscated 0.856 0.333 0.863 0.978 0.994 0.891 0.994 0.700

NBMU.stwv.go.ngtok.stemmer

Baseline 0.847 0.355 0.890 0.969 0.992 0.924 0.991 0.810

Cleaned 0.820 0.355 0.894 0.971 0.994 0.914 0.991 0.754

Obfuscated 0.847 0.265 0.817 0.981 0.998 0.806 0.997 0.579

Deobfuscated 0.856 0.333 0.863 0.978 0.994 0.891 0.994 0.700

CNB.stwv.go.ngtok

Baseline 0.750 0.415 0.917 0.972 0.991 0.930 0.990 0.833

Cleaned 0.742 0.412 0.915 0.959 0.994 0.923 0.991 0.777

Obfuscated 0.734 0.337 0.853 0.976 0.997 0.835 0.997 0.625

Deobfuscated 0.755 0.398 0.907 0.969 0.993 0.903 0.992 0.728

CNB.stwv.go.ngtok.stemmer

Baseline 0.779 0.388 0.912 0.969 0.992 0.927 0.992 0.818

Cleaned 0.757 0.396 0.924 0.965 0.995 0.919 0.991 0.758

Obfuscated 0.757 0.311 0.841 0.975 0.998 0.812 0.997 0.587

Deobfuscated 0.768 0.384 0.896 0.971 0.994 0.898 0.993 0.707
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Analysing the classification rates from the clean text, we can 
conclude that using Leetspeak schemes to obfuscate characters has 
a huge impact on the performance of all algorithms. By obfuscating 
characters, spammers are able to completely hide words and make 
them unusable in spam classification processes. When messages 
are deobfuscated, the performance of the classifiers increases and 
reaches, in many cases, the values obtained when messages have 
not been obfuscated. This fact demonstrates that our proposal can 
be successfully used to identify the obfuscated characters. However, 
as shown in Fig. 5, some characters are not correctly identified and 
further improvements are necessary. Therefore, future work includes 
extending the image database and improving the CNN architecture to 
obtain better deobfuscation results.

The main limitation of our proposal is the detection of obfuscated 
characters containing one single punctuation mark because this 
requires further analysis. For example, the character H could be 
obfuscated with a middle hyphen (“-”) between two “i” (i.e. “i-i”). This 
situation could lead to a large number of decoding errors (e.g. “semi-
interlaced” being translated into “semhnterlaced”, which is incorrect). 
To address this problem, we consider using dictionary-based 
schemes (to search whether the word exists with no changes) before 
using a deobfuscation algorithm. Additionally, we take advantage 
of the multiple outputs of the CNN (e.g. we consider the five CNN 
outputs that achieve the highest value) and check the existence of 
the resulting word in a dictionary. Moreover, the algorithm used to 
recognize Leetspeak sequences also needs to be improved. The one 
used in this study can only detect one Leetspeak sequence per word. 
Therefore, future work involves improving in several directions 
(CNN performance, algorithms to detect Leetspeak sequences and 
use of a dictionary) that will lead to significant improvements in the 
deobfuscation process.
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Fig. 7. Experimental results achieved using f-score measure. Parts: a) Youtube Spam Collection, b) Youtube Comments, c) CMDMC2010 dataset, d) TREC2007 
dataset.
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Abstract

Sequential recommendation aims to predict the user’s next action based on personal action sequences. The 
major challenge in this task is how to achieve high performance recommendation under the data sparsity 
problem. Translation-based recommendations, which learn distance metrics to capture interactions between 
users and items in sequential recommendations, are a promising method to overcome this issue. However, a 
disadvantage of translation-based recommendations is that they capture long-term preferences of the user 
and complex item transitions. In this paper, we propose attentive flexible translation for recommendations 
(AFTRec) to tackle data sparsity problem by capturing a user’s dynamic preferences and complex interactions 
between items in user’s purchasing behaviors. In particular, we first encode semantic information of an item 
related to user’s purchasing behaviors as the user-specific item translation vectors. We also design a transition 
graph and encode complex item transitions as correlation-specific item translation vectors. Finally, we adopt 
a flexible distance metric that considers directions with respect to the translation vectors in the same space 
for predicting the next item. To evaluate the performance of our method, we conducted experiments on four 
sparse datasets and one dense dataset with different domains. The experimental results demonstrate that our 
proposed AFTRec outperforms the state-of-the-art baselines in terms of normalized discounted cumulative 
gain and hit rate on sparse datasets.
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I. Introduction

RECOMMENDER systems (RSs) have received interest on various 
platforms, such as e-commerce, news portals, and social media 

sites. The main purpose of RSs is to suggest the most relevant 
recommendations to users so that they make informed purchasing 
choices. Traditional recommendation systems [1]–[3], such as 
collaborative filtering (CF), make recommendations by analyzing 
historical interactions or preferences based on the similarity of users 
or items in the past. However, following the explosive growth of 
e-commerce, the data sparsity problem, which refers to the difficulty 
in finding sufficient similar users and items due to insufficient user–
item interactions, is the main challenge in RS. To address this issue, 
matrix factorization (MF) [4] models that map both the user and item 
embedding vectors and represent user–item interactions by the inner 
product of the user and item vectors have been proposed. 

To deal with sequential user behaviors (e.g., click and purchase) in 
e-commerce, sequential recommendation systems [5]–[8] have been 
proposed in RS for data sparsity problems. Examples of such models 
include factorized personalized Markov chains (FPMC) [9], which 
combine Markov chains (MCs) [10] and MF to predict the next action 

of the user in sequential data. The FPMC captures both long-term 
user preferences and short-term sequential dynamics by modeling 
the interactions between user-to-item and item-to-item pairs. This 
underlies personalized MCs, where a user-specific transition matrix 
is applied to capture personalized item transitions. Achieving better 
performances on sparse datasets, many researchers have recently 
found new ways to capture interactions between user-to-item and 
item-to-item pairs. 

Translation-based methods [11]–[14], which facilitate knowledge 
graph (KG) completion [15]-based approaches, such as translation-
based recommendation (TransRec) [16], latent relational metric 
learning (LRML) [17], and collaborative metric learning (CML) [18], 
have achieved high performance with sparse datasets for next item 
recommendation. TransRec utilizes KG completion to model users as 
translation vectors from their previously purchased item vectors to 
the vector of the next items in the same translation space. To model 
item-to-item interactions in chronological order, TransRec adopts 
a translational principle, which minimizes the distance between the 
translation vectors. However, these translation-based recommendation 
methods have several drawbacks in sequential recommendations. 
First, they mainly adopt translating embeddings for modeling multi-
relational data (TransE) [19], which is capable of 1-to-1 relations but 
is unable to handle 1-to-N, N-to-1, and N-to-N relations. Second, 
there are few studies that focus on the user’s long-term and short-
term preferences in translation vectors without user and item context 
information, such as category and user profile. 
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In this study, we propose an attentive flexible translation for 
recommendations (AFTRec) to predict the user’s next item in sparse 
sequential recommendation datasets for the data sparsity problem. 
Specifically, unlike existing approaches, which primarily focus on 
the last consumed item, we focus on the sequential behaviors of the 
user and complex interactions between purchased items by users in 
chronological order. To facilitate KG completion in predicting the 
next item, we generate user-specific item translation vectors that 
reflect dynamic user preferences and target item translation vectors 
that represent the user’s next item as entities. We also generated a 
correlation-specific item translation vector that reflects item-to-item 
interactions in user behavior histories as a relation vector. For KG 
completion to predict the next item, we propose a distance function 
that can flexibly handle not only 1-to-1, but also 1-to-N, N-to-1, and 
N-to-N relations. Our AFTRec consists of three modules: a user-specific 
item translation vector embedding module, correlation-based item 
translation vector embedding module, and attentive item translation 
vector embedding module. The model applies KG completion to 
translation vectors for moving the user’s previous item vectors close 
to the user’s next item vectors in the same translation space. First, 
we generated item embeddings based on user behaviors through a 
self-attention mechanism, which is efficient for capturing long-term 
item dependencies with the position information of the item. For the 
correlation-specific item translation vector, we initially designed the 
transaction graph and linked the neighbors of items based on a sliding 
window, which slides the item sequences in a window-by-window 
manner. Then, we learned item-to-item interactions in sequential user 
behaviors by utilizing gated graph neural networks (GGNNs) [20], 
which are capable of representing sophisticated item interactions 
with comprehensive item transitions in user behavior sequences. In 
the final module, we generate the attentive item translation vector 
that aggregates the user’s sequential preferences and relationships 
between items and then embed translation vectors into the same space 
with KG embedding for translation from a previous item to the next 
item. Inspired by the flexible translation (FT) [21] of KG embedding, 
we designed our translational distance function in a new manner to 
model translation vectors. Therefore, unlike other existing translation-
based RSs for sparse sequential datasets, AFTRec can capture not only 
personal item preferences but also sophisticated item interactions 
based on users’ and users’ sequential behaviors. 

Our contributions can be summarized as follows:

1. We propose a novel translation-based sequential recommendation 
model. We adopt the KG embedding technique to encode sequential 
behaviors of a user and item-to-item relationships as entities and 
relations of a KG triple. We model various correlations between 
entities and relations to find the next item with our translational 
distance function, which releases existing translation approaches. 
Using this approach, AFTRec can capture pairwise relations 
between users and items more efficiently.

2. We embed sequential user preferences as a user-specific item 
translation vector as the head entity by applying a self-attention 
mechanism [22] in chronological order to understand long-term 
user preferences. For the secondary head entity of our distance 
function, we define the attentive item translation vector. The 
attentive item translation vector summarizes the item correlations 
related to the purchasing preference of each user through the soft-
attention mechanism. Hence, we consider various perspectives on 
user and item information to translate the previous item into the 
next item.  

3. We represent item-to-item interactions as correlation-specific 
item translation vectors as a relation of the KG triple through 
GGNN. Initially, we design a transaction graph by connecting 
adjacent items in chronological order using a sliding window 

method. In particular, we divide edges into incoming and outgoing 
edges, and thus efficiently represent item interactions with the 
purchase order in terms of the time position. In addition, we utilize 
the GGNN to analyze item interactions. Because the GGNN uses 
a gated recurrent unit (GRU) [23] as an updater, it helps reduce the 
number of parameters for analysis.

4. We conduct extensive experiments using four sparse datasets 
and one dense dataset from different domains to evaluate the 
proposed method. The experimental results demonstrate that 
our method outperforms other existing approaches in solving the 
data sparsity problem. 

The remainder of this paper is organized as follows. Related studies 
are introduced in Section II. Next, we describe our proposed method 
in Section III. In Section IV, we describe the experiments conducted on 
publicly available datasets of several domains, evaluate our proposed 
method in comparison with other approaches, and analyze the 
experimental results. Finally, we conclude the paper in Section V.

II. Related Work

A. Traditional Recommender Systems
RSs aim to predict user preferences and suggest relevant items 

to the users. Traditionally, CF-based methods are used in RSs. CF 
recommends items in which similar users are interested based on 
historical data. For example, MF models the explicit feedback of a user 
with user and item latent factors by calculating the dot product of the 
two latent factors. To address item-based CF, a factored item similarity 
model [24] embeds each item and models the similarity between 
two items using the inner product of their embedding vectors. The 
neural attentive item similarity model [25] assigns an attentive weight 
to each item in the item sequences and shows good results in the 
calculation of the similarity between items. Bobadilla et al. [26] utilize 
neural CF to obtain prediction reliabilities and combine the prediction 
value and the reliability information in user ratings. Bobadilla et al. 
[27] improve fairness in RSs by combining probabilistic MF and multi-
layer network. However, these methods have limitations in handling 
sequential patterns in interactions between users and items.

B. Sequential Recommender Systems
Sequential RSs investigate sequential behaviors of a user to 

recommend the next item. MC-based methods temporarily capture 
item transitions and predict the next item based on the last consumed 
item. FPMC fuses MF and MC to predict the next actions with the 
user’s general interests and short-term item transitions. 

Inspired by the success of neural networks, various neural-network-
based methods have been introduced for sequential RSs. Recurrent 
neural network (RNN)-based recommendations [28], [29] employ 
variations of RNN, such as long short-term memory and GRU, which 
are capable of modeling sequential patterns, to predict the next action 
of the user. However, because RNN-based recommendations contain 
information regarding the final state of the model, they are limited 
in modeling long sequences. To address this problem, attention-based 
RNN methods [30], [31] have been proposed. A neural attentive 
recommendation machine [32] applies an attention mechanism to a 
stacked GRU-based encoder–decoder to model the sequential behavior 
and capture general preferences of the user. Recently, self-attention 
mechanisms have become popular, with promising performance 
in natural language processing (NLP) problems. Accordingly, 
many researchers have utilized self-attention to provide suitable 
recommendations in historical sequences. Self-attentive sequential 
recommendation (SASRec) [33] uses stacked self-attention blocks 
to efficiently consider long-term dependencies. A stochastic shared 
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embeddings-personalized transformer (SSE-PT) [34] introduced 
personal information into self-attention by concatenating item 
embedding and embedding it into the self-attention embedding layer. 
Time interval-aware self-attention-based sequential recommendation 
(TiSASRec) [35] utilizes both the absolute positions of the items and 
the time intervals between items in a sequence. It represents the 
relationship between items as a time interval and shows performance 
improvement on a personalized sequential recommendation using two 
types of item positions: sequential and relative time positions. 

However, these methods have several limitations. First, MC-
based approaches predict the next item using only the last consumed 
item; thus, they do not explicitly capture the complex and long-term 
dependencies. Second, convolutional neural networks [36], [37] and 
RNN-based methods involve the risk of missing crucial information on 
previously consumed items and lack explanations for recommended 
items. Third, self-attention-based methods have insufficient ability to 
treat complex item-to-item and user-to-item interactions.

C. Translation-Based Embedding Model in Recommender Systems
The goal of KG completion-based RSs is to learn the relationships 

between users and items by minimizing the distance between 
the translation vectors in the same space. Fig. 1 describes TransE 
embedding and two KG-based approaches in RSs, namely, CML 
and LRML. KG-based recommendation methods initially utilize KG 
embeddings to predict user’s item ratings or implicit next interactions 
between users and items in RSs. CML minimizes the distance between 
the user and item vectors using personalized historical implicit 
feedback. LRML uses a memory-based attention network to represent 
the latent relationships between the user and previous item vectors as 
latent relation vectors. Then, LRML advances the metric learning of 
CML, which operates via p ≈ q to p + r1 ≈ q, where p and q are the user 
and item vectors, respectively, and r1 is a user-to-item relation vector. 
CML and LRML then apply the model’s distance function to find the 
next item vector with the shortest distance from the user vector.

User User

Item

Minimize distance
Latent user-to-item relation

Item

(a) CML (b) LRML

Fig. 1.  Simplified illustration of (a) CML and (b) LRML.

To solve the data sparsity problem in sequential RSs, translation-
based recommendations have been proposed. Translation-based 
recommendations embed the user and item vectors as translation vectors 
of a triple form (head, relation, tail) using KG completion to move the 
previous user’s item vector to be close to the user’s next item vector in 
sequential behavior sequences. Fig. 2 illustrates the process of providing 
the next item recommendation through TransRec. In Fig. 2, TransRec 
predicts the user’s next item by modeling third-order interactions 
between the user’s previous item, the user, and the user’s next item in 
a translation space. The previous items of the user are also modeled to 
move the previous item to the next item in chronological order through 
TransE, as shown in Fig. 2. Fig. 3 illustrates the process of providing 
the next item recommendation through mixtures of heterogeneous 
recommenders (MoHRs) [38]. Similar to TransRec in Fig. 2, MoHR 
predicts the user’s next item by modeling third-order interactions 
based on the user’s item sequences and user information. Specifically, 
MoHR represents various sequential relationships, that is, previous 
item-to-next item and user-to-next item, and adopts KG embedding 
to predict the next item-based distance from the previous item vector 
in the translation space. MoHR captures three types of relationships: 
long-term user-to-item preferences, relationships between short-term 
item transitions, and exhibit relationships (e.g., also-bought/also-
viewed) between the short-term item transitions by applying TransE 
separately for each relationship, as shown in Fig. 3. MoHR also models 
item vectors in the user’s purchasing sequences to move the previous 
item vector close to the user’s next purchased item vector. An attentive 
translation model for next item recommendation (ATM) [39] constructs 
a user, multiple previous items, and the next items as translation vectors 
to translate a user to the next item. In particular, ATM implements high-
order MCs to embed a user’s sequential behaviors into the relation 
vector. ATM then models third-order interactions (a user, the user’s 
sequential preferences, and the next item). 

Recently, translation-based recommendations have also facilitated 
KG completion to predict user-to-item ratings in sequential RSs 
[11], [14]. Translation-based factorization machines [40] combine 
KG completion and factorization machines to predict user–item 
ratings in sequential RSs. To improve the performance of translation-
based recommendations, recent approaches utilize user and item 
context information, such as item category and user region. The 
adaptive hierarchical translation-based sequential recommendation 
[41] captures item sequence patterns based on implicit purchasing 
behaviors and purchased item category information by modeling 
sequential item interactions using KG completion.

However, these approaches require additional resources and time 
to consider contextual attributes. To reduce the resources of context 
analysis, we solved the data sparsity problem and predicted the next 
item using only implicit interactions between the user and items 
inspired by TransRec and MoHR with performance comparable to 
recent sequential recommendation methods such as SSE-PT and 
TiSASRec introduced in Section II.B.

User

User

User

User

Previous items

User

User

Next item

Item 8Item 5

Item 5

Item 3

Item 1

Item 3

<Purchasing item history>

Item 1

<Translation space>

Predicting
next item

Move item vectors to minimize distance

Fig. 2.  Simplified illustration of TransRec based on the user’s item sequences.
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Previous item 5

User

Next item

Next item 8

Item 1 Item 3 Item 5 Item 8

Purchasing item history

Minimizing distance between two vectors

Interactions between user and items
Item interactions in chronological order

Exhibit item relationships

Fig. 3.  Simplified illustration of MoHR. MoHR models distance functions for 
three types of relationships to each previous item pairs. Then, MoHR finds 
the item vector with the shortest distance from the last purchased item as the 
next item.

Many translation-based recommendation systems exhibit robust 
performance on sparse datasets, such as e-commerce, by adopting 
the translational distance for capturing third-order interactions (a 
user, a previously consumed item, the next item) to the next item 
recommendation. TransE models h + r ≈ t, where (h, r, t) is a triple 
of KG, with a promising performance in 1-to-1 relationships, but it is 
too strict to model 1-to-n, n-to-1, and n-to-n relationships. In addition, 
many approaches cannot address users’ long-term dependencies and 
thus achieve lower performance than RNN- and self-attention-based 
sequential recommendation systems in sequential recommendation. 
To address this issue, our proposed method uses a translational 
embedding model that handles not only 1-to-1 and other relationships 
but also long-term dependencies and sophisticated item interactions in 
sequential behaviors to recommend the most appropriate target item.

III. Methodology

In recommendation research, many translation-based approaches 
have been proposed that learn the relationships between users and 
items as translation vectors for sequential recommendation. In this 

section, we introduce the novel translation-based recommendation 
AFTRec, which applies KG embedding to improve the sequential 
recommendation with sparse datasets. The architecture of the 
proposed AFTRec is shown in Fig. 4. First, we encoded the 
information of a user’s consumed item based on personalized 
sequential behaviors to the user-specific item translation vector γu 
as the head entities. In this process, the self-attention mechanism 
was used to capture the items’ long-term dependencies in sequential 
behaviors (Section III.A). Next, we designed a transaction graph that 
included item connections in chronological purchasing order. We 
divided the edges into incoming and outgoing edges to learn item 
interactions, reflecting changes in users’ purchasing preferences. 
Using the transaction graph, we generated a correlation-specific 
item translation vector γr as relationships between entities, which 
includes sophisticated interactions between items in users’ item 
sequences through GGNN (Section III.B). Finally, we optimized 
the metric function to score the interactions with the target item 
translation vector γj represented as the tail entity. In this module, we 
additionally created comprehensive item vectors γu' that explicitly 
aggregated the item’s information related to user-to-item and 
item-to-item interactions. Inspired by FT embedding, our distance 
function considered the direction of translation vectors to release 
the strict translational principle h + r ≈ t. Owing to the flexible 
metric in the proposed method, we additionally considered the 
relationships between consumed items and target item vectors from 
the two perspectives with γu and γu'. Owing to the three generated 
vectors of user behavior-based item vector, comprehensive item 
vector, and item correlation vector as γu, γu' and γr, respectively, 
we were able to optimize the translational embedding model 
(γu' + γr)

⊺ γj + ( γj + γr)
⊺ γu to find the next item (Section III.C). 

A. User-Specific Item Translation Vector Embedding
Let U and I represent the user and item sets, where u ∈ U denotes a 

user and i ∈ I denotes an item. For each user u, we extracted every L  
successive items as a user action sequence. In this module, we generated 
a user-specific item translation vector γu ∈ R|L|×d. By reflecting users’ 
long-term preferences in γu, AFTRec considers item transitions and 
users’ purchasing history to model relationships between items using 
translation-based approaches. 
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Fig. 4.  Architecture of our proposed method.
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Let Su = {𝑖1, 𝑖2, …, 𝑖L} denote the set of all L items ordered by 
timestamp. In this section, a user-specific item translation vector is 
generated for each previous item in {𝑖1, 𝑖2, …, 𝑖L} as shown in Fig. 4. 
With the translational principle, AFTRec predicted the item for the 
𝑡 + 1 step-based translational distance with γu corresponding to the 
purchased item in step 𝑡  (0 < 𝑡  < L) in chronological order.

In Su, we created an item embedding matrix M ∈ RL×d, where 𝑑 is the 
latent dimensionality. In addition, we generated a learnable position 
embedding matrix P ∈ RL×d as the purchasing order information in the 
user sequence. We obtained the item embedding lookup matrix E ∈ 
RL×d by calculating E = M + P. To efficiently represent item translation 
vectors reflecting user preferences, we utilized stacked self-attention 
blocks (SABs) for E. The SAB consists of a multi-head attention and a 
pointwise feed-forward (FF) layer. Multi-head attention runs a scaled 
dot-product attention mechanism several times in parallel. Because it 
concatenates different representations of an item’s dependencies from 
various perspectives, it is beneficial to consider multiple relationships 
jointly through a separate analysis. MHA was calculated as follows: 

 (1)

 (2)

  (3)

where Q, K, and V denote the sets of queries, keys, and values, 
respectively. In addition,  are learnable 
parameters, and  is a scale factor that scales the dot products 
to avoid the vanishing gradient problem. We provided the item 
embedding lookup matrix E as input, which can be defined as a linear 
transformation of Q = EWQ, K = EWK, and V = EWV. To reflect a realistic 
sequential behavior of a user to a user-specific item translation vector, 
we considered 𝑡  items when generating the 𝑡 -th purchased item 
translation vector. Therefore, we masked the queries and keys from 
𝑡 + 1 to the last item. Then, the pointwise FF layer was calculated as 
follows:  

 (4)

 (5)

where W1, W2 ∈ Rd×d are the learnable parameters. In addition,  
b1, b2 ∈ R1×d are the bias parameters. A pointwise FF layer was applied 
to each item position separately to aggregate and normalize the 
attention outputs. Similar to [22], the pointwise FF layer included a 
residual connection and layer normalization, which are omitted in 
(4) for brevity. To efficiently improve the performance of capturing 
item transitions in long-term sequences, we stacked the SABs. The  
B−th (B > 1) block is defined as follows:

 (6)

where X(0) = E. In this module, we obtained the output item 
embedding matrix X' ∈ Rd×d using stacked SABs. We then defined X' 
as the head γu in the transition space. In contrast to TransRec and 
MoHR, where the translation vectors are represented only by item 
embeddings, our proposed method is able to represent not only long-
term preferences but also item transitions.

B. Correlation-Specific Item Translation Vector Embedding
In this section, we generate a relation vector that translates the 

interaction between the previous and next items for personalized 
recommendation in the same space. Therefore, we encoded complex 
item-to-item interactions in users’ purchasing behaviors to correlation-
specific item vectors γr ∈ RL×d based on users’ item sequences, as 
shown in Fig. 4.

Because the basic idea of graph neural networks (GNNs) [42] is to 
generate node embedding by aggregating the features and topological 
information from the neighbors, it ensures that GNNs are capable 
of efficiently capturing the interactions between nodes on graph-
structured data. GGNN extends GNNs to sequential data, using a GRU 
as an update function to propagate information. Owing to the use of 
a GRU, GGNN selectively aggregates information of the neighbors, 
and thus, it is able to reduce the computational limitations and 
achieve a better performance. In this study, we converted personal 
item sequences to graph-structured data and learned the general 
relationships between consumed items in the e-commerce platform 
through GGNN, as described below.

1. Constructing a Session Graph
For user 𝑢, given the behavior sequence Su, we designed a 

transaction graph G. Let Gu = (𝒱, ℰ) be a directed graph, where each 
node denotes a purchased item at time 𝑡  as 𝑣t ∈ I, and each edge  
(𝑣t−1, 𝑣t) ∈ ℰ denotes each link for a chronologically ordered pair of 
items. To represent chronological item-to-item relationships, we built 
an adjacency matrix using a sliding window that moved a unit distance 
ahead. For the user sequence Su, we moved the window in a unit time 
and connected the links between neighboring item nodes.  

An example of the construction of an adjacency matrix is shown 
in Fig. 5. The adjacency matrix A ∈ RL×2L is represented by two 
adjacency matrices ABF, AAF ∈ RL×L, which represent connections of 
earlier or later purchased items as incoming or outgoing edges in the 
transaction graph, respectively. All edges have normalized weights 
with connections between earlier or later items for each item. In Fig. 
5, each graph representation of a user process through the adjacency 
matrix is based on item sequences of each user, and the transaction 
graph is generated by repeating this process for all users in the data-
sparse environment.

<Transaction graph generated
by User 1, 2, 3>

User 1
Item sequences of User 1

Item sequences of User 2

Item sequences of User 3

Adjacency matrix

The Graph generation process for item sequences of User 1

outgoing edges incoming edges

Fig. 5.  An example of transaction graph generation process. Transaction 
graph is generated by the purchase history of users. The adjacency matrix is 
represented as a concatenation of two adjacency matrices, which link earlier 
or later purchased items, respectively.

2. Item-to-Item Interaction Learning
After constructing a transaction graph Gu of each user, we 

adopted a GGNN to learn item-to-item relations. Owing to the gating 
mechanism of a GRU, a GGNN can tackle the vanishing gradient and 
computational limitations by selectively gathering information from 
the other nodes to update the hidden state of each node. Let hi ∈ Rd 
denote the embedded node vector of the corresponding item 𝑣i and 
H denote the set of all item node vectors. For the initialization step, 
the aggregation information ai  is defined as the concatenation of two 
types of adjacency matrices ,  ∈ R1×d corresponding to the target 
node hi:
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 (7)

  (8)

 (9)

where WBF, WAF ∈ Rd×d are learnable parameters; bBF, bAF ∈ Rd are bias 
parameters;  is the list of item node states; and [⋅;⋅] is the 
concatenation operation. 

Then, the computation steps of updating hi are defined as follows: 

 (10)

 (11)

 (12)

 (13)

where Wz, Wr, Wr ∈ R2d×d, Uz, Ur, Uo ∈ Rd×d are learnable parameters. 
In addition,  and  are the update and reset gates, respectively. The 
reset gate determines the amount of past information that must be 
preserved or discarded. The update gate determines the amount of 
past information that must be passed along to the future. Moreover, σ  
denotes the logistic sigmoid function, and ⨀ denotes the element-wise 
multiplication. This procedure was computed in a manner similar to 
the GRU. After this procedure, the corresponding items of all updated 
nodes were defined as the relations γr that contain high-level item-to-
item interactions and short-term user interests in the transaction graph.

C. Optimization and Target Item Prediction 
After obtaining the user and item translation vectors as the head 

and relation, respectively, we could predict the target item as the 
tail by optimizing the translational embedding model. In previous 
translation-based recommendations, (h, r, 𝑡 ) was modeled by the same 
translational principle h + r ≈ 𝑡 in KG embedding techniques (e.g., 
TransE and TransR [43]). However, the translational principle h + r ≈ 𝑡  
is too strict to model the complex and diverse interactions between 
entities and relations (e.g., symmetric/transitive/one-to-many/many-
to-one/many-to-many relations). To consider an item’s diverse 
information related to personal preferences in a metric space, we 
extended the FT to generate flexible translation vectors with respect 
to multiple entities and relations. Originally, FT embedded multiple 
entities and relations by optimizing (h + r)⊺𝑡 + (𝑡 − r)⊺ h. Given an 
ideal embedding h + r ≈ 𝑡 , FT applies h + r ≈ ρt, ρ > 0 by considering 
directions of vectors h + r and 𝑡 . To balance the constraints on the 
head and tail during training, FT considers both directions of vectors 

𝑡  and h + r and h and 𝑡 − r. Thus, it can flexibly capture more diverse 
and complex relationships between the head and tail. 

For each triple (h, r, 𝑡 ), we can create an inverse triple (t, r−1, h), 
which has also been used in [44], [45]. Thus, we can convert the 
translational principle h + r ≈ 𝑡  to 𝑡 − r ≈ h. Using the FT principle, 
we can also apply 𝑡 − r ≈ ρh, ρ > 0. For personal recommendations, we 
treat two user-specific item vectors as head entities: the user behavior-
based item translation vector γu and the attentive item translation 
vector γu'. An attentive item translation vector strengthens the crucial 
information in the relationship between general purchased items and 
user preferences. Therefore, we applied the soft-attention mechanism 
[46] for long-term user interest and sophisticated item relations and 
then successfully aggregated the context pairs of user interest-to-item 
relations. The attentive item translation vector γu' is defined as  

 (14)

 (15)

 (16)

where W3, W4, W5 ∈ Rd×d are learnable parameters, and b3 ∈ Rd is 
the bias parameter. By considering the heads γ'u, γu and the relation 
γr, we can seek the tail γr to predict a suitable item for the user’s 
dynamic preferences. Fig. 6 illustrates translational embedding models 
of TransRec and our AFTRec. In our translational embedding model, 
we consider the directions of the vectors (γu' +  γi) with γj, and (γj − γr)  
with γu.

Using balanced learning for the interactions of two triple sets (γu', γr , γj) 
and (γu, γr , γj) in a translation space, as shown in Fig. 6, AFTRec can 
flexibly capture diverse user and target item relations using different 
perspectives for the personal preferences of users. Finally, the model 
scores can be formulated as follows:

 (17)

Based on our model’s score, as shown in Fig. 6, AFTRec aims to 
maximize the probability of a true item under relationships in a user’s 
behavior sequence. We adopted the binary cross-entropy loss for the 
optimization of the translation-based methods proposed by [47]–[49]. 
Given positive item set I and negative item set I', positive item j ∈ I and 
negative item j' ∈ I' are uniformly sampled. Then, we optimize the loss 
function as follows:

 (18)

Fig. 6.  Illustrations of translational principle for TransRec and AFTRec.
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where σ is the logistic sigmoid function used to obtain the predicted 
probability of a triple. In this model, we updated the parameters using 
an Adam optimizer [50] and regularized the parameters based on L2 
regularization to prevent overfitting. In the training process, for items 
purchased before the last purchased item, AFTRec modeled item 
vectors to predict the next item using the previous item based on our 
translational principle. AFTRec finally recommended an appropriate 
item for the user with the highest fuj score with the user- and correlation-
specific item translation vector for the latest purchased item.

IV. Experiments

A. Datasets
We evaluated AFTRec on five public datasets for real-world 

applications. All datasets had diverse domains and sizes. The statistics 
of all datasets are reported in Table I. For comparison with translation-
based models that require standardized relationships between users 
and items, we used datasets from the Amazon and Steam platforms, 
which define specific relationship types between user-to-user and 
item-to-item pairs. We take five domains: “Beauty,” “Toys and games 
(Toys),” “Clothing, shoes, and jewelry (Clothing),” and “Automotive” 
from Amazon review datasets in [51], and “Games” from Steam datasets 
generated in [33]. Amazon datasets were used as sparse datasets, 
whereas the Steam dataset was used as dense dataset. In this section, 
we demonstrate our performance for sparse datasets using Amazon 
datasets, and we experiment with our recommendation performance 
on dense datasets using the Steam dataset. All the datasets contain 
various user-to-item interaction data (e.g., user ratings and reviews). 
We followed the methods used by Kang and McAuley [33], and Wu 
et al. [34] to preprocess datasets to sort items in the sequential order 
of user sequences. First, we ordered the review behaviors as positive 
feedbacks by the timestamps. Second, we discarded users with fewer 
than five related-item interactions. Then, we transformed the users’ 
review data to become a sequential dataset indicating the order of each 
user’s purchase items.

For each user, we split the user’s historical sequences Su into 
three parts, as done by Kang and McAuley [33], and Wu et al. [34]: 
(1) the most recent interaction in Su as the testing set, (2) the next 
interaction as the validation set, and (3) the remaining interactions 
as the training set.

B. Evaluation Metric
We used two common Top-K recommendations: the hit rate 

(HR@10) and normalized discounted cumulative gain (nDCG@10). 
Here, HR@10 is the rate of positive items in the top-10 recommended 
items, and nDCG@10 is a ranking measurement for the positions 
of the positive items in the top-10 recommended items. For the 
computational cost, we followed the previous mentioned works [33], 
[34]. We randomly sampled 100 negative and 1 positive item for each 
user and ranked them for evaluation.

C. Comparison Methods
To evaluate the performance of AFTRec, we compared it with the 

following eight competitive baselines: 

POP: Simple baseline recommendation model that recommends the 
most popular items in the training set.

CML: CF-based method that applies metric learning instead of MF. 
It learns a metric to minimize similar user and item pairs. 

FPMC: Sequential RS that combines MF and factorized first-order 
MC. It captures long-term user interests and item-to-item transitions 
by utilizing the characteristics of both methods. TransRec: Baseline 
translation-based method for sequential recommendations. It embeds 

users and items into the transition space and models three-component 
relationships between a user, previously visited items, and target item.

MoHR: Translation-based method that minimizes the distance 
between relevant item pairs in the translation space. It exhibits 
different relation types (e.g., also-viewed/also-bought) between user 
and item pairs and is integrated into the translational embedding 
model. 

SASRec: Self-attention-based sequential recommendation model 
inspired by a transformer in NLP. It captures the long-term user 
interest in predicting the next item through multiple stacked SABs. 

TiSASRec: Self-attention-based sequential recommendation model. 
Unlike SASRec, which considers the absolute time position of items, 
TiSASRec uses relative time intervals for positioning the encodings of 
items in stacked SABs.

D. Implementation Details
During the experiments, we implemented AFTRec using the Adam 

optimizer with momentum exponential decay rates β1 = 0.9 and β2 = 0.98. 
We set the batch size to 128 and the maximum sequence length to 50 
for all datasets. In AFTRec, we set the number of SABs to two and 
used single-head self-attention layers to generate the user translation 
vector. We set the number of links in the transaction graph to three for 
learning the item relations. For comparison with competitive baselines, 
the hyperparameters were tuned through a grid search. The learning 
rate was {0.1, 0.001, 0.0001, 0.00001}, and the dropout rate was {0.2, 
0.5}. For SASRec and TiSASRec, we set the number of SABs to two and 
used single-head self-attention layers. For SASRec and TiSASRec, the 
embedding dimensions were set to 50. For TransRec and MoHR, the 
embedding dimensions were set to 10. Except for POP, CML, FPMC, 
and TransRec, the batch size was set to 128. For SASRec and TiSASRec, 
the maximum sequence lengths were 50. We set all other parameters 
according to the respective baseline papers.

E. Recommendation Performance
Tables II and III show a performance comparison of sequential 

recommendations and translation-based recommendations with 
HR@10 and nDCG@10 on four sparse datasets and one dense dataset. 
On sparse datasets, AFTRec achieved the best performance for both 
the HR@10 and nDCG@10 metrics. These results show that AFTRec 
outperforms sequential recommendations using only the self-attention 
mechanism and translation-based sequential recommendations to 
resolve the data sparsity problem in the data-sparse environment 
such as e-commerce recommendation. Several observations of the 
competitive baselines are shown in Table II. For the Beauty and Toys 
datasets, POP, which is a traditional recommendation, achieves the 
worst performance in terms of nDCG and HR. TiSASRec achieved 
the second-best performance among the baseline methods in terms of 
nDCG and HR on the Beauty, Toys, and Clothing datasets. In addition, 
SASRec achieved the second-best performance in nDCG and HR 
among the baselines on the Beauty dataset. 

The proposed model showed better nDCG@10 performance than 
the existing model for all datasets and better HR@10 performance 
than the existing models on sparse datasets (Table III). In particular, 
the proposed model showed the greatest improvement in nDCG 
and HR performance compared to the existing embedding-based 
recommendation model for the Clothing dataset. For all datasets, CML, 
which applies a metric function instead of MF, achieved the worst 
performance in terms of nDCG and HR. For sparse datasets, MoHR 
achieved the second-best performance in terms of nDCG and HR. 

Compared with these baselines, the proposed AFTRec achieved 
the best performance on the four datasets. This is because our 
method represents the user’s short-term and long-term interests as 
user translation vectors through self-attention to user sequences and 
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high-level item relations as item translation vectors. By mapping 
user- and item-specific vectors onto the head and the relation into 
the transition space, we can utilize the advantages of self-attention-
based methods and translation principles. In addition, we modeled the 
interactions between the user and target item efficiently by optimizing 
the translational embedding model, which considers the directions 
of both user and target item vectors toward a FT. This shows that 
the modeling of translational relationships with users, items, and 
heterogeneous items is generally efficient in capturing a user’s 
long-term interest and short-term item transitions by leveraging a 
translation function for the given user-to-item interactions. Neural-
network-based sequential recommendations are generally superior 
for predicting personal recommendations on relatively large datasets 
with respect to interactions between users and items. In contrast, on 
relatively small datasets with respect to interactions between users 
and items, translation-based sequential recommendations can provide 
better recommendations by utilizing interactions between user and 
item translation vectors captured by transitional principle-based KG 
embedding techniques. 

F. Limitations for AFTRec
Tables II and III show a performance comparison of sequential 

recommendations and translation-based recommendations with 
HR@10 and nDCG@10 on four sparse datasets and one dense dataset. 

For the Steam dataset, which is a dense dataset (Table II), TiSASRec 
achieved the best performance in terms of nDCG. In contrast, AFTRec 
achieved the best performance in terms of HT. For nDCG, self-attention-
based models were advantageous for predicting the next item for dense 
datasets in sequential recommendations. However, AFTRec applies a 
self-attention mechanism to generate user-specific item translation 
vectors. Therefore, a user’s item preferences with self-attention are 
advantageous for showing candidate items that include true items in 
terms of HR. Because the proposed model comprehensively learns the 
user’s purchase characteristics and the comprehensive correlations 
between the users’ purchased items, the nDCG performance is slightly 
lowered, but our model shows better HR performance, indicating 
whether the true item is exposed to the recommendation candidates. 
Among the sparse datasets, the proposed model showed the greatest 
performance improvement on the Automotive dataset, which is a 
representative sparse dataset, and the experimental results show that 
the proposed model has better recommendation performance than the 
existing models.

On the Steam dataset, MoHR achieved the best performance in 
terms of nDCG with dimensions of 10 (Table III). Considering that 
the user-specific item translation vector and correlation-specific 
item translation vector generated by the proposed model are 
trained by a neural network, the experimental results show that the 
recommendation performance of the proposed model is slightly lower 

TABLE I.  Statistics of Datasets Used in Evaluations

Dataset # Users # Items # Actions Avg of actions/user
Automotive 34,315 40,287 183,567 5.35

Beauty 52,204 57,289 394,908 7.56

Clothing 184,050 174,484 1,068,972 5.81

Toys 57,617 69,147 410,920 7.39
Steam 335,730 13,047 4,213,117 12.59

TABLE II. Comparison of Recommendation Performance on Five Public Datasets and Four Sequential Recommendations. The Best Performing 
Method is in Boldface. The Latent Dimension Size D for All Baselines Was Set to 50

Dataset Metric PopRec FPMC SASRec Ti-SASRec AFTRec

Automotive
nDCG@10 0.2084 0.1981 0.2288 0.2509 0.4875

HR@10 0.3481 0.3210 0.3716 0.4032 0.8992

Beauty
nDCG@10 0.2277 0.2532 0.3211 0.3126 0.4325

HR@10 0.4003 0.4070 0.4852 0.4734 0.8571

Clothing
nDCG@10 0.2166 0.2076 0.2214 0.2445 0.4667

HR@10 0.3661 0.3478 0.3853 0.3974 0.8872

Toys
nDCG@10 0.2048 0.2651 0.3136 0.3177 0.4730

HR@10 0.3601 0.4170 0.4663 0.4920 0.8596

Steam
nDCG@10 0.4728 0.5297 0.6211 0.6228 0.5716

HR@10 0.7297 0.7830 0.8716 0.8657 0.9036

TABLE Ⅲ.  Comparison of Recommendation Performance on Five Public Datasets and Three Translation-Based Sequential Recommendations. The 
Best Performing Method Is in Boldface. The Latent Dimension Size D for All Baselines Was Set to 10

Dataset Metric CML TransRec MoHR AFTRec

Automotive
nDCG@10 0.1793 0.2034 0.3478 0.3845

HR@10 0.3062 0.3332 0.5382 0.7260

Beauty
nDCG@10 0.2532 0.2666 0.3635 0.4004

HR@10 0.4070 0.4125 0.5550 0.7416

Clothing
nDCG@10 0.1904 0.2111 0.3015 0.4457

HR@10 0.3307 0.3608 0.4919 0.7024

Toys
nDCG@10 0.2437 0.2890 0.4151 0.4185

HR@10 0.4015 0.4474 0.6061 0.7734

Steam
nDCG@10 0.4699 0.5287 0.5598 0.5835

HR@10 0.7481 0.7842 0.7983 0.7020
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than that of MoHR when the size of the data dimension is 10. However, 
because the proposed model learned various features extracted from 
purchased items as item translation vectors, it showed a higher 
recommendation performance than the existing recommendation 
models, which do not properly reflect the sequential purchase 
characteristics of the user.

G. Hyperparameter Study
We conducted an additional experiment that varied the dimension 

size on four sparse datasets to investigate the performance changes 
based on different embedding dimension sizes of d. The dimension 
size affects the item embedding size of self-attention and GGNN for 
entities and relations. We changed the dimension sizes from {10, 20, 
30, 40, 50}, and the nDCG@10 results are shown in Fig. 7. For the 
Amazon datasets, our model outperformed the baselines. From Fig. 
7, TransRec, MoHR, and AFTRec achieved better performance as the 
latent dimension d ≥ 30 increased on the Automotive, Beauty, and 
Clothing datasets. By contrast, for the Toys dataset, the performance 
of the MoHR peaked when d = 40. A dimension size of 40 represents 
sufficient information for MoHR on the Toys dataset. In addition, 
translation-based models generally have more advanced performance 
than neural network-based models, such as SASRec and TiSASRec, on 
sparse datasets. 

In Fig. 7, SASRec and TiSASRec show the following aspects. 
The performance of TiSASRec peaks when d = 40 on the Toys and 
Automotive datasets. For Beauty and Clothing datasets, TiSASRec 
achieved better performance as d increased. In addition, for the Toys 
and Beauty datasets, SASRec for Automotive and Clothing datasets, 
the performance of SASRec peaked when d = 40. It is indicated that 
a dimension size of 40 provides sufficient information for SASRec on 
Automotive and Clothing datasets. Thus, we find that the dimension 
size d affects the model’s ability to represent sufficient information for 
user preferences. 

We also changed the number of SABs to efficiently learn more 
complex global preferences of users (Table IV). For all datasets, 

AFTRec exhibited the best performance on nDCG@10 when using 
two SABs. The performance of AFTRec increased until the number of 
SABs was set to two, but AFTRec decreased performance with more 
than two SABs. From these results, we found that AFTRec has a more 
stable performance with two SABs. 

V. Conclusion

In this study, we proposed AFTRec, a novel translation-based 
sequential recommendation method for sequential personal historical 
behaviors for the data sparsity problem. The process maps user 
preferences and sophisticated item relations to embedding vectors to 
model the interactions between users and items using the transitional 
principle. The proposed method includes three main processes. 
First, for the user-specific item translation vector, we utilized SABs 
to adaptively capture short- and long-term user preferences in user 
historical sequences. Second, we designed a transaction graph that 
links relevant items in terms of timestamps. We applied a GGNN to 
the transaction graph to generate the item vector, which represents 
complex interactions between chronologically relevant items and 
embeds a correlation-specific item translation vector for each item. 
Third, we employed an attentive user vector using a soft-attention 
mechanism to jointly learn user-to-item relations in diverse forms 
of user embedding. After considering the item translation vectors as 
the heads and the relation vectors, AFTRec models the interactions 
between the user and items in the same translation space. Because 
our translational embedding model considers the direction of the 
embedding vectors, it flexibly provides suitable recommendations for 
user preferences. 

We conducted experiments to evaluate our method on the 
Automotive, Clothing, Beauty, and Toys datasets collected by the 
Amazon platform and the Game dataset collected by the Steam 
platform. The experimental results demonstrate that our method 
outperforms state-of-the-art baselines in terms of both nDCG and HR 
on a sparse dataset. Therefore, the experimental results demonstrate 
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Fig. 7.  Comparison of recommendation performance on four datasets (nDCG) with varying latent dimension size d of 10 to 50.

TABLE Ⅳ.  Comparison of Recommendation Performance on Four Datasets (NDCG) When Varying the Number of Self-Attention Blocks (SABs) of 
1 to 3

Dataset Metric
Number of SABs

1 2 3
Automotive nDCG@10 0.4371 0.4875 0.4105

Beauty nDCG@10 0.4073 0.4325 0.4264

Clothing nDCG@10 0.4016 0.4667 0.4090

Toys nDCG@10 0.3819 0.4730 0.4083

Steam nDCG@10 0.5104 0.5716 0.5367
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that our model is appropriate for predicting the next item in sparse 
datasets. In the future, we plan to improve the performance of our 
model and extend it by incorporating complex context-level user 
information, such as user groups, locations, and devices. 
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Abstract

A simple but effective channel attention module is proposed for Synthetic Aperture Radar (SAR) Automatic 
Target Recognition (ATR). The channel attention technique has shown recent success in improving Deep 
Convolutional Neural Networks (CNN). The resolution of SAR images does not surpass optical images thus 
information flow of SAR images becomes relatively poor when the network depth is raised blindly leading 
to a serious gradients explosion/vanishing. To resolve the issue of SAR image recognition efficiency and 
ambiguity trade-off, we proposed a simple Channel Attention module into the ResNet Architecture as our 
network backbone, which utilizes few parameters yet results in a performance gain. Our simple attention 
module, which follows the implementation of Efficient Channel Attention, shows that avoiding dimensionality 
reduction is essential for learning as well as an appropriate cross-channel interaction can preserve performance 
and decrease model complexity. We also explored the One Policy Learning Rate on the ResNet-50 architecture 
and compared it with the proposed attention based ResNet-50 architecture. A thorough analysis of the MSTAR 
Dataset demonstrates the efficacy of the suggested strategy over the most recent findings. With the Attention-
based model and the One Policy Learning Rate-based architecture, we were able to obtain recognition rate of 
100% and 99.8%, respectively.

DOI:  10.9781/ijimai.2023.02.004

Synthetic Aperture Radar Automatic Target 
Recognition Based on a Simple Attention Mechanism
Chiagoziem C. Ukwuoma1, Qin Zhiguang1*, Bole W. Tienin2, Sophyani B. Yussif 3, Chukwuebuka J. Ejiyi1, 
Gilbert C. Urama3, Chibueze D. Ukwuoma4, Ijeoma A. Chikwendu2 

1 School of Information and Software Engineering, University of Electronic Science and Technology of China (China)
2 School of Information and Communication Engineering, University of Electronic Science and Technology of China (China)
3 School of Computer Science and Engineering, University of Electronic Science and Technology of 
China (China)
4 Department of Physics- Electronics, Federal University of Technology Owerri (Nigeria) 

Received 13 August 2021 | Accepted 10 January 2023 | Published 6 February 2023 

I. Introduction

IMAGES of the Earth's surface taken by employing Synthetic 
Aperture Radar (SAR) systems, an observation tool, regardless 

of the weather condition, is referred to as SAR images. The SAR 
Automatic Target Recognition (ATR), which is an essential part of 
SAR image interpretation, is one long-term research complex problem 
for researchers across the globe since it is generally applied in not 
only the military field but also in the civilian ones mainly since it is 
usable in any weather and time of the day. Contrary to the optical 
images with colors considered rich, SAR images can be distinguished 
by the possession of solid grayscale pixels with regions that have high 
intensities representing the targets. SAR image classification, which 
tags per pixel in accordance with one or more retrieved characteristics, 
is crucial to SAR image comprehension. In a broad sense, SAR 
image analysis might be used widely in a variety of fields, including 
monitoring of the environment and natural resources [1], hydrological 
and agribusiness modeling [2], and urban planning [3]. The architecture 

of SAR ATR which is basic is composed of three components which 
are detection and discrimination, alongside classification [4]. In the 
first component – detection, target regions or areas are extracted by 
a detector named Constant False Alarm Rate (CFAR) detector [5]. 
In the second component – discrimination, the application of the 
discriminator is for the identification of the candidate areas that are 
located by the targets with respect to the output of stage one. The 
third component – classification makes use of a classifier to identify 
the category of every target type.

Convolutional Neural networks (CNN) that are deep learning-based 
have been seen as one of the approaches that are extensive enough to 
both classify and detect SAR images. Nevertheless, with the limitation 
in available data for SAR images [6], employing the convolutional 
neural network for the SAR ATR task results in overfitting (when 
a model fits exactly against its training data, resulting in a poor 
performance against unseen data, defeating its purpose). There were 
three rudimentary steps taken to address this complication. The first 
option we call the transfer learning [7] mechanism. Here, a CNN is pre-
trained  using huge and extensive data  before calibrating the model 
again for precise SAR recognition problems. However, the disparity 
between SAR and optical images causes low-performance accuracy in 
SAR Images. On the other hand, a number of unmarked SAR images 
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could be a good replacement for optical ones. The third option is image 
enhancement [8]. However, this method is not usually considered 
in most studies. Furthermore, the performance of the outcome of 
the studies employing image enhancements via CNNs models was 
not promising. This can be explained by the need to substantially 
strengthen the CNN Algorithm employed in these studies.

The master plan for refinement regarding the architecture of 
CNN generally consists of the expansion of the network’s deepness 
and breadth. However, when the deepness is further stretched, there 
is a greater possibility of the network running into the challenge of 
vanishing/exploding gradients [9][10]. To resolve this challenge, 
ResNet [11] was proposed by Kaiming et al., which is composed of 
many residual modules that are superimposed. After the fusion of 
two layers, each dynamic ranges the value of the input and that of 
the output. Applying the principle of similarity projection makes the 
optimization of the variables’ weighting on the network levels more 
rational. Additionally, this aids in stopping the problem of contours 
that dissipate or explode when the range is increased. For instance, 
in the recognition challenge utilizing the ImageNet data, the loss 
observed was decreased to roughly 3.57% when a deeper ResNet is 
made of tiers that exceed 100 [11]. Although it is known that the 
expansion of the depth of the network does not go on without bounds 
since one that is too deep is most likely to lead to overfitting. The 
other possible expansion is in the width of the architecture leading 
to the extraction of more features which is an advantage but may 
lead to generating more parameters and increasing the computational 
requirement as well as leading to overfitting.

This paper introduces a new attention-based ResNet architecture 
appropriate for the SAR recognition task to address this problem. This 
architecture focused more on extracting features because of the fewer 
representatives obtained from images of SAR. We summarize our key 
contributions as follows.

• We propose a simple channel attention mechanism for SAR ATR 
involving only a handful of parameters while attaining clear 
performance gains by eliminating discretization and using the 
right cross-channel interaction.

• We also explore the use of one policy learning rate in the ResNet 
backbone for SAR ATR.

• Finally, tests were done to see how well the proposed simple 
channel attention and the one policy learning rate worked on the 
ResNet-50 architecture for SAR ATR.

The following is how this document is organized: Section II 
reviews the theory of SAR ATR and attention mechanism for image 
recognition and classification, followed by the proposed integration 
of the Simple Channel Attention module in ResNet-50 architecture 
in Section III. Section IV provides the dataset and data preprocessing 
while the experimental results and analysis are seen in Section V. We 
concluded in Section VI. 

II. Related Works

A. Introduction
Present-day major methods of classifying SAR-ATR are commonly 

subdivided into three methods which are template-based [12], model-
based [13], and pattern-based [14]. The classic system of SAR-ATR 
that is template-based puts the least Mean Square Error (MSE) 
criteria to get the type of the target from a stored database used as 
a reference for the target images or templates [15]. The system that 
is model-based examines the detail of every image and finds out the 
contribution of every part of its recognition [16]. Weighed against 
the other two methods, the strategy that is based on the principle 

of pattern recognition devoted an outstanding contribution to the 
task of image classification in the years past. The architecture that is 
pattern-based is designed for the extraction of features by initiating 
extractors of features which transforms the raw image to feature 
vectors with low dimensions. The output vectors are then categorized 
into groups by the classifier. A couple of ATR algorithms have seen a 
wide application for the classification of SAR images as well as their 
recognition, Artificial Neural Networks (ANN) being an example [17] 
with Support Vector Machine (SVM) [18] and Convolutional Neural 
Networks (CNN) [19] being other examples. 

Not very long ago a significant surge was ignited in the field of 
pattern recognition by deep learning algorithms which transcended 
with high recognition in the interpretation of images in remoting 
sensing [20]. This includes recognition of SAR targets where deep 
learning models, such as autoencoder and CNN, have found successful 
applications. Knag et al. [21] used a stacked autoencoder which they 
developed to achieve feature fusion by applying that to SAR target 
classification. The utmost often used deep learning technique for 
SAR image classification and recognition is the CNN, with several 
high-content articles employing different training methods and 
architectures. CNN was first employed and verified by Morgan 
[22] for SAR Target  classification. The structure of All-Convolution 
Networks (A-ConvNets) was proposed by this author for SAR target 
classification. We saw the use of CNN architecture which experimented 
with the MSTAR dataset for SAR target recognition in another 
research work [19]. The results demonstrate that the recognition rate 
may be considerably improved using CNN. When the convolutional 
layer is employed in another study [23], instead of the fully connected 
layer in CNN, the over-fitting concern is amazingly minimized, the 
parameter count is reduced, and the recognition rate is subsequently 
increased. Due to small samples of MSTAR datasets and overfitting, 
Li et al. [24] used an autoencoder to prepare the network beforehand, 
and the SAR images used by Jun et al. [8] were modified to enhance 
the sample size. Some researchers improved the network structure 
to improve CNN recognition performance. Zhuangzhuang [25] 
increased the class differentiating the performance of CNN, employed 
SVM for information classification, and added the class conditional 
independence measurement to the error cost function.

Other strategies, such as inception [26][27] and Xception [28], 
were put out to enhance the CNN model  performance and further 
address the problem. The inception/X-caption techniques do not 
only expand the width but also split the number of channels into 
independent sections. The sections having varying configurations 
are the concatenation fusion of the feature extraction obtained from 
various scales so that there can be enough features acquired and work 
at preventing computational complexity. A network architecture that 
is a combination of inception module and ResNet called Inception-
ResNet was proposed recently with the aim of considering both the 
depth and width simultaneously. Even though these techniques have 
been shown to improve performance for the classification of optical 
images, they are not applied in the field of SAR images yet. Moreover, 
the attributes of the images from SAR differ from those of optical 
images. Thus, it is theorized that it is not suitable to use methods that 
perform well in optical images directly for the SAR-ATR field, as such 
there is a need for improvements.

To further improve CNN’s recognition rate and adaptability for SAR 
ATR, this study offers integration of simple channel attention in the 
ResNet-50 architecture. The simple channel attention achieves better 
performance by applying dimensionality reduction during learning 
and an appropriate cross-channel interaction to decrease model 
complexity. Our findings provide further evidence that our method 
can raise classification accuracy for the MSTAR database.
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B. Attention Mechanism
A conceptual system that resembles brain activity is called the 

Attention Mechanism (AM) [29]. AM primarily emphasizes the 
important aspects while suppressing irrelevant details. With minimal 
cost, the AM  may be added to the CNN architecture and trained 
alongside the CNN [30]. Attention modules vary according to their 
implementation ideas, such as the Convolutional Block Attention 
Module (CBAM) [31] which paves the path for diverse feature maps to 
automatically learn pixel relationships and Channel Attention Modules 
which create a weight matrix to assess each channel’s significance. 
In addition to channel attention, the spatial attention module, which 
accumulates the weight matrix of characteristics in a spatial context, 
focuses on “where” relevant information might be obtained.

This study focused on the channel attention mechanism, improving 
deep Convolutional Neural Networks (CNNs). Nevertheless, most 
current approaches are intended to build more advanced modules 
of attention for improving performance, thereby increasing the 
complexity of the model. This paper proposed Simple Channel 
Attention (SCA) which simply requires a few arguments while 
attaining apparent performance gain on SAR ATR.

III. Proposed Architecture

Considering that  SAR image is substantially less vulnerable to 
reflection circumstances, overfitting is prone to happen while training 
CNN using SAR raw data. Since CNN is made up of huge parameters, 
there is severe overfitting because there aren’t enough training data. 
By using an attention technique, this article streamlines the utilization 
of ResNet topology. Top-down convolutional layers gain the feature 
maps from the ResNet backbone network. An attention mechanism 
is then used to process each feature map. The results obtained using 
the attention mechanism are then passed through a fully connected 
layer that gives through the feature vectors. The final feature map is 
then passed through our classifier, and the classification results are 
acquired at the end.

A. Proposed Simple Attention Mechanism
The Channel Attention mechanism demonstrated high-

performance results in improving deep CNNs. SE-Net [32] provides 
us with a useful method to examine channel attention and exhibits 
encouraging results. Therefore, the attention-module design may be 
classified in two ways: (1) improved feature aggregation; (2) pairing 
the channel and spatial attention. The proposed attention mechanism 
concerns the efficient convolutions designed for lightweight CNNs. Our 
simple channel attentions focus on the neighborhood interconnected 
interaction, similar to channel local attention [33] and channel-wise 
convolution [34]. In contrast, our approach probes a 1D convolution 
with adjustable Gaussian kernel size to replace fully connected layers 
in the channel attention module. Following the parameters of channels 
attention in SE Block, we assume

 (1)

Where  denotes channel-wise global average 
pooling (GAP) and ReLU activation function [35]. We set the sizes 
of w1 and w2 to  and  to prevent high model complexity. 
As much as Eq. (1), reducing dimensionality can minimize the model 
computational cost. It disrupts the weights’ and the channel’s straight 
relationship.

Both the efficiency and effectiveness of our simple channel 
attention mechanism can be guaranteed by using the band matrix wk 
of efficient channel attention to getting the interaction of the local 
cross-channels. We defend the band matrix wk thus;

 (2)

Where wk in Eq. (2) involves k * C parameters and the weight of yi  
is computed by solely taking into account the association between k 
neighbors of yi thus

 (3)

Where  explains k adjacent channels of yi in sets. To distribute a 
constant learning rate per channel, Eq. (3) can be rewritten as follows:

 (4)

Which can only be executed by a fast 1D convolution with k kernel. 
Since our attention module is directed at capturing local cross-channel 
interaction, the 1D convolution kernel size k needs to be computed; 
thus, we adopt the below equation [5]; 

 (5)

Where |t|odd denotes the nearest odd number of t. Note: we set γ  
and b to 3 and 1 respectively according to our experiments. Fig. 3 
illustrates the implemented attention mechanism.

B. One Policy Learning Rate
The learning rate is a hyper-parameter that determines how far 

our network’s weights are adjusted in response to the loss gradient. 
Conventionally, we  begin training the model by gradually raising 
the learning rate from low to high, halting when the loss becomes 
uncontrollable. As a result, getting it correctly might not be easy, as 
shown in Fig. 1. Mathematically we have:

 (6)

very high learning rate

low learning rate

high learning rate

good learning rate

epoch

loss

Fig. 1. Convergence effects of illustration of learning rates.

Gradient descent can be sluggish if it is too small or might overshoot 
the minimum if it is too great. It might either fail to converge or diverge 
right. Smith [36] stated that one might estimate a reasonable learning 
rate by first training a model with a low learning rate and then raising 
it (either gradually or rapidly) during every iteration, a process she 
called one policy learning rate. A learning rate scheduler approach 
enables (1) quicker network training and (2) a better understanding 
of the ideal learning rate. Several parameters are held constant during 
the experimentation, and the best learning rate is determined as the 
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training advances. Weight decay, maximum learning rate, optimizer, 
and initial learning rate are examples of such parameters, with weight 
decay updating the learning rate by a critical factor in each epoch.

C. Backbone Network
This paper used a lightweight deep learning network (ResNet50[11]) 

as its proposed model backbone, a deep convolutional neural 
network with a light design. It has 50 layers that, instead of learning 
unattributed functions, redefine as residual functions using the layer 
inputs. A stack of similar or “residual” blocks makes up the ResNet 
architecture. This block functions as a convolutional layer stack. A 
block’s output is also related to its input through an identity mapping 
mechanism. The feature mapping is continually down-sampled 
via depthwise convolution and the expansion in channel depth to 
retain the computational complexity per layer. To enable a lower 

computational workload while computing the 3x3 convolutions in the 
ResNet50 model, we have a three-layer bottleneck block that employs 
three convolutions to reduce and restore channel depth. We denote the 
flow chat diagram of our proposed architecture in Fig. 2.

D. Proposed Architecture Summary
Investigating how well the squeeze-and-excitation network (SENet) 

performs is the suggested model’s main objective, which is the 
learning of channel attention to every convolution block and results 
in noticeable performance gains for various deep CNN architectures 
[37]-[40]. Although SeNet obtains higher precision, it frequently 
results in higher computational costs and a heavier computational 
complexity [11]. This paper concentrated on only three convolutional 
blocks while avoiding dimension reduction and accurately preserving 
cross-channel interaction as seen in Fig 4. 

IV. Experiment

A. Dataset and Data Pre-Processing
We used the MSTAR data for our experiment and evaluations. It 

was created using stationary SAR and target measurements that were 
released by the MSTAR research and funded by the Air Force Research 
Laboratory (AFRL) and the Defense Advanced Research Project Agency 
(DARPA)  [41]. It comprises ten types of tactical ground targets, as 
depicted in Fig. 5. The images at a 17° angle of depression were used for 
training while using the images at a 15° angle of depression for testing, 
as seen in Table I. In contrast, Table II illustrates the actual target model 
vs. the number of images. We used the original preprocessed data [41] 
in our experiment as a preprocessing technique. Before feeding to our 
network, all image is resized to a fixed size of 224 x 224 after some data 
augmentation such as random rotation and normalizing.

TABLE I.  MSTAR Dataset Partition

Angle Total Number

Training Set 17° 2,752

Testing Set 15° 2,425

(a) SE Block (b) E�cient Channel Attention (ECA) Module

(Ours) Simple Channel Attention (SCA) Module
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Artillery Class Truck Class

Truck Class
0 1 2 3 4

5
0=2S1, 1=ZSU_23_4, 2=BRDM_2, 3=BTR_60, 4=SN_132, 5=SN_9563,

6=D7, /=ZIL 131, 8=T62, 9=SN_C71

6 7 8 9

Tank Class

Fig. 5. Pictorial representation of the MSTAR Dataset.

B. Evaluation Metrics
General evaluation matrices including Classification Accuracy, 

Precision, Recall, F1 Score, and IoU are applied in this paper. The 
percentage of accurately classified SAR imaging samples to all samples 
is used to calculate the classification accuracy. A higher percentage 
of correctly classified samples indicates a better classification 
performance. Mathematically we can express the classification 
accuracy as:

 (7)

Where TP= True Positives, TN= True Negatives, FP= False Positives 
and FN= False Negatives.

The precision value equals ground truth SAR imagery pixels in 
the projected SAR imagery area divided by the number of predicted 
SAR Imagery pixels. The recall value is the percentage of detected 
SAR imagery pixels over the ground truth region. Mathematically, we 
express the Precision and Recall as:

 (8)

The F-score indicates the average overall performance as computed 
by precision and recall. This is how the F-Measure score is calculated 
mathematically:

 (9)

Analyzing the classification results and the loss value much 
further, we used the confusion matrix to envision them. It highlights 
the errors the classifier makes when handling multi-class situations. 
The predicted category is represented on the horizontal axis, while 
the vertical represents the correct category. Hence diagonal elements 
are the correctly classified SAR images Each SAR class’s classification 
performance is represented by its lateral elements in the standardized 
confusion matrix. The following illustrates how to compute the 
Minimum Error using the loss and variance of the ground truth and 
the forecasted value [42]:

 (10)

Where  = predicted values, yn = the ground truth, and N = number 
of samples. In direct contrast to Accuracy, the lower the loss value, the 
better the model performance.

C. Implementation Details
We carried out our experiment on a windows OS computer based 

on the python environment, with 2.30GHz CPU Intel(R) Core (TM) 
i5-8300H and NVIDIA GeForce GTX 1050 Ti GPU (4g memory). We 
established the network using the open-source Pytorch deep learning 
framework, which we found to be an amazing resource. To increase 
our  training performance, we used distributed processing relying 
on the CUDA 8.0 and CUDNN 5.1 prerequisites. The MSTAR dataset 
was used for evaluating our model. Fig. 1 displays samples of SAR 
images together with matching optical views. The input photos are 
randomly rotated horizontally and resized to 224 × 224. The training 
hyperparameters include  1e-4 weight decay, 0.9 momenta, 256 mini-
batch, SGD optimizer, the initial learning rate of 0.1 and a reduction in 
learning rate of 10 per 30 epochs, 100 iterations.
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Fig. 4. Incorporating the proposed simple channel attention into the ResNet50 architecture. The proposed attention mechanism is incorporated into the second, 
third and fourth convolutional block to avoid the higher computational cost and computational complexity.

TABLE II. Target Description of MSTAR Database. There Are Three Types of Classes Thus the Artillery Class, Truck Class and the Tank Class

Target Model θ
Artillery Class Truck Class Tank Class

2S1 ZSU_23_4 BRDM_2 BTR_60 SN_132 SN_9563 D7 ZIL131 T62 SN_C71

Training Set 17 300 299 299 257 233 233 300 299 299 233

Test Set 15 274 274 274 195 196 195 274 274 273 196
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V. Experimental Results and Analysis

A. Recognition Performance Result
The proposed method is validated and discussed in this section using 

experimental results. First, the training and validation graph of the two 
proposed models is illustrated in Fig. 6, whereas Fig. 7 illustrates the 
training and validation loss graph. Table III. represents results from 
our two-model setup for the ten categories of targets. We realized 
that the ReNet-50 architecture based on the simple channel attention 
recognition rate is 100%, whereas we had a recognition rate of 99.8% 
in the ResNet-50 setup with one policy learning rate. As shown in Fig. 
8 and Table III for the attention-based model, we obtained only 0.01 
classification error in the SN_132 and SN_9563 class under precision, 
SN_9563, and SN_C71 class under precision-Recall and finally SN_9563 
category under f1-score. Regardless of the similarities of some images 
in some categories, with the help of simple attention, our model could 
recognize the appropriate class for the test datasets.

Fig. 8 illustrates the visual performance of the proposed model 
against the one-policy learning rate architecture. We test using just one 
image from each of the MSTAR three classifications. (Artillery Class, 
Truck Class and the Tank Class). The first and second row depicts the 
simple attention mechanism and the one policy learning rate visual 
performance result respectively. We further undertook an empirical 
comparison with a few recent state-of-the-rat results to validate the 
claims that the proposed model uses few model parameters compared 
to the previous work, thus attaining better results, as seen in Table IV. 
These CNN models have broader and deeper frameworks, and their 
findings are all lifted directly from the original articles. The findings 
above show that our proposed model  outperforms benchmarked 
models while having substantially lower computational complexity. It 
is important to note that our simple attention can remarkably increase 
the performance of the comparable CNN models.
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TABLE IV. Model Parameter Contrast Between the Proposed Model 
Vs. Recent State-of-the-Art Models

REF #. Param. FLOPs IoU@0.5 IoU@1

Ref [46] 74.45M 14.10G - 98.18

Ref [60] 25.90M 5.36G - 99.54

Ref [46] 46.66M 7.53G - 98.52

Ref [42] 31.79M 5.52G - 99.12

Ref [50] 27.35M 7.34G - 99.18

Ref [46] 42.49M 7.35G - 98.35

Ours 24.37M 3.86G 1.00 0.994

Class 0 pred as: 0

Class 0 pred as: 0

Class 1 pred as: 1 Class 7 pred as: 7

Class 1 pred as: 1 Class 7 pred as: 7

Fig. 8. Visual representation of the prediction outcome of the attention-based 
model vs. the One policy learning rate model.

Table III and Fig. 10 show that our one policy learning rate-based 
model had many misclassified samples due to similarities of the 
images among some classes against the attention-based model shown 
in Fig. 9. For the Precision, we had a misclassification rate between 
0.01% - 0.05% in the 2S1, SN_132, D7, SN_9563, ZIL131 and C71 classes. 
For the Recall, the misclassification rate is between 0.01% - 0.06% in the 
BTR_60, BRDM_2, SN_9563, SN_132 and C71 classes. The F1-score had 
a misclassification rate between 0.01% - 0.04% in the BTR_60, BRDM_2, 
SN_132, D7, C71, ZIL131 and SN_9563 classes. The misclassifications 
result from the similarities between images in some of the classes.
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Fig. 9. Attention-Based Model Confusion Matrix of MSTAR Dataset. The 
accuracy of the test set is 100%.

B. Result Comparison and Discussion
As indicated in Eq. (4), our simple attention module involves a 1D 

convolution Kernel size denoted with K. When K is kept constant in the 
selected convolution blocks, our model records its best performance at 
k=9, which was obtained by an adaptive method using Eq. (5); thus, we 
fixed k=9 all through the experiment. Furthermore, the findings reveal 
that different deep CNNs have their best k, thus indicating that k had a 
positive influence on the proposed model performance. Moreover, we 
noted that the fluctuation of the accuracy performance between the 
proposed model and the one policy learning rate model was much for 
the one policy learning rate; thus, we concluded that deeper networks 
are more responsive to constant kernel size than shallower networks. 
Finally, substituting the SE Blocks with the primary proposed attention 
network with different amounts of k consistently produced superior 
results, demonstrating that avoiding dimension reduction and local 
cross-channel communication has a favorable influence on learning 
channel attention.

Furthermore, the proposed technique’s performance is evaluated 
alongside 25 excellent state-of-the-art results from 2014 up to date 
using the same MSTAR Dataset. We pointed out the architectures 
used by each author in their work. We noted that our work is the 

TABLE III. Classification Accuracies of the Ten Classes of the Target for the Attention-Based Model Vs. the One Policy Learning Rate-Based 
Model

Class
Ours (Model based on an Attention Module) Ours (Model based on One Policy Learning rate)

Precision Recall F1-Score Support Precision Recall F1-Score Support
2S1 1.00 1.00 1.00 274 0.99 1.00 1.00 274

BRDM_2 1.00 1.00 1.00 274 1.00 0.99 0.99 274
BTR_60 1.00 1.00 1.00 195 1.00 0.94 0.97 195

D7 1.00 1.00 1.00 274 0.99 1.00 0.99 274
SN_132 0.99 1.00 1.00 196 0.97 0.99 0.98 196

SN_9563 0.99 0.99 0.99 195 0.95 0.97 0.96 195
SN_C71 1.00 0.99 1.00 196 0.98 0.99 0.98 196

T62 1.00 1.00 1.00 273 1.00 1.00 1.00 273
ZIL131 1.00 1.00 1.00 274 0.99 1.00 0.99 274

ZSU_23_4 1.00 1.00 1.00 274 1.00 1.00 1.00 274

Accuracy 1.00 2425 0.99 2425
Macro Avg 1.00 1.00 1.00 2425 0.99 0.99 0.99 2425

Weighted Avg 1.00 1.00 1.00 2425 0.99 0.99 0.99 2425
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TABLE V. IoU Classification Comparison With the State-of-the-Art Methods

Author Year Authors Focus IoU@0.5 IoU@1

Furukawa [43] 2018 End-To-End ATR of SAR Images Using Deep Learning - 0.923

Ours (One Policy Learning Rate Based) 2021 Synthetic Aperture Radar Automatic Target Recognition 
Based on Attention Mechanism

- 0.998

Ours (Attention Based) 2021 1.00 0.994

TABLE VI. State-of-the-Art Result Comparison. The Performance of the Two Implemented Models Beats That of the State-of-the-Art Models.  
We Analyzed the Year, the Author’s Focus and Their Approaches and the Results Obtained for the Recognition Task of SAR MSTAR Images

Author Year Authors Focus Model Accuracy

O’Sullivan et al. [44] 2001 Performance of SAR ATR with a Conditionally Gaussian Framework Gond Gauss 97%

Srinivas et al. [45] 2014 Using Discriminative Graphical Models for SAR ATR SVM 88%

Dong et al. [46] 2014 Using Sparse Encoding of a Single Gene Signal for ATR of SAR Images
Sparse Representation of a Monogenic 
Signal

93.66%

Dong et al. [47] 2015
Using Sparse Joint Encoding of a Single Gene Signal for ATR of SAR 
Images

Encoding of A Single - Gene Signal in 
Joint Sparse

93.41%

Tian et al. [25] 2016 CNN for ATR of SAR CNN 93.76%

Zhao et al. [19] 2016 CNN-Based Patch Level SAR Image Classification CNN -

Chen et al. [23] 2016 Using Deep CNN for SAR Images Identification A-ConvNet 99.13%

Gorovyi et al. [48] 2017 Effective SAR Images Recognition and Classification
Azimuth and Range Target Profiles 
Fusion

90.7%

David et al. [49] 2017 TL from Synthetic Data to Improve SAR ATR Models Convnet Model -

Furukawa [43] 2017
Deep Learning for SAR Image Classification Using Invariance and Data 
Enhancement

CNN With Data Enhancement 99.6%

Chang et al. [50] 2017 SAR Images ATR Based on Metadata Representations Metadata Representation 94.88

Lin et al. [6] 2017
SAR Target Classification Using Deep CNN With Highway Block and 
Few Labeled Training Set

Deep CNN With Highway Block 99.09%

Huang et al. [7] 2017 TL with Deep CNN For SAR Target Recognition with Few Labeled Data CNN-Transfer Learning 99.09%

Furukawa [51] 2018 End-To-End ATR of SAR Images Using Deep Learning VersNet 99.55%

Wang et al. [52] 2018 CNN-Based SAR Image Target Recognition and Identification 
CNN
SVM

96.4%
93.85%

Gao et al. [53] 2018
An Improved Deep CNN Novel Algorithm for SAR Image Target 
Identification

DCNN + ICF + SVM 99%

Dong et al. [54] 2018
SAR Target Recognition Using a Salient Detail Localized Classifier 
Framework

Keypoint-Based Local Descriptor -

Zhang et al. [55] 2019 Adaptive Region CNN for SAR Image Classification Adaptive Neighborhood-Based CNN -

Xie et al. [56] 2019 A New CNN for SAR Target Recognition Umbrella 99.54%

Xinyan et al. [57] 2019 SAR Image Target Recognition with CNN CNN 99.18%

Dong et al. [58] 2019
Target Recognition in SAR Images Via Dimension Reduction in The 
Frequency Domain

Bandwidth Modeling Approach for 
Sparse Signals

-

Zhang et al. [55] 2019
SAR Image Classification Using Adaptive Neighborhood-Based 
Convolutional Neural Network

Adaptive Neighborhood-Based CNN -

Wu et al. [59] 2020 SAR Images ATR Based on CNN + SVM

AlexNet
AlexNet + SVM
Hybrid CNN
Hybrid CNN +SVM

98.52%
98.35%
99.05%
99.18%

Wang et al. [60] 2020
SAR Target Recognition Using Recouped Non-Negative Matrix 
Induction and Meta-Learning

Depreciation and Amortization Non-
Negative Matrix Deduction and Meta-
Learning

97.9%

Lie et al. [61] 2021 Discrete Wavelet Transforms for Slight Discoloration in SAR Images Contourlet-CNN -

Miao et al. [62] 2021 Azimuth and Elevation Lower Bound Reconstruction for SAR Images
Adaptive Restoration with Azimuthal 
Sensitivity Restrictions

99.12%

Ours 2021
Synthetic Aperture Radar Automatic Target Recognition Based on 
Attention Mechanism

ResNet with Simple Attention Mechanism
ResNet With One-Policy Learning Rate

100%
99.8%
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first to implement an attention mechanism for the ATR SAR image 
recognition task; thus, we have established a new interest in research 
for further studies. Although the identified architectures demonstrate 
outstanding performance in the SAR images, as illustrated in Table V 
and Table VI, it is seen that the proposed architecture outperforms all 
the methods for SAR ATR and classification.
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Fig. 10.  One Policy Learning Rate-Based Model Confusion matrix of MSTAR 
Dataset. The test set yielded 99.8% accuracy.

VI. Conclusion

This article presents a new approach via an attention mechanism 
to tackle the limitation of SAR image ATR. Specifically, the channel 
attention mechanism is reviewed. We then proposed a simple channel 
attention mechanism that uses a few parameters. Yet, it yields good 
performance, avoids reducing dimensionality during learning, 
maintains cross-channel interaction performance, and decreases the 
complexity of the model. We fussed our simple attention module into 
the ResNet Architecture as our network backbone. We also examined 
the one policy learning rate to weigh up the potential of the attention 
mechanism on the ResNet-50 architecture. The total identification 
accuracy of the ten different MSTAR SAR images is 99.8% using the 
one policy-based architecture and 100% using the simple attention-
based architecture. Therefore, we can say  that the attention-based 
module we created is promising to be used as a standard for SAR target 
identification systems.
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Abstract

In the last couple of years, there has been an increasing need for Human-Computer Interaction (HCI) systems 
that do not require touching the devices to control them, such as ATMs, self service kiosks in airports, terminals 
in public offices, among others. The use of hand gestures offers a natural alternative to achieve control without 
touching the devices. This paper presents a solution that allows the recognition of hand gestures by analyzing 
three-dimensional landmarks using deep learning. These landmarks are extracted by using a model created 
with machine learning techniques from a single standard RGB camera in order to define the skeleton of the 
hand with 21 landmarks distributed as follows: one on the wrist and four on each finger. This study proposes 
a deep neural network that was trained with 9 gestures receiving as input the 21 points of the hand. One of 
the main contributions, that considerably improves the performance, is a first layer of normalization and 
transformation of the landmarks. In our experimental analysis, we reach an accuracy of 99.87% recognizing of 
9 hand gestures.
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I. Introduction

T here is a high interest in using LiDAR scanners (Light Detection 
and Ranging) which use beams of light to measure distance to 

objects, allowing to acquire a three-dimensional point cloud of the 
environment [1]. The information acquired by this type of scanner 
combined with object color information is interesting for several 
applications (e.g., construction of three-dimensional models from 
the scanning of real objects [2], identification of objects within an 
environment [3], or self-driving cars [4]). Devices that combine color 
information (standard RGB cameras) and the data obtained by LiDAR 
scanners are more often called depth cameras or D-RGB (Depth - Red 
Green Blue) sensors. Among them we can find Kinect for Windows, 
Leap Motion Controller o Intel RealSense, which can be found in offices 
and homes as they are affordable. However, they are not consumer 
devices, as RGB cameras are.

If we get into the topic of Human–Computer Interaction and the 
constant effort to incorporate increasingly natural interactions, we 
find the commands by voice or through gestures of the face, body or 
hands. Let’s focus on Computer Vision and the area of study related 
to hand gestures, particularly to one aimed at controlling Natural User 
Interfaces (NUI).

The identification of hand gestures can be interesting to create 
user interfaces with the aim of achieving better experiences, such as 
in augmented reality applications [5] overlapping virtual contents 
or digital information in an aligned way with the real image of the 
hand or applications to control devices. This identification of hand 
gestures is not trivial considering the hands and their fingers are, 
generally, occluded from each other, and their contours do not have 
high contrast.

In this work we propose the identification of 9 hand gestures by 
interpreting a cloud of 3D reference points obtained through a standard 
RGB camera. We introduce a neural network architecture which has 
the follow main advantages: a small number of hidden layers and high 
prediction hit rate of hand gestures. In this way, we achieve good 
results in predictions and the possibility of working on CPU not only 
to make predictions but also to train the network.

The rest of the paper is organized as follows: section II describes 
the Related Work, section III explains our Proposed Work, section IV 
explains the results and section V includes the conclusions.

A. Contributions
A deep learning model has been developed to recognize 9 hand 

gestures by analyzing a point cloud of sparse 3D landmarks of the 
hand. The network architecture has at its input a transformation and 
normalization layer that allows achieving very good classification hit 
rates, even when using third party datasets containing different user 
profiles and variable environments.
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II. Related Work

A. Point Cloud
A point cloud is a fancy name for a group of points in space (here 

we will refer to three-dimensional space, but the concept is extensible 
to any dimension). There are different ways to collect point clouds 
from the objects that exist in an environment, among the most 
common are LiDAR scanners, depth cameras or some models created 
with automatic learning to infer reference points for hands [6], faces 
[7] or skeletons of bodies [8].

Point clouds have been applied mainly in detecting objects as shown 
in the works described below. In [9] a framework called PointRCNN 
has been developed to detect 3D objects through point clouds. This 
framework consists of 2 phases: in the first one 3D bounding boxes 
are used to generate segmentation masks in a bottom-up architecture. 
The second phase is essential to improve the efficiency of this 
approach with the combination of semantic and local spatial features. 
In [10] VoxelNet is presented, which is a deep network to perform 
3D detections, with the particularity of joining the feature extraction 
processes and the prediction of 3D bounding boxes in one phase, 
unlike PointRCNN where they were carried out in 2 phases. One of the 
main advantages of VoxelNet is that it does not perform hand-crafted 
feature extraction, which can be understood as features extracted 
from separate images according to a certain manually predefined 
algorithm based on the knowledge of experts. Features extracted with 
Scale-Invariant Feature Transform (SIFT) and Histogram of Oriented 
Gradients (HOG) are commonly known examples of hand-crafted 
features. Although the previous cases allowed to perform object 
recognition in a generic way, studies have also been done to focus 
on the detection of a specific object, that is the case of this work [11] 
where point cloud data has been applied to perform a vehicle detection 
in order to integrate it into an autonomous driving system. To achieve 
this goal, the authors have proposed a 3D convolutional network to 
improve performance in the point cloud detection task. However, they 
have also been used in gesture recognition, i.e., in [12] a recognition 
of hand gestures based on 3D and 2D representations to control a 
virtual world in 3D was proposed. The 3D features are based on the 
finger position in the point cloud, while the 2D features come from 
the outline of the hand drawn from a series of images. This system has 
the outstanding characteristics that it can recognize both static and 
dynamic gestures, where the algorithm used to classify static gestures 
has been Support Vector Machine, while Dynamic Time Warping has 
been used for dynamic gestures. In addition, in the evaluation process 
of this work, a 95% success rate was obtained for static gestures and 
81.34% for dynamic gestures.

B. Classification and Segmentation of Point Cloud
Once a point cloud has been collected, it may be necessary to 

isolate the different objects, that is, to perform a segmentation, 
or also to classify each of those objects. Deep Learning has a good 
performance for classification of point clouds and this is demonstrated 
by the Multilayer Perceptron (MLP) called PointNet [13] that achieves 
an accuracy of between 80% and 90%for classification of point clouds 
using the dataset ModelNet40 [14] which contains 40 classes of objects 
such as chairs, desks, beds, tables and others. The point cloud of a 
chair is shown in Fig. 1.

PointNet has been applied in many studies, some examples are 
described then. This work [15] aims to improve PointNet to increase 
object classification performance which is the main use of this model. 
To achieve this objective, two actions have been carried out: one is 
to increase the number of hidden layers of the architecture and the 
other is to combine the softmax loss function with center loss. In this 
way, an accuracy of 89.95% has been obtained. In [16] the PointNet 

network has been trained in order to verify the performance of this 
deep network in the human body segmentation task. To perform the 
segmentation in PointNet, the SMPL model is used, which offers a 
realistic 3D model of the human body. In this work two types of tasks 
have been approached: a segmentation and a classification task. In 
each task a different simplification of the PointNet architecture has 
been used. In the segmentation task, the points that have been located 
on the surface of the body are obtained, while in the classification 
task a binary classification is carried out to identify the body of a man 
and a woman. On the assumption of gesture recognition, Ge et al [17] 
propose a PointNet that has the purpose of processing the 3D point 
clouds to obtain a representation of the pose of the hand in 3D. This 
system is based on analyzing the 3D point cloud to obtain an estimate 
of the joints of the hand in 3D and to get better results, the points have 
been normalized so that it is insensitive to the variations that may 
arise from the location of each one of them. Furthermore, it has been 
possible to improve the precision of the position of the fingertips using 
a PointNet that obtains the neighboring points of the estimation of the 
location of the fingertips, having as a consequence that the model is 
more robust.

Among jobs that address the challenge of unsupervised learning 
with point clouds, we can find FoldingNet [18] and PointCNN [19].

In the same line appears PointNet++ [20] that adds a neigh-borhood 
of points to capture features that allow to group close points.

There are also works, such as [21], that improve the segmenta-tion 
of the different objects in a point cloud by processing point clouds 
within a temporary space, that is, point clouds obtained from multiple 
instants of consecutive times.

Regarding the work that adjusts, aligns and superimposes a 3D 
model of a hand on the hand detected in a single image, we can find 
[22], which also proposes an approach to the automated collection of 
data from Youtube to incorporate them into the dataset in order to 
include data unrelated to the laboratory.

C. Deep Learning in Gesture Recognition
PointNet is a deep network that has been used in this work 

to perform gesture recognition, but there are other proposals in 
Deep Learning that have also been applied to perform this type of 
recognition. In [23] the aim was to develop a framework to recognize 
human actions applying the Convolutional Neural Network (CNN). 
This system consists of two phases. In the first one the activities that 
involve single-limb are separated from those that are multi-limb to 
perform the classification of said activities in the next phase. In the 
classification stage, two CNNs were used to detect the two types 
of activities that were identified in the previous phase, obtaining 
a 97.88% hit rate. Khari et al [24] use learning transfer to do static 
gesture recognition. In this study, the VGG19 model has been trained 
with RGB and RGB-D images to identify of 24 gestures from the ASL 
dataset. This proposal has been compared with other models such as 
VGG16, CaffeNet or Inception V3, being the presented proposal in this 
work the one with the highest hit rate with 94.8%.

Fig. 1. Point cloud of a chair.
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Another type of gesture recognition is based on using devices or 
sensors, which provide a set of data that are useful for such recognition 
[25]. deepGesture [26] is a methodology that recognizes gestures 
with the arm through the data it receives from the gyroscope and 
accelerometer of an arm band using Convolutional Neural Network 
and Recurrent Neural Network. In this process, the input data obtained 
from the arm band are entered in the Convolutional Neural Network 
to extract the characteristics and then in the layers of the Recurrent 
Neural Network to improve the performance of gesture recognition, 
which has improved the precision of each class by 6%.

III. Proposed Work

The aim of our work is to achieve a hand gesture detection model 
that allows developing solutions to control devices (such as a graphical 
user interface, virtual keyboard or mouse) in a natural and intuitive 
way. In the following we will detail the steps we follow in order to 
approach the solution. The steps we will detail below are the following: 
obtaining a point cloud of the hand, choosing the gestures to be used, 
creating the dataset, normalizing the data, defining the network 
architecture, training and obtaining the model for the predictions.

A. Inference of KeyPoints
This work implements the model Mediapipe hands [6] created with 

automatic learning techniques to infer 21 three-dimensional reference 
points of a hand from the processing of a single image. These 21 points 
(from now on KeyPoints) are located: one on the wrist and 4 more 
points on each finger (as shown in Fig. 2).
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Fig. 2. KeyPoints of a hand.

B. Gesture Selection
In order to make a selection of gestures that users can choose from, 

we have explored gestures from non-verbal communica-tion, sign 
language and related articles to Human-Computer In-teraction. A 
variety of hand gestures are used in natural user in-terfaces and it is 
common to find solutions that use: the tip of the index finger or the 
open palm of the hand to control the mouse; the closed hand (fist) 
followed by the open hand to drag & drop; the thumb up to accept or 
the thumb down to cancel.

We want to obtain a model that recognizes a set of gestures to be 
able to design solutions in the future where users can select one by 
one the gestures for different actions (such as clicking the mouse, 
scrolling, moving the mouse pointer, moving forward or backward in 
a presentation, accepting or canceling). Just by obtaining an identifier 
for each gesture, either a letter or a number, we explored different sign 
languages and selected the following (visualized in the Fig. 3):

• From International Sign language: 1, 4, 5
• From American Sign Language: 9, V, W
• From French Sign Language: A, L, S

Fig. 3. Gesture names: S - 1 - V - W - 4 - 5 - 9 - L - A.

C. Dataset
In order to create our dataset, we requested video recordings from 

10 volunteers. Each of them recorded a single video of approximately 3 
minutes performing the 9 gestures without interrupting the recording. 
All movements were executed under free style, speed and direction 
to the personal liking. Subsequently, all the videos were processed in 
order to extract a sequence of grouped and annotated images for each 
gesture. A total of 39,150 images were obtained in a balanced way 
between gestures and volunteers. The Mediapipe Hands [6] model was 
used to extract the 21 keypoints of the hands from the complete set 
of images. A couple of sample images of this dataset with its detected 
KeyPoints are shown in Fig. 4.

Fig. 4. Example of images to extract KeyPoints.

The dataset consists of a CSV (comma-separated values) file 
containing 39,150 records (4,350 for each of the 9 gestures) with 
the information shown in Fig. 5. Each record has 64 columns of 
information: the name of the gesture plus 21 KeyPoints (x, y, z).

gesture x0 y0 z0 x1 y1 z1 x20 y20 z20

S

1

V

21 KeyPoints

W 4 5

A

9
L

Fig. 5. Stored information.

This dataset is divided into a proportion of 80% for training and 
validation data (31,320 samples), and 20% for testing (7,830 samples).

In addition, we have downloaded 3 external datasets [27], [28] 
and [29] to test our model. Since these datasets do not contain our 9 
gestures, we have combined them to reach a set of 4,500 samples (500 
for each gesture).

D. Data Normalization
After generating the dataset of 39,150 images, data normal-ization 

is performed, which consists of several transformations (translation, 
rotation and scaling) so that KeyPoints are located at the origin of 
three-dimensional space and the middle finger aligned with Y-axis.

Following transformation matrices are used for normalization:

• Matrix (1) to translate to origin.

 (1)

where KeyPoint 0 is (x, y, z) = (kp0x, kp0y, kp0z)
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• Rotation matrix (2) around an arbitrary axis: To align the middle 
finger with Y-axis.

 (2)

where:

Here, u is a unit vector that is perpendicular to the plane formed 
by KeyPoint 9 vector and Y-axis. Knowing that two vectors are 
perpendicular (or orthogonal) when their dot product (or scalar 
product) is equal to zero, then we can calculate the vector u. Or 
it is also possible to use the vector product (or cross product) 
between KeyPoint 9 and Y-axis. To do this, we can use the Rule of 
Sarrus to calculate the 3×3 determinant and thus obtain a vector 
perpendicular to the plane between KeyPoint 9 and Y-axis. Finally, 
we divide it by the norm to obtain a unit vector which is the vector 
u of the previous expressions.

By Rule of Sarrus we obtain a vector (Eq. 3) that, in general, is not 
unitary. We consider that the vector on the Y-axis is unitary, that 
is, it is the vector (0, 1, 0):

 (3)

When we divide by its norm we get the unit vector u, as shown 
in Eq. 4.

 (4)

θ is the angle between the vector formed from the origin to the 
start of the middle finger (i.e. KeyPoint 9) and the unit vector on 
the Y-axis. It can be calculated as given in Eq. 5.

 (5)

• Matrix (6) to rotate palm on the Y-axis so it is aligned with plane 
z = 0.

 (6)

β is the angle on the plane y = 0  of the angle formed between 
KeyPoint 17 and X-axis. In this way, we align the palm with the 
plane z = 0 as shown in Eq. 7.

 (7)

• Rotation matrix on Y-axis to place the palm in a frontal way: we 
use the Ry matrix to rotate 180° over Y-axis as long as the palm is 

in the direction of the negative values of z. To know if the palm 
is facing forward or not, a simple calculation is done by detecting 
where fingertips are facing.

• Mirror with respect to the plane x = 0: Regardless of whether it is 
right or left hand, we want to mirror the hand in such a way that 
the thumb always remains towards positive values of x. It is easy 
to detect if the thumb is to the right or to the left by finding out x 
values of the KeyPoints belonging to the thumb.

• Scaling: The hand is scaled in order that the magnitude |kp0y −
kp9y| is equal to 100. The matrix (8) is used to solve it.

 (8)

To obtain normalized values, operations (shown in Eq. 9) are 
performed with these matrices with each of the 21 KeyPoints of each 
hand.

 (9)

where xn, yn and zn are the coordinates of the normalized KeyPoints.

Bear in mind that, depending on the case, the 180° rotation and/or 
the mirror with respect to the plane x = 0 is also carried out.

To carry out normalization of the KeyPoints, we developed a tool 
that allows visualizing the correct normalization of KeyPoints that 
make up our dataset. In Fig. 6, a hand is shown in its original position 
and in Fig. 7 it is displayed after normalization. Some KeyPoints were 
joined with lines for a clear visualization of the hand’s skeleton.

Fig. 6. Skeleton of a hand in its original position.

Fig. 7. Skeleton of a hand after normalization.



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 8, Nº4

- 82 -

E. PointNet Network Architecture
There is a type of neural network called PointNet [30], which 

receives in its input layer a point cloud for object classification. In 
general, point clouds are obtained from objects in an environment, 
and the challenge is to be able to classify and/or segment each one of 
them from this point cloud, which is just a bunch of isolated points 
that vaguely describe the structures and surfaces of the objects. The 
following is a brief discussion of some characteristics when classifying 
a point cloud:

• Invariance to permutation: a point cloud is a set of raw data, 
without additional information. It is a collection of (x, y, z) 
coordinates without structure. This makes the data invariant to 
permutations.

• Invariance to transformations: the classification of objects should 
not change if the point cloud undergoes translation and/or rotation 
transformations (not so with scaling).

• Importance between neighboring points: each point is not treated 
independently as the interaction between neighboring points 
contains useful information.

It is important to note that it is common to consider that a point 
cloud has a large number of points. The PointNet authors used in their 
work a cloud of 2048 points for each object, using the ModelNet10 
dataset [14], which contains objects belonging to 10 classes.

PointNet network architecture for classification of a point cloud 
can be visualized and analyzed in [30]. This network takes n entry 
points, each one with dimension 3 belonging to (x, y, z) coordinates. 
The authors propose 2048 points for each object, so it would have 
an input with dimension [2048, 3]. It has two groups of layer called 
T-Net which are also neural networks that perform transformations 
on the data without modifying its dimension. These T-Net subnets are 
composed of temporal convolutions (Conv1D) with ReLU activation, 
batch normalization, 1D Max Pooling and densely connected layers 
(Fully Connected).

After transformations with T-Net combined with the convolu-tion 
layers, a Max Pooling (GlobalMaxPooling1D) is performed, taking the 
global maximum value of the data, decreasing the di-mensionality. It 
is followed by Fully Connected Layers, Dropout layers and a last layer 
with softmax activation function to obtain the scores for k output 
classes. PointNet network uses optimiza-tion with Adam stochastic 
gradient descent method and cross en-tropy as loss function. We 
analyze this network architecture and propose some modifications 
which are discussed below.

F. Modified Network Architecture
T-Net subnets perform affine transformations in data and we 

propose to eliminate them, since our dataset already has different 
transformations that apply a normalization. We also propose to 
include new convolution layers and Fully Connected Layers, leaving 
an architecture as shown in Fig. 8, which was one of the best results. 
Note that the data normalization explained above is carried out 
beforehand.

G. Data Increment
While analyzing a graph of 21 KeyPoints of a hand it can be 

difficult, to the human eye, to identify to which gesture those points 
correspond. It can be considered that 21 KeyPoints are insufficient 
to represent the skeleton of a hand, so we can generate extra data 
by knowing that among certain KeyPoints there is a hand bone (in 
the palm the metacarpaql bones, in the beginning of the fingers the 
proximal phalanges, followed by the middle phalanges and at the tip 
of the fingers the distal phalanges).

In this regard, a new parameter is defined which allows to 
incorporate a certain amount of additional KeyPoints on the bones of 
the hand. This is achieved by calculating lines that join the KeyPoints 
that correspond to the ends of the bones mentioned above. In Fig. 9 
we can see KeyPoints of a hand with the addition of 10 KeyPoints on 
each bone.

H. Training
At this point we have the network architecture defined with the 

Keras library and the dataset with 31,320 samples for training and 
validation. We continue with the training in order to obtain a model 
(in HDF5 format) that allows us to make predictions.

Fig. 9. Hand with 10 extra KeyPoints on each bone.

Keep in mind that we have a total of 39,150 samples in our own 
dataset plus 4,500 samples obtained from third-party image datasets. 
From the 39,150 samples, we separated 31,320 for training and 
validation, and 7,830 for testing. Note that we have two sets of samples 
for testing, one of which was randomly sampled from our own dataset 
and the other has been generated from third-party images.

IV. Experiments and Evaluation

A. Performance of the Proposed Network
Several network trainings were performed modifying param-eters 

such as the number of epochs, learning rate of the Adam optimization 
method and the number of extra KeyPoints on each bone. In Table I are 

Layer Output Shape Param #

InputLayer (None, 21, 3) 0

Conv1D (None, 21, 32) 128

BatchNormalization (None, 21, 32) 128

Activation (None, 21, 32) 0

Conv1D (None, 21, 64) 2112

BatchNormalization (None, 21, 64) 256

Activation (None, 21, 64) 0

GlobalMaxPooling1D (None, 64) 0

Dense (None, 128) 8320

BatchNormalization (None, 128) 512

Activation (None, 128) 0

Dropout (None, 128) 0

Dense (None, 7) 903

Total params:   12,359
Trainable params:    11,911
Non-trainable params: 448

Fig. 8. Proposed network architecture.
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shown the results ordered according to suc-cesses in predictions made 
with the test dataset of KeyPoints be-longing to 7,830 hand samples 
and, in addition, 4500 samples of external datasets. The table shows 
the following: the amount of additional keyPoints added on each 
bone; the learning rate of Adam optimizer; the amount of epochs for 
training with batch size of 32 with a division of 80%/20% for training/
validation; the total of KeyPoints for each hand; the loss in the training 
set af-ter all the epochs; the accuracy with the training set; the loss 
in validation set after all epochs; the accuracy in validation set; the 
success rate in predictions made with a test set of 4,500 sam-ples of 
external datasets; and the success rate in predictions made with a test 
set of 7,830 own samples (independent of the train/val set). The time 
consumed to perform each prediction is 26 mil-liseconds on average 
on an Intel® Core™ i7-1165G7 Processor (without GPU).

B. Metrics
In order to observe the performance of the proposed architec-

ture we will resort to analysis of trained model number 1, 5 and 10 
presented in Table I.

• Model number 1: In order to have a quick approximation to the 
performance of this model, let’s analyze the confusion matrix in 

Fig. 10. Each column represents the number of predictions made 
by this model for each of the 9 gestures, while rows represent the 
true gesture. For these predictions, the own test set composed of 
7,830 samples (870 for each gesture) is used, which is independent 
of set used for training and validation.

tr
ue
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l

s 870 0 0 0 0 0 0 0 0

1 0 869 0 0 0 0 0 1 0

v 0 2 868 0 0 0 0 0 0

w 0 0 1 867 2 0 0 0 0

4 0 0 0 0 870 0 0 0 0

5 0 0 0 0 0 870 0 0 0

9 0 0 0 0 0 1 869 0 0

L 0 0 0 0 0 0 0 870 0

a 2 0 0 0 0 0 0 1 867

s 1 v w 4 5 9 L a
predited label

Fig. 10. Confusion matrix of model number 1.

By breaking down a little the information of the confusion matrix, 
we can observe the incorrect predictions in Table II where it is 
shown in the first column the gesture predicted by the model, 

TABLE I. 7,830 Predictions Made

#
Extra 

KeyPoints on 
each bone

Learning 
rate

Epochs
Total 

KeyPoints
training 

loss
training 

acc
validation 

loss
validation 

acc

Correct 
predictions (ext 

dataset)

Correct 
predictions (%) 

(ext dataset)

Correct 
predictions 

(own dataset)

Correct 
predictions (%) 
(own dataset)

1 0 0.0005 10 21 0.0068 99.84 % 0.0048 99.95 % 4336 of 4500 96.36 % 7820 of 7830 99.87 %

2 2 0.0005 30 61 0.0085 99.80 % 0.0056 99.89 % 4305 of 4500 95.67 % 7820 of 7830 99.87 %

3 10 0.001 50 221 0.0062 99.85 % 0.0094 99.89 % 4297 of 4500 95.49 % 7820 of 7830 99.87 %

4 0 0.0005 30 21 0.0055 99.88 % 0.0072 99.86 % 4305 of 4500 95.67 % 7819 of 7830 99.86 %

5 5 0.0005 30 121 0.0054 99.90 % 0.0038 99.92 % 4349 of 4500 96.64 % 7819 of 7830 99.86 %

6 0 0.001 30 21 0.0070 99.81 % 0.0027 99.92 % 4315 of 4500 95.89 % 7819 of 7830 99.86 %

7 5 0.001 20 121 0.0084 99.80 % 0.0035 99.92 % 4340 of 4500 96.44 % 7819 of 7830 99.86 %

8 5 0.001 30 121 0.0064 99.86 % 0.0039 99.94 % 4289 of 4500 95.31 % 7819 of 7830 99.86 %

9 10 0.001 30 221 0.0075 99.82 % 0.0073 99.90 % 4296 of 4500 95.47 % 7819 of 7830 99.86 %

10 0 0.0005 50 21 0.0058 99.85 % 0.0050 99.89 % 4320 of 4500 96.00 % 7818 of 7830 99.85 %

TABLE II. Number of Wrong Predictions by Model 1

Said... It was...
Number of wrong 

predictions

L 1 1

L A 1

5 9 1

V W 1

4 W 2

1 V 2

S A 2

TABLE III. Metrics for Training Number 1

gesture precision recall f1-score support

s 0.9977 1.0000 0.9989 870

1 0.9977 0.9989 0.9983 870

v 0.9988 0.9977 0.9983 870

w 1.0000 0.9966 0.9983 870

4 0.9977 1.0000 0.9989 870

5 0.9989 1.0000 0.9994 870

9 1.0000 0.9989 0.9994 870

L 0.9977 1.0000 0.9989 870

a 1.0000 0.9966 0.9983 870

accuracy = 0.9987  for 7830 predictions (870 each class)
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in the second column the true gesture and in the third column 
the number of times that there was confusion. In Table III are 
presented metrics that mean the following:

 - Precision: It provides information about false positives, as 
shown in Eq. 10. It is the ratio between well classified positive 
cases and the total number of predictions made.

 (10)

where:

TP is the number of true positives

FP is the number of false positives.

 - Recall: It indicates the ratio of positive classes that the model 
has been able to predict correctly. To exemplify, if the ratio is 
too low it means that the model missed too many positives. 
Being FN the number of false negatives, recall is defined in 
Eq. 11.

 (11)

 - F1-score: It combines precision and recall in a single value 
and allows to compare the performance between several 
models. F1-score is defined in Eq. 12.

 (12)

 - Support: Number of predictions made for each class.

 - Accuracy: It measures the ratio of cases that the model has 
succeeded, considering all the classes.

From this information we can mention that the model has a precision 
of 100% for the ‘W’, ‘9’ and ‘A’ gestures, which means that in none of 
the predictions made has resulted in the ‘W’, ‘9’ or ‘A’ gesture when 
they were not. This can be verified in the column ‘It was ...’ of Table 
II in which the ‘W’, ‘9’ and ‘A’ gestures do not appear.

On the other hand, in the column ‘Said ...’ of Table II the ‘S’, ‘4’, 
‘5’ and ‘L’ gestures do not appear, which means that they have a 
100% of recall. This means that all predictions made for the ‘S’, ‘4’, 
‘5’ and ‘L’ gestures have been accurate without having incorrect 
predictions.

In Fig. 11, the training metrics for each epoch were recorded, 
including accuracy and loss for training and validation sets. It is 
observed a correct learning of network parameters with the set of 
training with the passage of the epochs and with the validation 
set is observed that after the epoch number 6 does not improve 
performance significantly. It is worth mentioning that in this 
model was used a learning rate of 0.0005 for the optimizer Adam 
and that no extra KeyPoints were added on the hands.
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Fig. 11. Model accuracy and model loss for training number 1.

• Model number 5: For this model and in a comparative mode we 
will only analyze the metrics of Table IV and the graphs of Fig. 
12. We can observe some minimal differences between precision 
and recall with respect to model number 1. However, we can use 
the f1-score metric to make a comparison with which we can 
indicate that the model number 5 has more erroneous predictions 
but is still very close to the performance of the previous model. 
Regarding the metrics during the learning process of the network, 
a similar behavior to the previous model is observed, where the 
performance does not improve considerably after the epoch 
number 10. For this model a learning rate of 0.0005 was used for 
Adam optimizer and 5 extra KeyPoints were added to each bone, 
making a total of 121 KeyPoints for each hand.

TABLE IV. Metrics for Training Number 5

gesture precision recall f1-score support

s 0.9977 1.0000 0.9989 870
1 0.9977 1.0000 0.9989 870
v 0.9988 0.9977 0.9983 870
w 1.0000 0.9954 0.9977 870
4 0.9966 0.9989 0.9977 870
5 0.9977 1.0000 0.9989 870
9 1.0000 1.0000 1.0000 870
L 0.9989 0.9989 0.9989 870
a 1.0000 0.9966 0.9983 870

accuracy = 0.9986  for 7830 predictions (870 each class)
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Fig. 12. Model accuracy and model loss for training number 5.

• Model number 10: In Table V a similar performance to the 
previous models is observed. No noticeable differences in the 
metrics during the learning (Fig. 13).

TABLE V. Metrics for Training Number 10

gesture precision recall f1-score support

s 0.9977 0.9989 0.9983 870
1 0.9977 1.0000 0.9989 870
v 0.9977 0.9977 0.9977 870
w 1.0000 0.9954 0.9977 870
4 0.9966 1.0000 0.9983 870
5 0.9989 0.9989 0.9989 870
9 1.0000 1.0000 1.0000 870
L 0.9989 0.9989 0.9989 870
a 0.9988 0.9966 0.9977 870

accuracy = 0.9985  for 7830 predictions (870 each class)
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Fig. 13. Model accuracy and model loss for training number 10.

The results in Table I show a high performance of the proposed 
network. We detect the extra KeyPoints added on each bone would be 
of little importance, giving an indication that these extra KeyPoints 
do not provide significant information. We consider it would be 
important to include other type of information to the input data, such 
as the flexion angle at each joint and a number that identifies each 
KeyPoint. That is, if we look at Fig. 2 we can see that each KeyPoint 
has a number that identifies it and also on some KeyPoints is defined 
a flexion angle (except in the KeyPoints of the wrist and fingertips 
that do not have a defined angle). In this way, the input data could be 
defined as ( x, y, z, number_kp, angle_joint ) .

C. Comparative Results
In order to compare the prediction accuracy of our model against 

other models, we have chosen our own test set (7,830 samples) and the 
external test set (4,500 samples). It is worth remembering that the own 
set is a random extraction of 20%of samples from our complete dataset 
(39,150 samples) and that the external test set is a collection of samples 
from third party works [27], [28], [29]. This set of external samples was 
made in order to obtain heterogeneous data, since they were extracted 
from images taken in other environments and by other people.

In addition to performing the predictions with our model (model 
number 1 in Table I) on the two test sets, we also use the PointNet 
model [13] trained with Adam optimizer with learning rate of 0.001 
and 20 epochs, and also with a model created from ours, but without 
the initial transformation and normalization layer.

One can appreciate in these results the importance of the 
transformation and normalization layer that is initially applied. It 
provides a significant increase in accuracy when predictions are made 
with widely varying samples from different third party sources.

D. Comparison With ROC and AUC
The Receiver Operating Characteristic (ROC) is a measure of a 

classifier's predictive quality that compares and visualizes the tradeoff 
between True Positive Rate ( ) and False Positive Rate  
( ). ROC curves are typically used in binary classification, 
but one of the ways it can be approached is by binarizing the output 
(per-class). A ROC curve displays the true positive rate on the Y axis 
and the false positive rate on the X axis. The ideal region is therefore 
the top-left corner of the plot, where false positives are zero and true 
positives are one. This leads to Area Under the Curve (AUC), which is 
a metric that relates false positives and true positives. The higher the 
AUC, in general, the better the model.

Fig. 14 presents the ROC curve of our model number 1 (from Table 
1) and shows the high success rate achieved in the predictions. All 
three models predict considerably well with our dataset, as shown in 
Table VI, and the ROC curves are very similar to the one presented in 
Fig. 14. We present the ROC curves of the three models performing the 
predictions with the external dataset. It can be observed that only our 
model with the normalization and transformation layer behaves in an 
acceptable performance. This is shown in Fig. 15, 16 and 17.
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Fig. 14. ROC curves and AUC for our model with own dataset.

TABLE VI. Comparison of Models

Model
Accuracy 

(our dataset)
Accuracy 

(external dataset)

Our model
7820 of 7830 

99.87 %
4336 of 4500 

96.36%

PointNet
7660 of 7830 

97.82 %
2155 of 4500 

47.89%
Our model without 

normalization
7760 of 7830 

99.11 %
1371 of 4500 

30.47 %
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Fig. 15. ROC curves and AUC for our model with external dataset.
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Fig. 16. ROC curves for PointNet model with external dataset.
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Fig. 17. ROC curves for our model without normalization.

V. Conclusion

In this work, we present a new network architecture for hand 
gesture recognition using point cloud. The study was focused on the 
cloud of 3D reference points obtained through a standard RGB camera. 
The new network (based on PointNet architecture) was trained with 
hand KeyPoints and thanks to a simple architecture with few hidden 
layers it is possible to work directly on the CPU. 

The results show an accuracy of 99.87% in our hand gesture dataset. 
It is interesting to extend this study by including new gestures in 
order to have a wider variety of options for device control, and also 
to experiment with end users to detect those gestures that are more 
appropriate to perform certain control commands.

It is important to notice that the transformation and normaliza tion 
layer allows us to maintain the good prediction performance of our 
model by using third-party datasets that contain a wide variety of 
users and physical spaces where samples are taken.
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Abstract

Video surveillance for real-world anomaly detection and prevention using deep learning is an important and 
difficult research area. It is imperative to detect and prevent anomalies to develop a nonviolent society. Real-
world video surveillance cameras automate the detection of anomaly activities and enable the law enforcement 
systems for taking steps toward public safety. However, a human-monitored surveillance system is vulnerable 
to oversight anomaly activity. In this paper, an automated deep learning model is proposed in order to detect 
and prevent anomaly activities. The real-world video surveillance system is designed by implementing the 
ResNet-50, a Convolutional Neural Network (CNN) model, to extract the high-level features from input streams 
whereas temporal features are extracted by the Convolutional GRU (ConvGRU) from the ResNet-50 extracted 
features in the time-series dataset. The proposed deep learning video surveillance model (named ConvGRU-
CNN) can efficiently detect anomaly activities. The UCF-Crime dataset is used to evaluate the proposed deep 
learning model. We classified normal and abnormal activities, thereby showing the ability of ConvGRU-CNN to 
find a correct category for each abnormal activity. With the UCF-Crime dataset for the video surveillance-based 
anomaly detection, ConvGRU-CNN achieved 82.22% accuracy. In addition, the proposed model outperformed 
the related deep learning models.
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I. Introduction

WITH the growing public safety and security challenges, 
demand for increasing public safety monitoring through video 

surveillance cameras is also growing. Human-monitored surveillance 
systems can mine critical and helping cue from the patterns. This 
can help in detecting the abnormal activities for instant reaction [1]. 
However, owing to the human-monitored limitations, it is difficult 
to mine critical and helping cues [2]. Thus, an automated method 
to detect abnormal activities is critical. A sub-domain to understand 
behaviour from the video surveillance cameras is to detect anomaly 
activities [3]. The anomaly detection in the video surveillance is a 
crucial task and can face difficulties such as actions which do not tail 
definite patterns are termed as anomalies. Furthermore, actions are 
abnormal or normal in different situations indicating that a global 
abnormal activity can be a usual activity in certain situations such as 
gun club shooting. The shooting is usually an abnormal activity, but a 
normal activity in shooting clubs. Alternatively, some behavior is not 

essentially abnormal, but might be anomalies in different situations 
[4]. According to some studies [5]-[6], abnormal actions ended at 
unusual locations and times.

Several kinds of abnormal activities are usually identified which 
include killing, looting, molestation, and intensive attacks. Killing is 
a deliberate action to kill a person. Looting is an action of stealing 
belongings from the people using extreme physical force and violence. 
Molestation is sexual exploitation of people (man, woman, and 
children) against their desire. This criminal activity is terrible and 
shows substantial consequences. Intensive attacks are illegal fights by 
one person against another to get something or to harm individuals 
[7]. Anomaly detection and prevention using deep learning is an 
attention-grabbing system. Many law enforcement organizations 
across the globe are experimenting deep learning systems to safeguard 
public safety. The anomaly activities are predictable and require high 
volume data processing, exposing the anomaly patterns which are 
informative for a law enforcement department. In some situations, an 
anomaly activity remains unreported because of external pressures 
from all verticals of society. For this reason, an intelligent security 
system is able to autonomously detect anomaly activities and supports 
in excluding manipulative activities by bypassing individuals and 
informing law enforcement departments. For example, there is a case 
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study of San-Francisco in USA and Natal in Brazil where anomaly 
activities have been predominant and monitored by the intelligent 
video surveillance systems [8].

Video camera surveillance is a key feature of monitoring systems 
[9]. Computer vision automates anomaly activity detection in videos 
by alarming a law reinforcement system when abnormal activity is 
observed to derive important information from recorded videos [10]-
[11]. Various anomaly activities while entering or departing the public 
places require careful examination which might be important towards 
a pattern of anomaly activity [12]. In few situations, previous patterns 
can recognize malicious individuals in the recorded videos [13]-[14]. 
We can automate feedback activities when anomalies are observed 
to derive information from recorded videos using deep learning 
models [15]. According to deep learning perspective, the detection 
of the anomaly actions is divided into supervised, unsupervised, and 
semi-supervised learning models. In a single deep learning model, 
the model is trained on normal or abnormal activities [16]. On the 
other hand, both normal and abnormal activities are used to train deep 
learning models in multi-model learning setting [17]. Several studies 
took advantage of the supervised deep learning to detect anomaly 
activities in videos [18]-[25]. Many deep learning models including 
Convolutional Neural Networks (CNNs), Recurrent Neural Networks 
(RNNs), Long-Short Term Memory (LSTM), Gated Recurrent Units 
(GRUs), and Generative Adversarial Networks (GANs) are used for 
anomaly detection and prevention [26]-[28].

This study proposes anomaly activity detection in a multiple-
learning perspective using a supervised deep learning model. 
Numerous abnormal activities in real-world are labeled as anomalies; 
but the focus of this study is on anomaly activities mentioned in 
the UCF-Crime dataset [29] which includes abnormal and violent 
behavior recorded by the video surveillance cameras in various public 
places. The proposed deep learning model for anomaly detection and 
prevention has implemented the ResNet-50 as a CNN model to extract 
high-level features from video frames. The CNN extracted features 
are fed to RNN model, ConvGRU, to learn temporal dependencies in 
the video dataset. The proposed deep learning model ConvGRU-CNN 
returns output indicating whether input videos include abnormal or 
normal behaviour. This ConvGRU-CNN model can reduce limitations 
of human-monitored video surveillance systems and can improve the 
accuracy of anomaly activity detection. In addition, ConvGRU-CNN can 
considerably improve the response-time. A compact neural model for 
anomaly detection is proposed by implementing a convolutional form 
of conventional GRU to learn temporal features videos. Alternative 
to the fully connected layer in GRU, a convolutional layer intensely 
reduces the parameters number. In addition, the incorporation of 
GRU further reduces the parameters when replaced with LSTM 
in ConvLSTM. There is 25% further reduction in parameters with 
ConvGRU. With UCF-Crime dataset, 13 classes of abnormal events are 
used to evaluate the proposed ConvGRU-CNN. 

II. Related Studies on Video Surveillance Systems

The goal of anomaly detection system is to predict and prevent the 
abnormal (criminal) activities. Though, the conventional non-deep 
learning approaches are beneficial but they operate independently. 
Hence, a machine which is able to integrate the important aspects 
of conventional approaches would extremely be advantageous. A 
study [28] has compared the violent criminal patterns between the 
community’s dataset and the real criminal statistical data by using 
Waikato Environment for Knowledge Analysis (WEKA) platform. 
Three models including the linear regression, additive regression, and 
decision stump are implemented. The linear regression on selecting 
the random samples in testing was able to handle randomness 

showing a better detection among models and proved the success of 
deep learning in detecting the violent patterns and criminal trends.

A study [30] examined the anomaly detection in urban areas 
where anomaly has combined to grid size 200×250m and examined 
retrospectively. An ensemble model of logistic regression and neural 
network is proposed to detect anomaly. The results indicate that 
fortnightly predictions are improved remarkably as compared to 
monthly predictions. Anomaly activities are detected and examined 
in another work [31] using anomaly data of Vancouver for the last 15 
years. A boosted decision tree and K-nearest neighbor (KNN) detected 
anomaly activities. A total of 560,000 records are examined and the 
anomaly activities are predicted with accuracy between 39% and 44%.

Another study [32] predicted anomaly statistics in Philadelphia to 
determine the trends of anomaly. Ordinal regression, KNN, logistic 
regression, and decision tree are trained with the datasets to get 
anomaly predictions. The models were able to determine the trend 
of anomaly activity with an accuracy of 69%. Data science models 
are implemented to detect the anomaly activities from the Chicago 
criminal dataset. Logistic regression, SVM/KNN classification, decision 
trees, random forest, and Bayesian models were examined and the 
most accurate model was selected for training. The KNN classification 
obtained the best accuracy of 78.7%. 

A GUI-based deep learning model to predict the anomalies is 
presented in another study [33]. The results of supervised models 
are compared to predict anomalies. A feature-level data-fusion-based 
deep neural network (DNN) is proposed to predict anomaly with high 
accuracy by combining multi-model data from different domains with 
environmental context knowledge [34]. The data to train models (SVM, 
regression analysis, Kernel density estimation) was taken from online 
crime statistic database. SVM and KDE obtained 67.01% and 66.33% 
accuracies, whereas the proposed model obtained 84.25% accuracy. 
Another work [5] used previous crime locations to predict anomaly 
likely to happen in old locations. Bayesian neural networks, Levenberg 
Marquardt algorithm, and a scaled algorithm are implemented to 
examine and understand the data. The scaled algorithm showed the 
best results. The ANOVA verified that the scaled algorithm reduced 
crime rate by 78%, with 0.78 accuracy.

A framework to predict anomaly has been proposed [35] examining 
a dataset of formerly committed anomalies with their patterns. KNN 
and decision tree with adaptive boosting and random forest are 
implemented to boost the prediction accuracy. The records are divided 
into rare and frequent classes. The deep learning framework was 
trained with criminal activities recorded in a period of 12-years in San 
Francisco, USA. By applying oversampling and undersampling with 
random forest, 99.2% accuracy was achieved. Other studies have also 
achieved state of the art results for crime detection [36]-[44]. Table I 
summaries the previous work with achieved accuracies.

TABLE I. Summary of Previous Work on Crime Detection 

S. No. Reference Model Achieved Accuracy

1
2
3
4
5
6
7
8

[36]
[37]
[38]
[39]
[40]
[41]
[42]
[43]

Decision Tree
KNN

Naive Bayes
ARIMA

Regression Model
SVM

Random Forrest 
E2E-VSDL 

59.15%
87.03%
87.00%
86.00%
72.00%
84.30%
97.00%
98.16%

Various CNN typed have been formulated such as the AlexNet, 
ResNets, VGG, Inceptions and their variants. Many studies combined 
these CNNs with a softmax layer [45], and morphological analysis 
[46] to detect anomaly. Besides CNN, other studies [47]-[48] proposed 
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using autoencoders. Bayesian nonparametric [49] is also proposed 
to detect abnormal events in videos. Since surveillance camera feeds 
are sequential data, the LSTMs have gained attraction for anomaly 
detection. Encoder-decoder LSTM [50] is proposed in an unsupervised 
learning fashion. Spatiotemporal networks (STNs) are gaining 
popularity to learn spatial and temporal features [51] where RNNs and 
CNNs jointly extract spatiotemporal features for anomaly detection. 
ConvLSTM [52] is another model where a convolutional layer filters 
the output of CNNs before feeding a LSTM. Alternative to the fully 
connected layer in LSTM, a convolutional layer intensely reduces 
the parameters number. The GRUs further reduces the parameters if 
replaced with LSTM in ConvLSTM, obtaining a 25% reduction in the 
parameters. There are very limited studies implementing ConvGRU to 
detect anomaly in video streams.   

III. Proposed Anomaly Detection Model

Residual Networks (ResNets) are effective neural models to extract 
features in DNNs [53]. First, ResNet-50 is implemented to extract 
spatial features from the input video streams. In the next stage, the 
ConvGRU as RNN is used to extract the temporal dependencies in 
videos. The video streams are divided into sequences of k frames and 
fed to ResNet-50 as inputs. The outputs are further fed to ConvGRU. 
The spatiotemporal features are passed through maxpooling and fully 
connected layers to detect the anomaly.

A. Video Pre-Processing
Fig. 1 shows the proposed ConvGRU-CNN where input video is 

preprocessed and divided into fixed frames k with 30 frames/second. 
Therefore, for 60 sec video, the total number of frames is 1800. To 
consider the spatial movements for all input frames after selection, 
the difference between every frame and adjacent frames is calculated. 
Three categories from UCF-Crime dataset are selected. We split the 
exact time of the abnormal activity for each video and labelled them 
as Anomaly, such that, the remaining video is labelled as Normal. After 
that, the videos are divided into the same length. As a result, n frames 
are selected from k frames. Thus, only abnormal activities are focused. 

Further, the normal activities are also selected from the same videos 
which include the anomaly activities. Except for actions, all other setting 
remains the same as in UCF-Crime dataset. Such arrangements help 
system in better detecting the anomaly activities. Full-length training 
videos result in a massive computational cost. Therefore, to understand 
the motion information in the recorded videos during training, we have 
considered a training framework over a defined set of frames, that is, 
focused bag which contains major information needed to understand 
the motions in the videos followed by block formation and selection. A 
set of frames composed of the activities in full length recorded video 
has been named as the focused bag and its extraction is shown in Fig. 
2 where only a small part of the full-length recorded video is labelled 
as the suspicious/ criminal activity. Hence, L-frames out of M-frames 
are considered as a focused bag. This entire procedure is adopted and 
repeated for all recorded videos in the database thereby significantly 
minimized the training data by removing the redundant information. 

B. ResNet-50 CNN Model
ResNets have shown excellent performance on many standard 

datasets such as ImageNet [16]. ResNets have many variants, such 
as, ResNet-18, ResNet-26, ResNet-50, ResNet-101, and ResNet-152. 
However, because of better performance and excellent architecture, 
ResNet-50 is instigated in ConvGRU-CNN. To avoid difficulties in 
labelling anomalies, Transfer Learning [54] is used in the model. As a 
result, ConvGRU-CNN is pre-trained on the ImageNet dataset, which 
includes 1000 sets of images. By executing ResNet-50 on ImageNet, 
the model parameters are initialized and updated thereby ready to 
execute on the preferred datasets. The input frame size is (240×240) 
allowing the ResNet-50 to process (240×240×3) dimension data. After 
passing through the convolutional and pooling layers, a 4-d tensor 
(n×1×1×2048) output is obtained from the Deep Residual Features 
(DRF), which is reshaped before fed to the ConvGRU filters. ResNet-50 
structure is shown in Fig. 3 whereas the architecture is given in Table 
II. The ResNet50 output is reshaped into (n×3×3×128) and is fed to 
ConvGRU layer. Since ResNet is not using for classification, the fully 
connected dense layer is not utilized.
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Fig. 1. The structure of the proposed ConvGRU-CNN.
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Fig. 2. Focused Bag frames extraction.
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TABLE II. ResNet-50 Architecture

Layer Name Output Size 50-Layers Model

Conv1 (112×112)
(7×7), 64, Stride 2

(3×3), Maxpool, Stride 2
Conv2 (56×56) [(1×1, 64), (3×3, 64), (1×1, 256)]×3
Conv3 (28×28) [(1×1, 128), (3×3, 128), (1×1, 512)]×4
Conv4 (14×14) [(1×1, 256), (3×3, 256), (1×1, 1024)]×6
Conv5 (7×7) [(1×1, 512), (3×3, 512), (1×1, 2048)]×3

(1×1) Average Pool, 1000d Fully Conn., Softmax
FLOPS 3.8 × 109

C. ConvGRU Layer
The cell inputs, outputs, and states in GRUs are 1-d vectors; 

therefore, GRUs is unable to hold spatial relations between video 
pixels. As a result, GRUs is inappropriate for spatial sequence data 
[55]. In ConvGRU, due to the convolutional layers, cell states/inputs/
outputs, and the spatial dimensions are 3-d tensors. Since the ConvGRU 
structure consists of convolutional gates, it can deal with spatial 
and temporal sequential data. The ConvGRU is a regular GRU but 
replaces the matrix multiplication with convolution operations. With 
convolution operations, the GRU can preserve spatial information. The 
formulation of the ConvGRU simply takes the standard linear GRU as:

 (1)

 (2)

 (3)

 (4)

Where Wz, Wr, Wc are weight matrices, bz, br, bc are biased terms, 
respectively, whereas xt is input state [55]. By replacing the matrix 
multiplication with convolution operations (denoted as *), Eq. (1) - (4) 
became: 

 (5)

 (6)

 (7)

 (8)

From the complexity viewpoint, GRU operates at 1-d vectors 
and after Hadamard product, the complexity increases due to large 
parameters size thereby the model is prone to overfitting. However, 
ConvGRU has a unique internal structure and requires fewer 
parameters which reduce the computational complexity of model. 
The video frames, after passing ResNet-50, feed the ConvGRU cell 
composed of 256 hidden states with (3×3) kernel size. The input to 

ConvGRU is a 4-d tensor, (n×256×3×3) such that input at each time-
step is (3×3) with 256 channels. The output of ConvGRU is maxpooled 
with (2×2) size and flattened to get a 1-d vector. The 1-d vector feed 
the fully-connected layers followed by batch normalization (BN) 
and ReLU activation. For binary classification (normal vs abnormal 
activity), sigmoid activation and binary cross entropy loss can be used 
after fully-connected layers. However, softmax with categorical cross 
entropy loss can be used for multi-class classification. The working 
flow of the proposed ConvGRU-CNN is given in Fig. 1.

IV.  Experiments 

A. Dataset
In this paper, the proposed model is implemented on the UCF-Crime 

dataset [29] which includes abnormal, illegal and violent behaviour 
recorded by surveillance video cameras located in public places 
such as stores and streets. The UCF-Crime dataset is prepared from 
everyday actual events which is the key reason to select this dataset. 
Many studies have used handicraft datasets or particular datasets with 
the same backgrounds and environments (for example fighting and 
movies dataset), which is not according to our daily life. The UCF-
Crime dataset is including lengthy surveillance video cameras feeds 
covering 13 different classes of anomaly events such as the Abuse, 
Arrest, Arson, Assault, Road Accident, Burglary, Explosion, Fighting, 
Robbery, Shooting, Stealing, Shoplifting, and Vandalism in addition to 
Normal events class. Fig. 4 shows example samples of the UCF-Crime 
dataset. For comparison with other related studies the training and 
testing data is arranged as (75%-25%) in experiments. Two variants 
of the UCF-Crime dataset including Ucfcrimes and Binary are used 
in the experiments where the Ucfcrimes contains 14 classes whereas 
Binary has 2 classes, one compiling the 13 abnormal activities and the 
normal one. The quantity of videos for each class from the Ucfcrimes 
and Binary datasets are given in Table III. 

B. Model Settings and Model Selection
In the experiments the proposed model is applied by using 

ResNet-50 and ConvGRU, which are available in the Keras library. To 
tune the model, several hyperparameters are used to attain the best 
performance. Table IV shows the results of experiments with different 
types of weight initialization and optimizers. As a result, to initialize 
the ConvGRU-CNN weights, glorot-uniform (Xavier) is utilized 
whereas to optimize the model, RMSprop optimizer is imposed. The 
learning rate and number of epochs are fixed to 0.0001 and 100, 
respectively. However, early stop is applied when loss converges. The 
video sequence length is fixed to 20 frames. Since, focused bag is used 
for video frames. Table V provides a comparison of total video frames 
and frames in focus bag. In our experiments, we used different kinds 
of evaluations. During the first step, ConvGRU is tested with several 
CNN models such as InceptionV3, VGG19, ResNet-50, ResNet-101, 
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and ResNet-152, available in the Keras library. Table VI shows a 
comparison in terms of accuracy (in %). According to accuracy with 
less computational complexity, ResNet-50 was selected for integration 
with ConvGRU. 

TABLE IV. Hyperparameters Settings

Hyper Parameters Tuning Accuracy (%)
Weights Initialization Glorot-Uniform (Xavier) 81.9%
Weights Initialization Random-Uniform 80.2%
Weights Initialization He-Uniform 80.2%

Optimizer Adam 80.9%
Optimizer RMSprop 81.3%

TABLE V. Video Frames Analysis (in Example Anomalies)

Anomaly Total Video Frames Focused Video Frames
Assault 130395 55023
Fighting 269255 132517
Shooting 157735 55427

Vandalism 157511 82163
Total 714896 156610

TABLE VI. CNN+ConvGRU Comparison

Hyper Parameters Weights Initialization Accuracy (%)
ResNet-50+ConvGRU

Glorot-Uniform (Xavier)
82.6%

ResNet-101+ConvGRU RMSprop
ResNet-152+ConvGRU 86.3%
InceptionV3+ConvGRU Adam

RMSprop
82.5%

VGG19+ConvGRU 89.3%

The evaluation measures are given by equations as:

 (9)

 (10)

 (11) 

Where TP is True Positive, TN is True Negative, FP is False Positive 
and FN is False Negative.

V. Results and Discussions  

First, the proposed ConvGRU-CNN model is examined by 
measuring the accuracy (Acc), precision (Prc), and F1-scores. Table 
VII provides the Acc, Prc, and F1 scores. It is clear from the Table VII 
that the proposed ConvGRU-CNN achieved significant metric scores 
for the 14 categories of the UCF-Crime dataset. The measuring results 
are averaged over the 14 types of activities, and the best  accuracy 

obtained is 82.22%. In addition, good precision and F1 are achieved 
with this considerable number of anomaly categories. The proposed 
model attained an encouraging average accuracy, precision, and F1-
score of 82.88%, 82.89%, and 82.88%, respectively, at reducing the 
computational complexity. Therefore, an efficient model is proposed 
to analyze spatiotemporal features extracted from videos. Fig. 4 shows 
the detection of suspicious activity.

TABLE VII. Model Evaluation in Terms of Acc, Prc, and F1 Scores

Database Accuracy Precision F1 AUC
Ucfcrimes 82.22% 83.13% 82.22% 82.65%

Binary 83.54% 85.65% 83.55% 82.77%

Average 82.88% 82.89% 82.88% 82.71%

Normal Activity Suspecious (Criminal) Activity

Fig. 4. Detection of Normal and Suspicious Activities.

A. Comparison With Other Models
Limited literature on anomaly detection by using the UCF-Crime 

dataset is available. In the experiments, the proposed ConvGRU-
CNN model is compared with other CNN models by measuring the 
Accuracy (Acc) and Area Under the Curve (AUC). Table VIII provides 
the AUC scores for the binary classification on the UCF-Crime dataset 
for the proposed model and other models for anomaly detection. The 
related models include support vector machine (SVM) [56], MIL [29], 
3D-CNN [11], TSN [51], AutoEncd [48], SCL [57], CNN-RNN [58], and 
UGD-KM [59]. The categories for all the above mentioned abnormal 
events are considered as the Anomaly category whereas data with 
no abnormal events is considered as Normal. The testing classifier 
indicates the probabilities of correctly classified anomaly events. Table 
VIII shows that the proposed ConvGRU-CNN model outperformed the 
related benchmark models in anomaly detection. For example, AUC 
score is improved from 50.10% with SVM to 82.65% with ConvGRU-
CNN and achieved 32.65% AUC gain. Similarly, AUC with AutoEncd is 
improved from 50.6% to 82.65% with large performance gain of 32.05%. 
Fig. 5 the shows performance improvement over competing models. In 
comparison to 3D-CNN, the proposed ConvGRU-CNN improved the 
AUC from 81.05% to 82.65% whereas with MIL, the AUC is improved 
by 8.21%.  The t-SNE results for normal and criminal activities are 
illustrated in Fig. 6. 

TABLE III. Number of Videos for Ucfcrimes and Binary Datasets

Anomalies Videos 
(Ucfcrimes)

Videos 
(Binary) Anomalies Videos 

(Ucfcrimes)
Videos

 (Binary)
Abuse 50 50 Road Accident 50 150
Arrest 50 50 Robbery 50 150
Arson 50 50 Shooting 50 50

Assault 50 50 Shoplifting 50 50
Burglary 50 100 Stealing 50 100
Explosion 50 50 Vandalism 50 50
Fighting 50 50 Normal 50 950

Total 350 400 Total 350 1500
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TABLE VIII. Model Comparison in Terms of AUC Scores

Reference Models AUC (%)
(Erfani et al., 2016) [56] SVM 50.10%
(Hasan et al., 2016) [48] AutoEncd 50.60%
(Sultani et al., 2018) [29] MIL (Loss with No Constraints) 74.44%
(Sultani et al., 2018) [29] MIL (Loss with Constraints) 75.41%
(Zhong et al., 2019) [51] TSN 78.08%
(Tran et al., 2015) [11] 3D-CNN 81.01%

(Vosta and Yow, 2022) [58] CNN-RNN 81.77%
(Khan et al., 2018) [59] UGD-KM 64.30%

Proposed ConvGRU-CNN 82.65%
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Fig. 6. t-SNE plots for normal and criminal activities.

To observe the efficiency of ConvGRU for crime detection, we have 
implemented ConvLSTM for the said task, and compared the accuracy, 
precision, F1, and AUC. This set of experiment was performed 
on the same experimental settings as done for ConvGRU. Table IX 
shows the results of the study. The results indicate that ConvLSTM 
underperforms in terms of accuracy, AUC, and computational cost, 
respectively.

TABLE IX. Comparison With LSTM in Terms of Accuracy, AUC and 
Computational Cost

Database Accuracy AUC Computational Cost

ConvLSTM
ConvGRU

81.93%
82.88%

81.98%
82.71%

25% Less computational 
complexity with ConvGRU

VI. Laws Preventing the Anomaly/Criminal Events 

Anomaly events including criminal events and criminal 
intimidation has raised with hike in inflation in Pakistan and across 
the globe. It is imperative to devise new effective ways for preventing 
them. The conventional ways to detect the anomaly patterns are 
taking their part but technology has moved forward. A study [60] 
recommended deep learning models to the law enforcement agencies 
for predicting, detecting, and solving the anomaly activities at higher 
rates to reduce the crimes in society. So, it is recommended to use 
Artificial Intelligence (AI) to prevent the criminal events before 
their happening. The governments and other relevant institutes are 
responsible to prevent and reduce the criminal rate. As a result, the 
modern technology is one of the major solutions. To curtail this issue, 
law making authorities that is the legislature enacted Prevention of 
Electronic and other Crimes Act provided a detailed legal framework 
relating to different types of electronic crimes, procedures for the 
investigation and prosecution. Any act which is forbidden by the 
penal laws/ laws of the land amounts to criminal acts liable to be 
punished. With technological advancement, the already existing 
criminal patterns can be learnt to avoid future crimes and hence the 
punishment will become easy for law enforcement departments. To 
curtail heinous crimes, Serious Crimes Prevention Order is provided 
in Serious Crime Act 2007 in Pakistan. It is an adjudication order to 
safeguard public at large by preventing and restricting an individual 
participation in crimes. 

VII. Conclusions, Limitations, and Future Work

This study proposes a novel deep learning framework by linking 
ResNet-50 and ConvGRU for detecting anomaly activities in the UCF-
Crime dataset. Some anomalies took place in videos where persons 
cannot be seen such as car accidents. Besides, many anomaly events 
happen for few seconds and in a small length video (10 sec), most part 
of such videos shows a normal event. Regardless of stated limitations, 
the ConvGRU-CNN model outscores other models on the UCF-Crime 
dataset with 82.65% AUC and 82.88% accuracy. In addition to 14 classes 
of the UCF-Crime dataset, dividing the dataset into two major classes 
(Ucfcrimes and Binary) shows improved results in terms of accuracy 
and AUC. The focused video frames extracted from the original videos 
of anomaly events have greatly improved the detection accuracy. 
Among other CNN models implemented for anomaly event, ResNet-50 
[61] provides improved results when combined with ConvGRU. 
An excellent features extraction with ResNet-50 and ConvGRU 
significantly improved the performance measures. With ResNet-
50+ConvGRU, the classifier efficiently detected the anomaly classes for 
Ucfcrimes and Binary datasets. The experimental results demonstrate 
that ConvGRU-CNN performed better than other related models 
in terms of accuracy, precision, and AUC, yet we look to improve 
classification of all kinds of anomalies in the UCF-Crime dataset. One 
of the approaches is to add attention layers to the ConvGRU-CNN as 
future work. The attention layer is possible to integrate with CNN 
and/or ConvGRU. With this approach, the future model can be focused 
more precisely on the anomaly events in a video. Silent videos can be 
used to detect anomaly in terms of audio signals since most of the time 
only silent video is available. Therefore, if we incorporate audio signal 
synthesis, video surveillance can be made more effective [62].
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Abstract

Agriculture is the primary source driving the economic growth of every country worldwide. Crop prediction, 
which is critical to agriculture, depends on the soil and environment. Nutrient levels differ from area to area 
and greatly influence in crop cultivation. Earlier, the tasks of crop forecast and cultivation were undertaken 
by farmers themselves. Today, however, crop prediction is determined by climatic variations. This is where 
machine learning algorithms step in to identify the most relevant crop for cultivation. This research undertakes 
an empirical analysis using the bagging, random forest, support vector machine, decision tree, Naïve Bayes 
and k-nearest neighbor classifiers to predict the most appropriate cultivable crop for certain areas, based on 
environment and soil traits. Further, the suitability of the classifiers is examined using a GitHub prisoners’ 
dataset. The experimental results of all the classification techniques were assessed to show that the ensemble 
outclassed the rest with respect to every performance metric.
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I. Introduction

AGRICULTURE is key to the development of human civilization, 
with farming playing a critical role in the process. Crop cultivation 

varies across areas, with each possessing unique soil, climatic and 
geographic characteristics. Soil is central to crop cultivation, and 
nutrients namely potassium, nitrogen, and phosphorus impact yield. 
Geography and climatic conditions, including the seasons, soil types, 
rainfall, and temperature also greatly influence in crop prediction. 
Based on these factors, the most suitable cultivable crop is predicted 
using several Machine Learning (ML) [1] techniques. Classification is 
fundamental to machine learning, for which it trains the system to 
obtain results using the given data. The supervised, unsupervised and 
reinforcement learning types of classification techniques are used in 
prediction. This research evaluates the performance of supervised 
learning techniques such as bagging, random forest (RF), support 
vector machine (SVM), decision tree (DT), Naïve Bayes (NB) and 
k-nearest neighbor (kNN) to predict a relevant crop for classification, 
using a GitHub prisoners’ dataset. This work identifies the best 
classifier for the forecasting process. 

A. Related Work
Several papers that illustrate key features of common ML models 

are discussed in this section. 

Soil characteristics alone are used to predict a suitable crop for 
cultivation [1]. Belson et al. [2] described the DT classification model 
as a tree structure, with leaf nodes representing the final decision 
made after the top-to-bottom path is established. The most efficient 
techniques used in the literature survey include the Gaussian mixture, 
the Chi-square Automatic Interaction Detector (CHAID), classification 
and regression trees, and the Bayesian network, presented by Duda 
et al. [3], Kass et al. [4], Breiman et al. [5], and Neapolitan [6], 
respectively. The NB classification technique, built on the Bayesian 
theorem, produces accurate forecast results that are easy to train 
and classify. Kohonen [7] and Atkeson et al. [8] discussed memory-
based models and constructed hypotheses directly from the available 
data. However, information overload can increase their complexity. 
Data mining techniques with applications in agriculture include the 
K-means algorithm to forecast atmospheric emissions, the kNN to 
model daily precipitation and miscellaneous climatic variables, and 
the SVM to analyze possible adjustments to the weather. Bayesian 
models such as the NB, Gaussian NB and multinomial NB used in the 
prediction process were explained [9] - [11].

Ensemble learning (EL) models enhance the prediction process by 
constructing a prediction model using single base learners. Ensemble 
techniques such as bagging, boosting and the AdaBoost algorithms 
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were discussed and implemented [12] - [14]. The widely used SVM 
technique was improved through the use of the kernel trick for 
prediction [15], [16]. Breiman [17] proposed an RF technique, which 
is an ensemble model, and combined it with several DTs to constitute 
a single tree for a prediction model. The results are obtained after 
a comparison of all the trees in the forest and a final decision is 
made, based on the voting method. Suykens et al. [18] presented the 
minimum squares SVM, and Galvao et al. [19], the successive vector 
support algorithm. The proximity of data points is shown in the 
decision surface, that is, hyperplane support vectors. The data in the 
hyperplane are linearly separated by the total distance in the SVM. 
Babu et al. [20] discussed the application of artificial intelligence and 
ML algorithms in crop prediction. Designing an expert framework for 
crop cultivation calls for the services of computer engineers to model 
it, agricultural scientists to program it, and the know-how of experts 
in the field to back it up. Veenadhari et al. [21] described the role of 
data mining in agriculture. The most suitable crop for cultivation was 
predicted with 95% accuracy, based on  climatic conditions as a major 
feature. 

Monali et al. [22] posited a prediction system that categorizes soil 
types and predicts crop yields using the NB and kNN methods. Jeong et 
al. [23] explained the ability of the RF to predict crop yield responses to 
global and regional weather as well as biophysical variables in wheat, 
maize and potato. Sellam et al. [24] discussed crop yield prediction, 
which is primarily dependent on environmental characteristics, using 
regression analysis and linear regression. In their work, Pudumalar 
et al. [25] proposed a new ensemble model using the random tree, 
CHAID, kNN and NB to recommend crops for specific zones.

Zala [26] described bagging as a meta-algorithm that complements 
the power and precision of the ML technique used in mathematical 
classification and regression. It also eliminates variations and averts 
overfitting. Balducci et al. [27] described the DT as a predictive 
model and tested it at every level requiring decisions to be made. The 
levels depend on the request and outcome of the decision-making 
process. Jahan [28] averred that the NB is vulnerable to insignificant 
characteristics. Given its solid foundation, it manages both confidential 
and streaming data with ease. Priya et al. [29] used real-time Tamil 
Nadu facts to predict crop yields the usage of the RF method. Suresh et 
al. [30] examined soil profiles in conjunction with Global Positioning 
System-based technologies. The K-means and modified kNN are 
implemented to predict crop yields in Tamil Nadu.

B. Motivation and Justification
Crop prediction, which is critical to agriculture, employs machine 

learning algorithms for the purpose. Classification is central to machine 
learning [40]-[42]. It helps to learn the system for forecasting a relevant 
cultivable crop. Classifiers are divided into two sub-categories, single 
learner and ensemble learners. Thus motivated, various supervised 
classifiers are examined for the prediction process. Though the 
literature analysis makes it evident that the ensemble model offers 
better predictions, much of the research has, however, tended to use 
single learners for crop prediction. An ensemble model, which helps 
improve the prediction rate, is constructed using single learners. Thus 
justified, the efficiency of the ensemble model is examined with a crop 
dataset and a GitHub prisoners’ dataset, using different performance 
metrics. The performance of the ensemble bagging model is evaluated 
with existing classification algorithms such as the RF, SVM, DT, NB 
and kNN for the prediction process.

C. Contributions
The significance contributions of this research are given below:

• The literature survey shows that much of the earlier work has 
examined either soil or environmental factors to predict crop 

cultivation. This work, on the other hand, undertakes crop 
prediction by examining both.

• A real-time dataset composed from the Sankarankovil Agriculture 
Department of Tenkasi District in the state of Tamil Nadu in India 
is used for the prediction process.

• The primary goal of this work is to predict an appropriate classifier 
for all sort of datasets.

• Further, the classifier performance is examined by the various k - 
fold and data splitting methods. 

D. Outline of the Work,
Fig. 1 illustrates the comprehensive process of this work. Input data 

is fed into pre-processing step. In pre-processing, missing values in the 
dataset are identified to eliminate the redundant values. This is used 
to handle the imbalanced data which was done by mean imputation 
method. It improves the prediction performance of classifiers and 
accuracy rate has been increased after pre-processing stage. After 
that, the dataset is broken down into training and testing. Classifiers 
are well trained to predict the target class with the help of all training 
samples. The learned classifier is validated with the unknown samples 
from the testing dataset. The learned classifier helps to forecast 
the target class of the given dataset. Finally, the predicted result is 
examined by various performance metrics.
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Fig. 1. Outline of the Work.

E. Organization of the Paper
The remainder of the article is organized in the following way: 

Section II describes the methodology for crop prediction. Section III 
illustrates the experimental results and final section concludes this 
work.

II. Methodology

A. Classification
Classification is indispensable to machine learning, given that 

it predicts the outcome of the process. This work evaluates the 
performance of the existing bagging, RF, SVM, DT, NB and kNN 
classifiers, using a crop dataset and a GitHub prisoners’ dataset.

1. K Nearest Neighbor (KNN)
The kNN is not a complex algorithm that classifies new instances 

established on positive similarity measures [25]. The similarity degree 
is calculated by distance measures which include Euclidean distance, 
Manhattan distance, and many others [31]. In the kNN, feature vectors 
are stored in the training phase of the algorithm. The kNN technique 
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finds the similarity between unknown classes with known instances. 
The class labeling of training instances and unlabeled vectors are 
classified by way of assigning the most common label of the closest 
training samples. In the iterative classification, k is a parameter set by 
the user [27]. Algorithm 1 gives the pseudo code of the kNN classifier.

Algorithm 1. The pseudo code for the kNN

Input: s, C, d where s is unknown sample from dataset C; 
            d is the distance 
Output: class of s 
for (s', c') ∈ D do 
   Compute the distance d(s', s) 
end for 
Order the |C| distances by increasing the sequence 
Calculate the number of hits for each class ci among the kNN 

Assign s to the highest class 

2. Naive Bayes (NB)
In order to construct classifiers, the NB method offers class labels 

to problem instances [25] which is entrenched the theorem of Bayes’ 
[28]. NB is one of the most effective classifiers and it predicts the 
outcome based on the probability of an instance. It deems the value of 
a separate variable to be independent of the value of any other given 
quality in the class variable. [25]. It is utilized for both binary and 
multi class classification problems. Algorithm 2 gives the pseudo code 
of the NB classifier [32].

Algorithm 2. The pseudo code for the NB

Input: C → Dataset, T1 → Training dataset, P = (p1, p2, …, pn) //
              value of the predictor variable in testing dataset 
                   Output: Predicted class
Step: 
1. Read all training data T1

2. The mean and standard deviation of the predictive variable in 
     each category are calculated 
3. Repeat
    Compute the likelihood of pI  using the gauss density equation 
    in each class
    Until the likelihood of all predictor variables (p1, p2, …, pn) has 
    been computed  
4. Compute the probability of each class 
5. Obtain the highest likelihood 

3. Decision Tree (DT)
The DT is a single tree predictive model, and it is used for both 

classification and regression problems. DT is like a tree structure 
method [27]. Decision nodes and leaves make up a tree [31]. Each 
internal node shows an input variable, and each leaf node shows class 
prediction. It works supported a top-down approach by selecting 
a worth for the feature at every stop that best splits a collection of 
things [27], looking on the applying and decision-making outcome. 
DT algorithms contain the CART, C4.5 and ID3. In this work CART 
technique is used for implementing the DT algorithm which stands for 
classification and regression tree. Algorithm 3 gives the pseudo code 
of the DT classifier [33].

Algorithm 3. The pseudo code for the DT

Input: Dataset C,R number of Instances, P features  
Output: Predicted class 
ConstructTree (R): 
if R contains instances of a single class then 
     return 
 else 
     The feature P which has the greatest information gain is selected  
                                                                                                     to split on
                                              Generate p leaf nodes of R,                                   
whereR has R1, …, Rp  and P has p possible values (P1,…, Pp)
     for i = 1 to p do 
        Define the content of R_i  to C_i,where C_i  is all the instances in R  
                                                                                                     that match P_i
        Get ConstructTree (R_i) 
     end for 
end if 

4. Support Vector Machine (SVM)
The SVM is a type of machine learning that information needed 

to determine into decision surfaces. It is used for both classification 
and regression problems. In this work, the SVM algorithm is used to 
categorize the result according to the input variables. The decision 
surfaces then break the data into two hyperplanar groups. [16]. The 
training data identify the vector that assists the hyperplane. Apparently, 
due to the larger margins, with a weak classifier generalization, a 
hyperplane that is farther away from the nearest training data point 
consistently has better margins and larger mistakes. Algorithm 4 gives 
the pseudo code of the SVM classifier [34].

Algorithm 4. The pseudo code for the SVM

Input: Dataset C 
Output: Predicted Class 
Require: X and y uploaded with training labeled data, α ← 0 or  
                  α ← partially trained SVM   
A ← any value 
repeat 
     for all {xi , yi }, {xj , yj }  do 
         Optimize αi  and αj  
     end for 
       until a change of α or other resource constraint criteria is not met 
Ensure:Remember only the support vectors (αi > 0) 
Test the model  
Calculate Scores 
Compute Confusion Matrix 
Validate Model 

5. Random Forest (RF)
The RF is a well-known and extensively used supervised machine 

learning approach to solve classification and regression issues 
[29]. The RF is an ensemble technique, and it combines several 
homogeneous learners as a single model. It uses decision tree 
algorithm for the prediction process, and it takes the final decision 
based on the average voting method. Algorithm 5 gives the pseudo 
code of the RF classifier [33].
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Algorithm 5. The pseudo code for the RF

Input:Dataset C,R number of instances,P features 
Output:Predicted class 
To create L classifiers 
for i = 1 to l do 
   Randomly select the training data C with substitution to produce Ci 
   Generate a parent node, Ri containing Ci 
   Get Construct Tree (Ri) 
end for 
ConstructTree (R) 
if R contains instances of a single class then 
   return 
 else 
   The x% of possible splitting features in R are randomly selected 
   The feature P which has the greatest information gain is selected  
                                                                                                   to split on
   Generate p leaf nodes of R,R_1,…,R_p;where P has p possible values  
                                                                                                      (P1, …, Pp)
  for i = 1 to p do 
    Define the content of Ri  to Ci , where Ci  is all the instances in R   
                                                                                                         that match Pi    
Get ConstructTree (Ri) 
  end for 
end if 

6. Bagging
Bagging, also termed bootstrap aggregation, is a technique that 

was developed by Leo Breiman [26] to train and combine numerous 
homogenous learning algorithms. [13]. Bagging technique is used to 
reduce the problems related to overfit. Bagging is based on parallel 
method, and it uses data subsets for training the base learners. It 
optimizes the learning algorithm’s robustness as well as the prediction 
algorithm’s results [26]. It predicts the outcome with the help of voting 
method for classification. Since bagging does not allow recalculation 
of weight, changing the weight update equation is critical or reviews 
the algorithm’s calculations. Algorithm 6 gives the pseudo code of the 
Bagging classifier [35].

Algorithm 6. The pseudo code for the Bagging

Input: T1: Training sample of C size dataset,
             s: count of bootstrap samples, Lc: Learning Classifier
Output: L*  bagging ensemble with s element classifiers 
Learning stage: 
for i = 1→ s do 
   Ki ← bootstrap sample from C 
   Create classifier Li ← Lc (Ki) 
end for 
Predict the class label for a new sample 
   L* (x) = arg arg maxy   [Li (x) = y]  

B. Characteristic Comparison of Each Classifier
This section discusses the pros and cons of each of the classifiers 

used for prediction. The kNN handles both classification and 
regression problems well but cannot deal with missing values. Though 
each feature makes unique assumptions about prediction outcomes, 
the NB is unaffected by irrelevant characteristics. While the DT 
provides feasible and adequate results for large data sources relatively 
rapidly, the algorithm must be trained over a long period of time and is 
also much more complex. Though the SVM is most effective at higher 
dimensions, it is vital to select a hyperparameter appropriately, and 

there is no probabilistic explanation for the classification. The RF 
handles missing data very well, but overfitting occurs with noisy data. 
On huge datasets, the bagging approach performs well; nonetheless, 
there is a loss of interpretability in the model.

III. Experimental Result Analysis & Discussions

A. Dataset Description
This research utilizes two different types of datasets such as Crop 

and Prisoner’s respectively. The details of these dataset are given in 
Table I.

TABLE I. Dataset Description

Dataset Number of Instances Number of Attributes Type
Crop 1000 16 Nominal

Prisoner’s 463 31 Numeric
Iris 150 4 Nominal

The crop dataset comprises soil and environmental factors, is 
downloaded from www.tnau.ac.in. The crop dataset has 1000 instances 
with 16 attributes in which 12 attributes are soil characteristics 
such as macro nutrients (nitrogen, phosphorus, potassium, etc.), 
macronutrients (zinc, iron, copper, etc.) and the remaining 4 are 
environmental such as rainfall, soil texture, temperature, and season. 
Also, this work utilizes to validate the performance of classifiers 
with other two dataset such as prisoner’s and iris. Crime Propensity 
Prediction dataset [36] that can be used to predict the crime of a 
prisoner which was taken from the website github.com. The prisoner’s 
dataset contains behavior of the prisoners with 463 instances and 31 
attributes. Iris dataset [37] helps to find the iris plant class, which was 
downloaded from the University of California, Irvine. The dataset 
includes types of iris plant with 150 instances and 4 attributes.

B. Performance Metrics
The performance metrics namely, Accuracy, Kappa, Precision, 

Specificity, F1 Score, Area Under the Curve (AUC), and Mean Absolute 
Error (MAE) are used to predict the performances of each classifier. 
The formulae, and a representation of each metric used in the result 
examination, are stated in [38, 39].

C. Results and Discussion
In this section, the prediction performances of the classifiers are 

examined by various above mentioned performance metrics.

1. Sample Input and Output
Table II demonstrates the sample input and output range of the 

crop dataset, which includes the 12 soil characteristics of the potential 
of Hydrogen (pH), electrical conductivity (EC), organic carbon (OC), 
nitrogen (N), phosphorus (P), potassium (K), sulphur (S), zinc (Zn), 
boron (B), iron (Fe), manganese (Mn), and copper (Cu), as well as the 
4 environmental characteristics of soil texture, seasons, rainfall, and 
average temperature. The expected output for the given input data, 
collected from the particular region, is given.

2. An Empirical Assessment of Classifiers Based on Soil 
Characteristics

Table III compares of the classifiers and identifies the best for 
appropriate crop. The process is based solely on soil characteristics 
like pH, N, and P.

The ensemble bagging classification technique clearly beats the 
others, as evidenced by the findings. Bagging also receives votes for 
increased performance for each sample, and as a result, it has a higher 
crop prediction accuracy than other approaches.
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3. An Empirical Assessment of Classifiers Based on Environment 
Conditions

Table IV depicts a comparison of the classification techniques that 
are exclusively based on environment factors like season, texture, 
average temperature and rainfall.

Table IV depicts the prediction rate based only on environmental 
characteristics. However, the bagging classification technique 
performs better than others, based only on environmental factors. In 
addition, bagging offers improved crop prediction accuracy because it 
uses multiple learning algorithms.

4. An Empirical Assessment of Classifiers Based on Soil and 
Environmental Characteristics

Table V shows a performance estimation of the classifiers, based 
on both soil and environmental factors, to find the right crop for 
cultivation in a specific area.

The information in Table V suggests that the prediction rate is 
higher with the combined features of both the soil and the environment, 
rather than that based solely on either of the two. Combining soil and 
environmental data, bagging provides more accurate prediction results 
than other classifiers. With the bagging technique’s aggregation 
operation, the variance of estimation is greatly minimized.

TABLE II. Sample Input and Output

Input
Output

pH EC OC N P K S Zn B Fe Mn Cu Texture Season Rainfall Avg. Temp

7.8 0.72 0.26 160 252.5 400 16 0.56 0.95 10.64 6.46 0.98 1 Kharif 296.8 25 Black Grams

7.8 0.72 0.26 160 252.5 400 16 0.56 0.95 10.64 6.46 0.98 1 Kharif 296.8 25 Black Grams

7.4 0.28 0.26 157.5 95.0 720 23 0.76 0.86 15.20 11.60 0.82 1 Rabi 296.8 25 Chick pea

7.9 0.73 0.31 175 267.5 400 31 0.54 0.84 9.86 6.36 1.02 1 Kharif 296.8 25 Maize

7.9 0.73 0.31 175 267.5 400 31 0.54 0.84 9.86 6.36 1.02 1 Kharif 296.8 25 Maize

7.4 0.28 0.26 157.5 95.0 720 23 0.76 0.86 15.20 11.60 0.82 1 Rabi 296.8 25 Chick pea

7.4 0.28 0.26 157.5 95.0 720 23 0.76 0.86 15.20 11.60 0.82 1 Rabi 296.8 25 Chick pea

8.2 0.14 0.20 140 97.5 972.5 13.3 0.78 0.49 9.50 5.54 0.74 1 Kharif 296.8 25 Maize

8.2 0.10 0.02 140 240 1000 2.34 0.82 0.34 10.40 5.54 1.08 1 Kharif 296.8 25 Maize

TABLE III. Empirical Evaluations of Classifiers Based on Soil Factors

Classifiers
Performance Metrics

Accuracy (%) Kappa (%) Sensitivity (%) Specificity (%) Precision (%) F1 Score (%) AUC (%) MAE

kNN 79.92 76.97 79.63 82.78 80.24 79.93 80.21 0.45

NB 80.65 78.07 81.03 83.90 81.25 81.13 81.06 0.37

DT 83.37 81.17 83.15 85.56 83.60 83.37 86.00 0.33

SVM 84.82 83.08 85.70 86.00 86.30 85.99 85.56 0.28

RF 88.82 87.35 88.73 90.27 89.79 89.25 89.19 0.20

Bagging 91.55 90.42 91.27 92.59 91.79 91.52 92.34 0.18

TABLE IV. Empirical Evaluations of Classifiers Based on Environment Factors

Classifiers
Performance Metrics

Accuracy (%) Kappa (%) Sensitivity (%) Specificity (%) Precision (%) F1 Score (%) AUC (%) MAE

kNN 46.6 43.65 46.31 49.46 46.92 46.61 47.04 0.88

NB 47.33 44.75 47.71 50.58 47.93 47.81 48.12 0.78

DT 50.05 47.85 49.83 52.24 50.28 50.05 50.77 0.71

SVM 52.50 50.76 53.38 53.68 53.98 53.67 53.34 0.63

RF 54.50 53.03 54.41 55.95 55.47 54.93 55.00 0.57

Bagging 58.23 57.10 57.95 59.27 58.47 58.20 59.45 0.50

TABLE V. Empirical Evaluations of Classifiers Based on Soil and Environment Factors

Classifiers
Performance Metrics

Accuracy (%) Kappa (%) Sensitivity (%) Specificity (%) Precision (%) F1 Score (%) AUC (%) MAE
kNN 77.73 75.78 78.44 81.59 79.05 78.74 79.43 0.40
NB 81.46 78.88 81.84 84.71 82.06 81.94 82.00 0.33
DT 84.18 81.98 83.96 86.37 84.41 84.18 85.07 0.27

SVM 86.63 84.89 87.51 87.81 88.11 87.80 87.83 0.20
RF 91.63 90.16 91.54 93.08 92.60 92.06 92.12 0.19

Bagging 93.36 92.23 93.08 92.32 93.12 93.10 94.89 0.12
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The results are evaluated with the real-world dataset discussed 
in section 3.1, using various classifiers. The results show that the 
ensemble technique provides the most accurate results of all.

5. Performance Evaluation of Classification Techniques for 
Prisoners Dataset

Further, the classifiers are tested, and their performance is verified 
with the prisoners’ dataset downloaded from the GitHub website. 
Table VI presents the performance-wise results of the classification 
techniques, using the metrics discussed in section 3.3. 

It is inferred that the ensemble learner gives better prediction 
accuracy, at 97.83%, than single learners. The bagging technique 
outperforms other classifiers in prediction. The ensemble technique 
combines two or more single prediction models for the best prediction 
rate. Since the performance of the bagging technique is unaffected by 
missing values, it works better than other techniques.

6. Performance Evaluation of Classification Techniques for Iris 
Dataset

Consequently, the performance of the classifiers is evaluated with 
the iris dataset which was taken from the UCI website to predict the 
class of iris plant. Table VII presents the performance-wise results of 
the classification techniques, using the metrics discussed in section 
3.3. 

It depicts that the ensemble learner gives better prediction accuracy, 
at 95.43%, than single learners. The bagging technique works well than 
other classifiers in iris plant prediction. 

7. Empirical Evaluation of the Bagging Technique Using K-fold 
Validation

The results presented in Tables III-VII show that the bagging 
technique performs better than the rest. The best fold for the bagging 
technique is determined using the fold variation method. The fold 
method is used to evaluate the potential of each classifier for prediction 
process. The given dataset is divided into two subgroups, with the first 
(k -1) being used to train the classifier and the second (kth) being used 
to examine the classifier.

Table VIII depicts a performance evaluation of the bagging 
classification technique for the crop, prisoners’ and iris datasets, 
examining outcome prediction using several folds.

Table VIII presents the bagging technique performance for fold 
variation, with folds ranging   from 10 to 90. The bagging technique 
performs better with 10 folds than any other. Performance is evaluated 
using the metrics given in section 3.3. The results show that the 
bagging technique achieved accuracy of 93%, 98% and 95% for the crop 
and prisoners’ datasets, respectively.

8. Empirical Evaluation of the Bagging Technique Using Data 
Splitting Validation

To determine the best data splitting range, the bagging classifier’s 
efficiency for the prediction process is assessed using the data splitting 
validation method. The graphical representation below displays a 
performance assessment of the bagging technique for the crop and 
prisoners’ datasets, based on data fractionation, with ranges varying 
from 25% - 75% and 75% - 25%. Performance is assessed according to 
the metrics described in section 3.3.

Fig. 2 depicts the performance of the bagging classifier in forecasting 
an appropriate crop, using a crop dataset based on the data splitting 
validation method. From the results, it is observed that the 70% - 30% 
splitting range outperforms others.
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Fig. 2. Performance assessment of the Bagging classifier for Crop dataset 
utilizing data splitting method.

For the prisoners’ prediction dataset, Fig. 3 illustrates a performance 
review of the bagging classification approach. The results show that 
the bagging technique outperforms the data splitting strategy in the 
70% - 30% range.

TABLE VI. Empirical Evaluations of Classifiers for Prisoner’s Dataset

Classifiers
Performance Metrics

Accuracy (%) Kappa (%) Sensitivity (%) Specificity (%) Precision (%) F1 Score (%) AUC (%) MAE

kNN 94.20 91.25 93.91 97.06 94.52 94.21 94.93 0.40

NB 94.93 92.35 94.59 97.46 94.81 94.69 95.60 0.30

DT 95.65 93.45 95.43 97.84 95.88 95.65 96.00 0.25

SVM 96.10 94.36 96.22 97.58 96.98 96.59 96.89 0.20

RF 97.10 95.63 97.01 98.55 97.18 97.09 98.07 0.13

Bagging 97.83 96.70 97.55 98.87 98.07 97.80 98.50 0.10

TABLE VII. Empirical Evaluations of Classifiers for Iris Dataset

Classifiers
Performance Metrics

Accuracy (%) Kappa (%) Sensitivity (%) Specificity (%) Precision (%) F1 Score (%) AUC (%) MAE
kNN 89.32 87.13 87.72 91.61 88.01 87.86 90.54 0.40
NB 91.43 89.00 91.00 94.55 92.11 91.55 92.77 0.31
DT 90.93 89.42 88.88 92.63 89.23 89.05 92.04 0.26

SVM 92.74 90.39 92.68 94.19 93.42 93.04 93.87 0.21
RF 94.32 92.42 93.12 96.39 94.93 94.01 96.49 0.15

Bagging 95.43 93.90 95.21 97.00 96.21 95.707 97.51 0.11
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Fig. 3. Performance assessment of the Bagging classifier for Prisoners dataset 
utilizing data splitting method.

Fig. 4 shows a performance validation of the bagging classification 
method for the iris plant prediction dataset. The bagging technique 
performs better in the 70-30% data splitting range, according to the 
findings.
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Fig. 4. Performance assessment of the Bagging classifier for Iris dataset 
utilizing data splitting method.

9. Empirical Evaluation of Each Classifiers Based on Time and 
Memory Occupation

Table IX illustrates the performance assessment of each classifier 
according to the execution time and memory of each.

TABLE IX. Comparison Table of Each Classifier Based on Time and 
Memory Occupation

Classifiers Time Taken (secs) Space Occupied
kNN 0.19 260.72
NB 0.30 274.38
DT 0.47 261.45

SVM 0.29 292.87
RF 0.68 257.32

Bagging 0.70 246.01

It is evident from the results that though the bagging classifier 
requires a longer execution time than other techniques, it also occupies 
little space. It is inferred from Table 9 that the kNN classifier takes the 
lowest execution time with 260.72 KB of occupied space, while the SVM 
occupies the highest space but takes the second-lowest execution time.

IV. Discussions and Conclusion

A great deal of research has been carried out on the forecasting 
process using classification techniques. This work has examined the 
performance of the bagging, random forest, support vector machine, 
decision tree, Naïve Bayes and k-nearest neighbor classifiers using 
a crop dataset, a prisoners’ dataset and iris dataset. Using these 
algorithms, a relevant crop for cultivation was predicted from the 
crop dataset, the prisoners’ outcome predicted from the prisoners’ 
dataset, and the type of iris plant is predicted from the iris dataset. 

TABLE VIII. Performance of the Bagging Technique Based on Fold Variation

Dataset Folds
Performance Metrics

Accuracy (%) Kappa (%) Precision (%) Recall (%) Sensitivity (%) F1 Score (%)

Crop

10 93.36 92.23 93.12 93.08 92.32 93.10
20 92.04 90.91 91.80 91.76 91.00 91.78
30 89.74 88.60 89.49 89.45 88.69 89.47
40 91.06 89.62 90.51 90.47 89.71 90.49
50 90.54 89.10 89.99 89.95 89.19 89.97
60 89.24 87.80 88.69 88.65 87.89 88.67
70 89.94 88.40 89.29 89.25 88.49 89.27
80 90.51 88.97 89.86 89.82 89.06 89.84
90 89.04 88.64 89.53 89.49 88.73 89.51

Prisoners

10 97.83 96.70 98.07 97.55 98.87 97.80
20 96.51 95.38 96.75 96.23 97.55 96.48
30 94.21 93.07 94.44 93.92 95.24 94.17
40 95.53 94.09 95.46 94.94 96.26 95.19
50 95.01 93.57 94.94 94.42 95.74 94.67
60 93.71 92.27 93.64 93.12 94.44 93.37
70 94.41 92.87 94.24 93.72 95.04 93.97
80 94.98 93.44 94.81 94.29 95.61 94.54
90 93.51 93.11 94.48 93.96 95.28 94.21

Iris

10 95.43 93.90 96.21 95.21 97.00 95.70
20 94.87 93.56 95.65 94.97 95.78 95.30
30 94.43 92.23 94.32 93.42 95.54 93.86
40 95.11 93.45 95.48 94.51 96.18 94.99
50 93.35 91.32 93.45 92.90 94.45 93.17
60 93.66 92.45 94.12 92.39 94.43 93.24
70 94.57 93.23 95.42 94.12 95.11 94.76
80 92.14 91.45 93.04 92.04 93.34 92.53
90 92.12 90.93 92.94 91.79 93.01 92.36
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The performance of the classifiers was examined using several 
performance metrics as accuracy, kappa, sensitivity, specificity, F1 
score, area under the curve, precision, and mean absolute error. The 
results have shown that the bagging ensemble technique outperforms 
the rest. Then the bagging technique is examined by two validation 
methods namely fold and data splitting method. The obtained results 
show the bagging technique performs well on 10-fold and 70% - 30% 
data splitting range than others for predicting the target class of the 
given dataset.

References

[1] S. A. Z. Rahman, K. Chandra Mitra and S. M. Mohidul Islam, “Soil 
Classification Using Machine Learning Methods and Crop Suggestion 
Based on Soil Series,” in 2018 21st International Conference of Computer 
and Information Technology (ICCIT), Dhaka, Bangladesh, 2018, pp.1-4, 
doi: https://doi.org/10.1109/ICCITECHN.2018.8631943.

[2] William A. Belson, “Matching and prediction on the principle of biological 
classification,” in  Journal of the Royal Statistical Society: Series C (Applied 
Statistics) vol. 8, pp. 65-75, 1959, doi: https://doi.org/10.2307/2985543. 

[3] Richard O. Duda, Peter E. Hart, and David G. Stork. “Pattern classification 
and scene analysis”, in New York: Wiley, vol. 3, 1973, doi: https://doi.
org/10.1086/620282.

[4] Gordon V. Kass, “An exploratory technique for investigating large 
quantities of categorical data”, in Journal of the Royal Statistical Society: 
Series C (Applied Statistics), vol. 29, pp. 119-127, 1980, doi: https://doi.
org/10.2307/2986296.

[5] Leo Breiman, Jerome Friedman, Charles J. Stone, and Richard A. Olshen, 
“Classification and regression trees”, in CRC press, 1984, doi: https://doi.
org/10.1201/9781315139470.

[6] R.E. Neapolitan, “Models for reasoning under uncertainty”, 
in Appl. Artif. Intell. vol. 1, pp. 337–366, 1987, doi: https://doi.
org/10.1080/08839518708927979.

[7] T. Kohonen, “Learning vector quantization”, in Neural Netw, vol. 1,  pp. 
303, 1988,  doi: https://doi.org/10.1007/978-3-642-97610-0_6.

[8] Christopher G. Atkeson, Andrew W. Moore, and Stefan Schaal, “Locally 
weighted learning”, In Lazy learning, Springer, Dordrecht, 1997, pp. 11-
73, doi: https://doi.org/10.1023/A:1006559212014.

[9] J Pearl, “Probabilistic Reasoning in Intelligent Systems”, in Morgan 
Kauffmann San Mateo, vol. 88, pp. 552, 1988, doi: https://doi.org/10.1016/
C2009-0-27609-4. 

[10] J.R Quinlan, “C4.5: Programs for Machine Learning”, in Morgan 
Kaufmann Publishers Inc.: San Francisco, CA, USA, vol. 1, 1992, doi: 
https://doi.org/10.1007/BF00993309.

[11] S.J. Russell, and P Norvig, “Artificial Intelligence: A Modern Approach”, 
in Prentice Hall: Upper Saddle River, NJ, USA, vol. 9, 1995, doi: 10.1016/j.
artint.2011.01.005.

[12] L. Breiman, “Bagging Predictors”, in Mach. Learn, vol. 24,  pp. 123–140, 
1996, doi: https://doi.org/10.1007/BF00058655.

[13] Yoav Freund, and Robert E. Schapire, “Experiments with a new boosting 
algorithm”, In ICML 96, pp. 148-156, 1996, doi: https://dl.acm.org/
doi/10.5555/3091696.3091715.

[14] Robert E. Schapire, “A brief introduction to boosting”, In IJCAI 99, pp. 
1401-1406, 1999, doi: https://dl.acm.org/doi/10.5555/1624312.1624417. 

[15] A. Smola, “Regression Estimation with Support Vector Learning 
Machines”, in Master’s Thesis, The Technical University of Munich, 
Munich, Germany,  pp. 1–78, 1996.

[16] Johan A.K. Suykens, and Joos Vandewalle, “Least squares support vector 
machine classifiers”, in Neural processing letters, vol. 9, pp. 293-300, 1999, 
doi: https://doi.org/10.1023/A:1018628609742.

[17] Leo Breiman, “Random forests”,  in Machine learning,  vol. 45, pp. 5-32, 
2001, doi: https://doi.org/10.1023/A:1010933404324. 

[18] J.A.K. Suykens, Van Gestel, T, De Brabanter, J, De Moor, B and J 
Vandewalle, “Least Squares Support Vector Machines”, in World 
Scientific: Singapore, 2002, doi: https://doi.org/10.1142/5089.

[19] Galvao, Roberto Kawakami Harrop, Mario Cesar Ugulino Araujo, Wallace 
Duarte Fragoso, Edvan Cirino Silva, Gledson Emidio Jose, Sofacles 
Figueredo Carreiro Soares, and Henrique Mohallem Paiva, “A variable 
elimination method to improve the parsimony of MLR models using 

the successive projections algorithm”, in Chemometrics and intelligent 
laboratory systems, vol. 92, pp. 83-91, 2008, doi: https://doi.org/10.1016/j.
chemolab.2007.12.004.

[20] M.S.P. Babu, N.V. Ramana Murty and S.V.N.L Narayana, “A web based 
tomato crop expert information system based on artificial intelligence 
and machine learning algorithms”, in International Journal of Computer 
Science and Information Technologies, vol. 1, pp. 1–5, 2010, doi: 
10.1.1.206.2072 .

[21] S. Veenadhari, Bharat Misra, and C. D. Singh, “Machine learning 
approach for forecasting crop yield based on climatic parameters”, In 2014 
International Conference on Computer Communication and Informatics, 
IEEE, pp. 1-5, 2014, doi: https://doi.org/10.1109/ICCCI.2014.6921718.

[22]  Paul Monali, Santosh K. Vishwakarma, and Ashok Verma, “Analysis of 
soil behaviour and prediction of crop yield using data mining approach”, 
In 2015 International Conference on Computational Intelligence and 
Communication Networks (CICN), IEEE, pp. 766-771, 2015, doi: https://
doi.org/10.1109/CICN.2015.156.

[23] Jig Han Jeong, Jonathan P. Resop, Nathaniel D. Mueller, David H. Fleisher, 
Kyungdahm Yun, Ethan E. Butler, Dennis J. Timlin et al. “Random forests 
for global and regional crop yield predictions”, in PLoS One, vol. 11, 2016, 
doi: https://doi.org/10.1371/journal.pone.0156571.

[24] V. Sellam, and E. Poovammal, “Prediction of crop yield using regression 
analysis”, in Indian Journal of Science and Technology, vol. 9, pp. 5, 2016, 
doi: 10.17485/ijst/2016/v9i38/91714. 

[25] S. Pudumalar, E. Ramanujam, R. Harine Rajashree, C. Kavya, T. Kiruthika, 
and J. Nisha, “Crop recommendation system for precision agriculture”, 
In 2016 Eighth International Conference on Advanced Computing (ICoAC), 
IEEE, pp. 32-36, 2017, doi: https://doi.org/10.1109/ICoAC.2017.7951740. 

[26] Dipika H Zala, “Review on use of BAGGING technique in agriculture 
crop yield prediction”, in International Journal for Scientific Research & 
Development, vol. 6, 2018. 

[27] Fabrizio Balducci, Donato Impedovo, and Giuseppe Pirlo, “Machine 
learning applications on agricultural datasets for smart farm 
enhancement”, in Machines, vol. 6, pp. 38, 2018, doi: https://doi.
org/10.3390/machines6030038.

[28] Jahan Raunak, “Applying Naive Bayes Classification Technique for 
Classification of Improved Agricultural Land soils”, in International 
Journal for Research in Applied Science & Engineering Technology 
(IJRASET), vol. 6, pp. 189-193, 2018, doi: https:// 10.22214/ijraset.2018.5030.

[29] P. Priya, U. Muthaiah, and M. Balamurugan, “Predicting yield of the 
crop using machine learning algorithm”, in International Journal of 
Engineering Sciences & Research Technology, vol. 7, pp. 1-7, 2018, doi: 
10.5281/zenodo.1212821.

[30] A. Suresh, P. Ganesh Kumar, and M. Ramalatha, “Prediction of major 
crop yields of Tamilnadu using K-means and Modified KNN”, In 2018 
3rd International Conference on Communication and Electronics Systems 
(ICCES), IEEE, pp. 88-93, 2018, doi: 10.1109/CESYS.2018.8723956.

[31] D. Anantha Reddy, Bhagyashri Dadore, and Aarti Watekar, “Crop 
Recommendation System to Maximize Crop Yield in Ramtek region 
using Machine Learning”, in International Journal of Scientific Research 
in Science and Technology, vol. 6, pp. 485 - 489, 2019, doi: https://doi.
org/10.32628/IJSRST196172.

[32] Ivan Kholod, Andrey Shorov, and Sergei Gorlatch, “Improving 
Parallel Data Mining for Different Data Distributions in IoT Systems”, 
In  International Symposium on Intelligent and Distributed Computing, 
Springer, Cham, pp. 75-85, 2019, doi: https://doi.org/10.1007/978-3-030-
32258-8_9.

[33] Grant Anderson, “Random relational rules”, in PhD diss., The University 
of Waikato, 2008.

[34] Angelina Tzacheva, Jaishree Ranganathan, and Sai Yesawy Mylavarapu, 
“Actionable Pattern Discovery for Tweet Emotions”, In  International 
Conference on Applied Human Factors and Ergonomics, Springer, Cham, 
pp. 46-57, 2019, doi: 10.1007/978-3-030-20454-9_5.

[35] Mateusz Lango, and Jerzy Stefanowski, “Multi-class and feature selection 
extensions of roughly balanced bagging for imbalanced data”, in Journal 
of Intelligent Information Systems, vol. 50, pp. 97-127, 2018, doi: https://
doi.org/10.1007/s10844-017-0446-7.

[36] H. Benjamin Fredrick David, A. Suruliandi, and S.P. Raja, “Preventing 
crimes ahead of time by predicting crime propensity in released 
prisoners using Data Mining techniques”, in International Journal 



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 8, Nº4

- 104 -

of Applied Decision Sciences, vol. 12, pp. 307 – 336, 2019, doi: 10.1504/
IJADS.2019.100433.

[37] Dua, D. and Graff, C. UCI Machine Learning Repository [http://
archive.ics.uci.edu/ml]. Irvine, CA: University of California, School of 
Information and Computer Science, 2019.

[38] Mariammal, G., A. Suruliandi, S. P. Raja, and E. Poongothai. “Prediction 
of Land Suitability for Crop Cultivation Based on Soil and Environmental 
Characteristics Using Modified Recursive Feature Elimination Technique 
With Various Classifiers.” in IEEE Transactions on Computational Social 
Systems, vol. 8, no. 5, 2021, pp. 1132-1142, doi: 10.1109/TCSS.2021.3074534.

[39] Ganesan, Mariammal, Suruliandi Andavar, and Raja Soosaimarian 
Peter Raj. “Prediction of Land Suitability for Crop Cultivation Using 
Classification Techniques.” in Brazilian Archives of Biology and 
Technology, vol. 64, 2021.

[40] Bhaik, A., Singh, V., Gandotra, E., & Gupta, D.  (InPress).  Detection of 
Improperly Worn Face Masks using Deep Learning – A Preventive 
Measure Against the Spread of COVID-19.  International Journal of 
Interactive Multimedia and Artificial Intelligence, In Press(In Press), 1-12. 
http://doi.org/10.9781/ijimai.2021.09.003

[41] Alvarez, P., García de Quirós, J., & Baldassarri, S.  (InPress). RIADA: A 
Machine-Learning Based Infrastructure for Recognising the Emotions 
of Spotify Songs.  International Journal of Interactive Multimedia and 
Artificial Intelligence,  In Press(In Press),  1-14. http://doi.org/10.9781/
ijimai.2022.04.002

[42] Sánchez-Torres, F., González, I., & Dobrescu, C. C.  (2022).  Machine 
Learning in Business Intelligence 4.0: Cost Control in a Destination 
Hotel.  International Journal of Interactive Multimedia and Artificial 
Intelligence,  7 (Special Issue on Artificial Intelligence in Economics, 
Finance and Business), 86-95. http://doi.org/10.9781/ijimai.2022.02.008

G. Mariammal

G. Mariammal completed her B.E. degree in Computer 
Science and Engineering from Francis Xavier Engineering 
College, Tirunelveli, India, in 2011. She completed her 
M.E. degree in Computer Science and Engineering from 
Manonmaniam Sundaranar University, Tirunelveli, India, 
in 2017, also completed her Ph.D. degree in Computer 
Science and Engineering at Manonmaniam Sundaranar 

University, Tamilnadu, India in 2021. Her research areas are machine learning, 
data analytics and image processing.

A. Suruliandi

A. Suruliandi completed his B.E. in Electronics & 
Communication Engineering in the year 1987 from 
Coimbatore Institute of Technology, Coimbatore. He 
completed his M.E. in Computer Science & Engineering 
in the year 2000 from Government College of Engineering, 
Tirunelveli. He obtained his Ph.D. in the year 2009 from 
Manonmaniam Sundaranar University, Tirunelveli. He is 

working as a professor in the Department of Computer Science & Engineering 
in Manonmaniam Sundaranar University, Tirunelveli. He is having more 
than 29 years of teaching experience. He published 50 papers in International 
Journals, 23 in IEEE Xplore publications, 33 in National conferences and 13 
in International conferences. His research areas are remote sensing, image 
processing and pattern recognition.

S. P. Raja

S. P. Raja was born in Sathankulam, Tuticorin District, 
Tamilnadu, India. He completed his schooling in 
Sacred Heart Higher Secondary School, Sathankulam, 
Tuticorin, Tamilnadu, India. He completed his B. Tech 
in Information Technology in the year 2007 from Dr. 
Sivanthi Aditanar College of Engineering, Tiruchendur. He 

completed his M.E. in Computer Science and Engineering in the year 2010 
from Manonmaniam Sundaranar University, Tirunelveli. He completed his 
Ph.D. in the year 2016 in the area of Image processing from Manonmaniam 
Sundaranar University, Tirunelveli. His area of interest is image processing 
and cryptography. He is having more than 14 years of teaching experience in 
engineering colleges. Currently he is working as an Associate Professor in the 
school of Computer Science and Engineering in Vellore Institute of Technology, 

E. Poongothai

E. Poongothai completed her B.E. in 2011 from Anna 
University. She completed her M.E. and Ph.D., in 
computer science and engineering from Manonmaniam 
Sundaranar University,  Tirunelveli, India, in 2013 and 
2020 respectively. At present she is working as an Assistant 
Professor in the Department of Computer Science and 
Engineering, SRM University, Kattankulathur, Chennai. 

Her research areas are Machine Learning and Computer Vision.

Vellore. He published 42 papers in International Journals, 24 in International 
conferences and 12 in national conferences. He is an Associate Editor of the 
International Journal of Interactive Multimedia and Artificial Intelligence, 
Brazilian archives of Biology and Technology, Journal of Circuits, Systems and 
Computers, Computing and Informatics, International Journal of Image and 
Graphics and International Journal of Bio-metrics.



Regular Issue

- 105 -

* Corresponding author.

E-mail address: eaguirre@uniminuto.edu

Keywords

Classification, 
Convolution Neural 
Network, Images, 
Information System, 
Risk.

Abstract

Artificial intelligence presents different approaches, one of these is the use of neural network algorithms, a 
particular context is the farming sector and these algorithms support the detection of diseases in flowers, this 
work presents a system to detect downy mildew disease in roses through the analysis of images through neural 
networks and the correlation of environmental variables through an experiment in a controlled environment, 
for which an IoT platform was developed that integrated an artificial intelligence module. For the verification 
of the model, three different models of neural networks in a controlled greenhouse were experimentally 
compared and a proposed model was obtained for the training and validation sets of two categories of healthy 
roses and diseased roses with 89% training and 11% recovery. validation and it was determined that the relative 
humidity variable can influence the development and appearance of Downy Mildew disease when its value is 
above 85% for a prolonged period.
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I. Introduction

NEW technological paradigms are impacting the agricultural area, 
such as artificial intelligence that is used to monitor relevant 

aspects of crops [1], generating new challenges towards the use of 
disease and pest detection systems, which are presented in correlation 
to other factors such as environmental ones, for which the use of 
different sources of information from different media allow enriching 
the analysis of certain problems that arise in the sector, two main 
elements are the analysis of images and the Internet of Things IoT, 
which they have become fundamental resources to understand the 
behavior of diseases and in the same way that of environmental 
variables, which, by correlating them, allow a better understanding of 
the appearance of diseases in crops.

In crops, different conditions can lead to the appearance of diseases 
and pathogens, especially in the crop of interest, which is roses. The 
appearance of this disease can affect productivity and in extreme cases 
can cause the total loss of a crop, due to the above, the need to detect 
the appearance of the downy mildew disease in time[2], is evident, to 
diagnose the state of a plant, helping the analysis and decision making 
through the analysis of images with neural networks, to rapid and 
accurate diagnosis of a culture.

Colombia is a Latin American country that is essentially agricultural 
where in recent years the gross domestic product of the agricultural 
sector has shown low growth, but during the 2012-2016 period it grew 

on average 2.8%, compared to 4.2%. of the national economy [3], and 
the increases that have occurred are due to the increase in production, 
the main flower exporters worldwide managed to produce US$ 8,852 
million, among which are the Netherlands (37%), Colombia (15.2%), 
and Ecuador (9.6%). Also, among the main importers worldwide are 
the USA (16%), Germany (15%), and the United Kingdom (13%) [4].

Likewise, in 2016 the main destination markets for flowers 
produced in Colombia were the United States with 76.2%, the United 
Kingdom 4.7%, and Japan 3.2%. According to the Colombian flower 
association, US$1,312 million were exported. In this period, roses 
ranked first in exports with 20.5%, followed by carnations with 17.9%, 
chrysanthemums with 16.4%, alstroemeria with 8%, hydrangeas with 
7.5%, and 29.8% from other species [4].

From the context of microclimatic variability, variables such as 
temperature and relative humidity that occur in greenhouses are 
related, therefore another challenge is to obtain those environmental 
variables that, if not known and controlled, can favor the appearance 
of downy mildew, especially in the rainy season and develops under 
certain environmental characteristics [5].

Downy mildew generates large economic losses year after year. 
Currently, the disease causes a 10% decrease in the total production of 
roses in the country [6], and losses reach up to 100% of flower stems 
[5]. Likewise, it significantly affects production if corrective measures 
are not taken in time, so it is necessary to anticipate the development 
of the disease due to its aggressiveness  [5]. 

For this reason, in one way or another, flower growers carry 
out some type of monitoring, even if it is very simple, to detect 
the appearance of diseases and determine whether or not to apply 
phytosanitary treatments in time. However, they do not have the 
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appropriate methodology for the correct decision-making on several 
occasions since they are based on their knowledge and experience of 
the patients.

Now, the analysis of images and neural networks for the recognition 
of plant pests and diseases [7], proposes a new method for the detection 
of pests [8], and diseases [9], and the automatic supply of pesticides in 
greenhouse crops.

The detection of diseases in plants has been developed by different 
authors, in general, different types of classifiers are used to extract 
the particular characteristics, in the case of downy mildew in the 
context of corn [10] they have designed an image processing system 
of symptoms for disease detection using an ANN classifier.

Performance evaluation [11] is done through the K-nearest neighbor, 
naive bays (NB), LDA, and random forest tree (RFT) classifiers to 
classify diseases such as melanosis, greasy spot, and scabies. Likewise, 
the identification of foreign bodies [12] is used with a neural network 
in bulk food grains, having color and texture characteristics extracted 
from the sample images. 

In the case of the evaluation of the quality of potatoes [13] an 
SVM classifier was implemented to detect defects, likewise, the same 
detection classifier [14] of disease spots is used.

In the case of coffee [15], it is used to quantify the severity of the rust 
disease by segmenting the infected areas from multispectral images, 
checking spots on the fruit, also in the processes [16] segmentation 
and feature extraction where it allows rapid and accurate detection of 
plant leaf diseases [17], he use of multispectral imaging [18] to classify 
leaf diseases is implemented particularly in cercospora beticola, and 
uromyces betae that is found in sugar beets.

In addition, another use of multispectral images  [18] is for a K-NN 
classifier and a Bayesian classifier similar to [19] for the detection of 
defective apples due to scab, rot, and apple spot diseases, the above is 
based on k-means, which is also used in the detection and recognition 
of plant pests by k-means clustering and correspondence filter.

Due to the above, there is a problem in the early detection of 
the disease, taking into account that there are certain microclimatic 
conditions that allow it to reproduce, so the question of this work is 
in relation to how to detect the downy mildew disease. in roses? and 
the hypothesis is how to detect the disease using a neural network 
to analyze images and determine the occurrence of downy mildew 
disease in roses.

This research is focused on the development of a system for the 
detection of downy mildew disease in roses through image analysis 
using neural networks and the correlation of environmental variables 
through an experiment in a controlled environment, with the 
development of an IoT platform that integrates an artificial intelligence 
module, for the verification of the model, three different models of 
neural networks were compared with another to know the behavior 
of the system.

II. Literary Review

A systematic analysis of the state of the art was carried out through 
five guiding questions that formed the research argument, the 
questions were: what was the objective of the investigations? what 
methodologies were used? in what context were the investigations 
carried out? investigations? what elements were used for the detection 
of diseases? And what kind of results did the authors obtain?

In the investigations found, different objectives were identified Fig. 
1, which are described in this section, among which the advances in 
the different image processing techniques used for the study of plant 
diseases, traits, and pests are observed.

The recognition of diseases and pests was carried out through 
the implementation of recognition models [20] of diseases and pests, 
using the leaves of the plants based on images captured from different 
devices, and the automatic identification of plant diseases, based on 
visible range imaging [21].

The detection and classification [22], [23] of diseases are carried 
out through the automatic identification of diseases through image 
processing [24], [25]. The automatic identification [26] of the disease 
is also processed through artificial neural networks, from information 
crossed with a classifier [20] with PSO feature selection [26], it is also 
performed with disease detection (DDS) to detect and classify leaf 
diseases [27].

0 2 4 6 8 10

Image processing techniques 1

2Recognition of diseases and pests

6Detection and classification of diseases

2Pest detection

9Disease detection

Fig.  1. Research objectives.

The methodologies and elements used are shown in Fig. 2, where 
one of the main elements is image acquisition [24]-[28], hence image 
preprocessing [29], [30], segmentation [29]-[31], comparison[32], 
[33], the analysis of histograms is performed and the use of detection 
techniques [26], [22] of edges that allow the training of the system [22], 
generate the knowledge base, perform the extraction of characteristics 
and classification, with Support Vector Machine, Matlab and neural 
networks.
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Fig.  2. Methodologies used.

The context in which the investigations are framed according to 
Fig. 3, is specifically divided into three parts, the first corresponds to 
the detection of diseases in different types of plants [21]- [34], where 
the rose is mentioned [35],  [36]. The second is aimed at the detection 
of pests in different crops [37], [38]-[39], and finally, the improvement 
of yield in agricultural production is mentioned [40], [41]. Likewise, 
the investigations were carried out in different countries such as India, 
Mexico, Peru, and Ethiopia, and some of these in crops with controlled 
greenhouse environments [35] - [39].

The components and technologies used in the detection of pests 
and diseases Fig. 4, were mainly achieved with the implementation 
of image analysis, followed by image segmentation, neural networks, 
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and support vector machines (SVM). Without neglecting tools such as 
OpenCV, Image Bank, CANNY Borders, and Matlab.

Contexts in wich the research is carried out

Demand for strawberries

Performance

Flowers in Ethiopia
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Disease detection
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Rose crops

1
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1

1

1
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Fig. 3. Contexts in which the research is carried out.
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OpenCV 1
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Fig.  4. Elements with which it was detected.

Of equal importance is to mention the devices and sensors that 
were used in the research work, where the common denominator was 
a simple digital camera, a cellular device, or the Everio JVC GZ-HD30 
camera [35]. Additionally, a light sensor [35], was used to determine 
the intensity and obtain better quality images [2] as well as a scanner 
[39] allowing to improve the quality of the image for the detection of 
the target pest. 

The results obtained by the investigations Fig. 5 are segmented 
into eight groups, within which the main one is oriented to the 
adequate detection of the disease [24], [42], [35], in second place is 
the precision in the disease identification [41], [36], [43], followed by: 
adequate detection of pests [20], [43], erroneous detection of diseases 
[28], images correctly classified with SVM [28], imágenes clasificadas 
correctamente con SVM [31], [32], [38], construction of hybrid systems 
between software and experts, reduction of human errors [37] and 
better performance of simple networks. 

Results

Wrong detection of diseases

1Simple network performance

Reduction human errors

Building hybrid systems from so�ware and experts 1

1

Accuracy of disease identification 5

Adequate disease detection 7

Adequate pest detection 2

Image classified with SM 1

2 4 6 875310
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Fig.  5. Results obtained in the investigations.

III. Proposed Method

The developed system was framed in three components that allowed 
the experimental verification, Fig. 6, which are the on-site system, 
which corresponds to all the parts in charge of capturing the data 
of the microclimatic variables in the physical place to be monitored, 
the data processing, analysis, and administration is responsible for 
the storage, management of information and analysis through neural 
networks, the presentation is the last part and allows the user to access 
the information through a web interface.
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SQL Server
database

Test
Export CNN

algorithm

CNN
algorithm

Image
repository

Development server

Training

sensor node

Protocol
HTTP

Gateway

Internet

PresentationData processing, analysis, and administration
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Fig.  6. Scheme of the system architecture.

The on-site system is made up of a microclimate station that 
integrates a temperature and relative humidity sensor, and has an 
internet connection, sending the captured data for storage is done 
through a REST/API, according to a period of time configured in 
the scheduled time. The installation of the station gives the user the 
possibility of obtaining data on the status of the variables automatically, 
to determine if at any time favorable conditions exist in which the rose 
bushes could be infected by the disease. downy mildew.

Data processing, analysis, and administration: it is the central 
component of the entire proposed solution since the network 
infrastructure and the application servers that support the operation 
of the system are located here; its parts are a database server in the SQL 
Server engine, an IIS application server that exposes all the REST/APIs 
that execute transactions with the database and additionally supports 
the client’s web application, developed in ASP .Net MVC framework. 
On the other hand, in the detection of Downy Mildew disease based on 
the analysis of images or photographs, there is a machine that houses 
the development environment, where the training and testing of the 
convolutional neural network algorithms are carried out.

Likewise, an application server is integrated that exposes the 
REST/APIs with the Flask-Python application that gives access to the 
classification algorithms, stores the images in the database and returns 
the result of the classification thrown by each of the algorithms 
implemented towards the client application. 

The presentation corresponds to the web interface that allows 
the user to view the information handled by the system and its 
configuration, the above, through its four main modules that are the 
DashBoard, where the data on changes in temperature and humidity 
relative to the on-site system captures them, and the alerts generated 
based on configured thresholds, the parameterization, here the user 
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makes the system configurations according to his personalization data 
taking into account the entity to which he belongs, monitoring devices 
which have, among others, the following module is the reports module 
that allows historical queries of the behavior data of the variables and 
alerts generated, the detection module enables a web interface with a 
form to upload an image in JPEG format, which is passed to the CNN 
algorithms and the answer is returned with two possible options, the 
first that the plant is sick or that is healthy. 

IV. Experiment and Results

The data architecture was approached through the design of the 
component diagram Fig. 7, which contains five groups of components, 
starting first with the connection of monitoring devices, where there 
are three components corresponding to the on-site monitoring device, 
which communicates via WiFi to send data to the Internet, the second 
component is the business logic, where there is the REST APIs that 
allow transactions between the database and the presentation MVC 
application and finally the processing of Images where part of the 
example image repository that uses the classification model for 
training and validation, which is ultimately exported to be consumed 
from the REST API by the MVC application.
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Fig.  7. Component diagram.

Second, the design of the Fig. 8 deployment diagram was made, 
which contains five groups of devices and a package corresponding 
to the IoT Hardware. The correct order for the implementation of the 
system begins with the implementation of the SQL Server, followed 
by the deployment of the IoT hardware, third the CNN model server 
is implemented, fourth the implements the back-end server, fifth the 
server is deployed to finally deploy the client.

Thirdly, the design of the entity-relationship model Fig. 9 was 
carried out, where eleven entities corresponding to the functionalities 
of the system with their respective attributes were established, the 
main entity is Image, which in turn is related to the Monitoring Device 
entity, which is related to the entities of Concentrator, User, Location 
and Variable, the latter is related to Captured Data, and Threshold that 
is related to Alert and Disease.

Finally, the database was developed in the SQL SERVER database 
manager, considering the entity-relationship model, the database was 
composed of twelve tables, within which is the Image table, where each 
one was stored. of the images analyzed with the date and the result 
obtained by each of the four classification algorithms, in addition, the 
image with a Device Monitoring table that in turn is related to User, 

Location, Concentrator, Threshold, VariableXDevice and Captured 
Data, these last two stores the variable assignment for each device and 
the data sent by the monitoring device respectively. In addition, they 
are related to the Variable table where the variables to be captured by 
the monitoring device are stored, each variable has many records in the 
Alert and Threshold table, which in turn are related to the Disease table. 
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Fig.  8. Deployment diagram.
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The development and coding of the IoT platform were carried out 
by implementing Microsoft technology in the ASP.Net framework 
with the C# programming language for the Front-End and Back-
End, together with HTML, CSS, and JavaScript. Four modules were 
established based on the defined user stories.

The dashboard performs the real-time display of the data captured 
by the monitoring device, for the graphical representation meters from 
the Highcharts library were used, whose data was loaded from the 
JSON file returned by the REST API.

The parameterization module contains the general configurations 
of the system corresponding to the entity, company, or institution, 
location with geographic coordinates, hub, WiFi gateway or router, 
a monitoring device, microclimate variable, disease, and a maximum 
and minimum value that represents a characteristic. of a variable.

In the report module, there are the graphs corresponding to the 
reports generated by the system, among which are history, line graph, 
basic statistics, bar graph, heat map, behavior graph, alert history, 
table with the information of generated alerts, location of stations 
with a map implementing OpenStreetMap.
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In the detection module, there is the upload section where the 
image is uploaded in .jpeg format, when you click query the image 
is passed to the REST API via an HTTP POST request as a file, then 
the REST API decodes and applies the pre-processing of the image, 
then passes it to the different algorithms and these return the sick or 
healthy response, which is encoded in JSON format so that the REST 
API returns it to the corresponding client.

The monitoring stations were two as in Fig. 10, both are the same in 
their construction, they receive the data from the sensors and transmit 
them to the internet using WiFi technology, each station used a pair of 
MCU esp32 nodes, based on the ESP32 LX6 microcontroller dual-core, 
40 MHz and 520 KB SRAM with 802.11 bgN WiFi connectivity, HT40 
transceiver and Bluetooth Low Energy (BLE), lithium battery charging 
circuit and CP2102 USB interface for connection to PC.

The function of the station was to capture the data from the 
sensors, the first is a temperature and relative humidity sensor, the 
Dht22 module was used, which has a relative humidity range between 
0-99%, a temperature range between -40- 80ºC, and a resolution 
of 8 bits, the second sensor was the TSL2561 which is a sensor that 
digitally measures the intensity of light ranging from 0.1 to 40,000 Lux, 
it operates between temperature ranges from -30 to 80 lux: from 0.1 to 
40,000, operating voltage: from 2.7 to 3.6V, and manages an interface 
with I2C protocol, the use of this station and the transmission for data 
storage, which allows comparing the values of sensors against image 
analysis detection.

The station processes are described in algorithm I, where the 
“WiFi.h” and “SPI.h” libraries were imported, the access credentials to 
the platform were declared by the get post method and the network 
credentials SSID and password, the variables were defined as String of 
temperature, humidity and light, later the variables were verified and 
the communication through WiFi was initialized, the program verifies 
the transmission of the package, being the data previously stored 
temporarily in variables, which are declared in the variable fields of 
the HTTP hypertext transfer protocol, to build and send the message 
over the network.

Algorithm I. Algorithm monitoring system1 import libraries

Precondition:
1 declare network variables

2 declare temperature variable

3 declare humidity variable

4 define port temperature &humidity sensor

5 define type sensor 

6 create an instance of temperature & humidity sensor

7 Connect to Wi-Fi network with SSID and password

8 function: connection

9 set serial connection

10 call begin to start sensor

11 end function 

12 function: read sensors 

13 Read humidity sensor

14 Read temperature as Celsius

15 Check if any reads failed and exit early

16 Print Failed to read from sensor

17 return
18 send packets POST HTTP

19 end function

Services

IoT network

Sensors

ESP32

Wi-Fi stack TCP/IP WiFi transmission

Risk awareness services
platform for disease detection

DB

Transmission module

!

Fig.  10. Systems and subsystems of the hardware system implementation of 
the monitoring station.

In the context of the experiment, two scenarios were considered. 
The first consisted of a scale greenhouse Fig. 11a where a variety of 
healthy mini rose was planted, a humidifier, and a monitoring device 
that captured the microclimatic variables of temperature and relative 
humidity Fig. 11b. The second included a healthy mini rose variety in 
an outdoor environment and a monitoring device Fig. 11c.

The objective of the humidifier inside the greenhouse was to 
increase the percentage of relative humidity in the environment, to 
make the rose sick according to the values established in the state 
of the art of research for the appearance of Downy Mildew, and the 
monitoring device was included to be able to record the data in both 
scenarios. 

(a) (b) (c)

Fig.  11. (a) scale greenhouse (b) interior scale greenhouse (c) healthy rose 
exterior. (Author, 2021)

Within the experiment, photographs were taken at different times 
of the day for a week Fig. 12, both greenhouse rosebush and the 
outdoor rosebush, obtaining a total of 100 images with 50 sick and 50 
healthy ones to upload them to the rose detection module system and 
also make the comparison concerning the temperature and relative 
humidity data captured by both monitoring devices.

Rose in the greenhouse Pink on the outside

Fig.  12. Sample of images taken.
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The main element of objective three was to implement the digital 
image processing algorithm shown in Fig. 13.

Input Convolution
1 + ReLu

MaxPooling
1

Learning
characteristics

Classification

Convolution
2 + ReLu

MaxPooling
2

Flaten Densa Drop
out

Fig.  13. Digital image processing algorithm.

Where the first thing that was carried out was the obtaining of 
images that allowed forming the set of images through algorithm II, 
for the training and testing of the four models to be implemented, a 
total of 200 images of different sizes were collected, one hundred are 
healthy rose bushes and one hundred are rose bushes that show visible 
symptoms of the disease with spots on the leaf.

Algorithm II. Digital image processing

Precondition:
• set epochs 

• set height, length 

• set batch size 

• set steps 

• set steps for validation 

• set filters Conv

• set size filter

• set size pool 

• set classes 

1 function: Model

2 set cnn TO Sequential

3 add cnn ← filtersConv, size filter, activation

4 add cnn ←MaxPooling, size pool

5 add cnn ← Convolution, filters, size, activation

7 add cnn ← compile, loss, optimizers, accuracy

8 end function
9 function: Training
10 set fit cnn train, steps, epochs, validation

11 end function

The second is the pre-processing of the images, which mainly 
consisted of resizing them to a size of 32 x 32 pixels or 100 x 100 pixels 
in RGB format. The categories or classes where zero represents those 
that belong to diseased roses and one those that belong to healthy 
roses were also coded. In the third point, the Fig. 14 repository was 
segmented into images for training with 89% of the samples equivalent 
to 178 and the remaining 11% of the test equivalent to twenty-two. In 
this way, the feature matrix containing the pixels of each image that is 
passed to the algorithm for training and testing.

In the training process, the images are passed as an array of pixels 
through each of the layers of the CNN sequentially and in this way it 
learns the weights that allowed it to classify the new images. At the 
heart of the CNN are the convolution layers, which using multiple k 

kernels allow to obtain significant characteristics of each image, such 
as the recognition of edges, points, objects, among others. An example 
is shown below in Fig. 15.

Roses with symptoms of 
downy mildew Healthy roses

Fig.  14. Image repository sample.
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Fig.  15. Images after applying a convolution.

Finally, the results obtained from the training and testing processes 
of each model were evaluated to determine their quality in the 
classification of images representing a diseased plant. The metrics used 
are true positives (TP), which is the number of images that the model 
classified as rose plants with Downy Mildew and was correct, false 
positives (FP), which is the number of images that the model classified 
as rose plants with Downy Mildew. roses with Downy Mildew but 
that belong to images of healthy plants., true Negatives (VN) which is 
the number of images that the model classified as healthy rose plants 
and was correct, and false negatives (FN) which is the number of 
images that the model classified as healthy rose plants but belonging 
to images of rose plants with Downy Mildew.

Some of the metrics analyzed are found in Table 1 where precision, 
sensitivity and f1-score were obtained, where precision is the ratio 
between the number of true positives and the number of false 
positives. Precision is intuitively the classifier’s ability to not label a 
negative sample as positive[44]. 

Sensitivity is the ratio of the number of true positives to the number 
of false negatives. Sensitivity is intuitively the classifier’s ability to 
find all positive samples [44]. 
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The F1-score can be interpreted as a weighted harmonic mean of 
accuracy and sensitivity, where an F-score reaches its best value of one 
and its worst score at zero [44]. 

TABLE I. Classification Metrics

Metric Formula

Accuracy

(positives correctly classified + negatives 
correctly classified)/(positives correctly 
classified+ false negatives + false positives + 
negatives correctly classified) 

Precision positives
(positives correctly classified)/(positives 
correctly classified + false positives) 

Precision negatives
(negatives correctly classified)/(positives 
correctly classified + negatives correctly 
classified 

Sensitivity
(positives correctly classified)/( positives 
correctly classified + false positives) 

Specificity
(negatives correctly classified)/(positives 
correctly classified + false positives) 

The results obtained from the IoT platform are framed in the 
final modules, the reports generated from the data captured by each 
monitoring device, and the analysis produced by some of the uploaded 
images. Fig. 16 shows the real-time values of a controlled greenhouse.

Fig.  16. Dashboard module. 

From the environmental data obtained, an analysis is carried out 
through the stories to observe the behavior of the variables Fig. 17.

Fig.  17. History of environmental variables.

Likewise, the maximum, minimum, mode, mean, and mean values 
are determined in Fig. 18, which allows understanding the data set, in 
Fig. 19 a heat map is presented, and in Fig. 20 the loading of an image 
and the detection result.

Fig.  18. Basic statistics. 

Fig.  19. Heat map of the temperature variable. 

Fig.  20. Load image detection module.

To demonstrate the behavior of the microclimatic variables of 
temperature and relative humidity concerning the state of each 
rosebush, rose one corresponds to the one arranged in the greenhouse 
and rose two to the one located outside, to determine the effect of 
these on the state of the rose, a comparison was made of the data 
obtained by each monitoring device in a range of one week, which 
in this case are segmented as follows: device one corresponds to the 
sensor node located inside the greenhouse and device one device two 
corresponds to the sensor node located outside.

Fig. 21 represent the behavior and the temperature value that is 
repeated the most, respectively, for device one in a time range of one 
week. The most persistent data during the test was 22.50 ºC, this being 
normal for the temperature required by the pink one.
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Fig.  21. Device one temperature graph.

Fig. 22 represent the behavior and the most repeated humidity 
value, respectively, for device one in a time range of one week, the 
most persistent data during the test was 99.90% relative humidity. in 
the environment, this being very high and conducive to the appearance 
of Downy Mildew disease in the pink one.

Fig.  22. Humidity graph device one 

Fig. 23 represent the behavior and the temperature value that is 
repeated the most, respectively, for device two in a time range of one 
week, the most persistent data during the test was 19.10ºC, being this 
normal for the temperature required by pink two.

Fig.  23. Temperature behavior statistics 

Fig. 24a shows the initial state of the rosebush before subjecting it 
to high relative humidity for a prolonged period of one week, and Fig. 
24b shows the final state of the rosebush when observing the presence 
of Mildew Downy’s disease.

Fig. 25a shows the initial state of rosebush two in an outdoor 
environment without alterations for one week and in Fig. 25b the 
final state of rosebush two is evidenced, observing that there are no 
changes in the state of the plant.

(a) (b)

Fig.  24. (a) Start of pink test 1. (b) End of pink test 1.

(a) (b)

Fig.  25. (a). Start of pink test 2. (b) End of pink test 2.

V. Analysis

About the data collected by the monitoring devices and the reports 
developed on the platform, the basic statistics graph was taken, which 
provides the mode information for each variable among other values, 
to observe what the value was of the data that was the most repeated 
during the execution time of the tests.

The mode value corresponding to the relative humidity for device 
one and rose one is outside the edaphoclimatic requirements of the 
rose, exposing it to an optimal level of humidity for the outbreak of 
Downy Mildew, which is triggered when the presence of the inoculum 
coincides. with high relative humidity above 85%, for a time greater 
than three hours according to [34] and when making the comparison 
between the beginning and the end of the state of the rose, it can be 
seen that indeed the alteration of humidity in levels as elevated for a 
long time, they can cause the appearance of Downy Mildew disease. 
Therefore, monitoring these microclimatic variables and generating 
alerts opens the possibility for the user to start monitoring with 
images for early detection of the disease.

The mode value corresponding to the relative humidity for device 
two and rosebush two is within the edaphoclimatic requirements of 
the rosebush, reducing the probability of the appearance of Downy 
Mildew disease as it is not exposed to microclimatic conditions that 
favor the appearance of the illness.
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Regarding the results obtained in the different training and 
validation cycles, the CNN models were selected with the parameters 
of cycle four with input image size = 100 x 100 x 100 x 3 = 30,000, 
epochs = 100, and batch size = 32 since they were the ones that 
returned metrics closest to those expected, to obtain the greatest 
success in classifying new images in a real environment. 

Table II presents the results classification report corresponding to 
the training stage of the final CNN models, to carry out a comparative 
analysis of them.

TABLE II. Classification Report

Shallow Net
Precision Recall F1-score Support

Sick roses 0.67 0.55 0.6 11
Healthy roses 0.62 0.73 0.67 11
Accuaricy no data no data 0.64 22
Macro avg 0.64 0.64 0.63 22
weighted 0.64 0.64 0.63 0.63

LeNet
Sick roses 0.75 0.27 0.4 11
Healthy roses 0.56 0.91 0.69 11
Accuaricy no data no data 0.59 22
Macro avg 0.65 0.59 0.54 22
weighted 0.65 0.59 0.54 22

MiniVGGNet
Sick roses 0.75 0.55 0.63 11
Healthy roses 0.64 0.82 0.72 11
Accuaricy no data no data 0.68 22
Macro avg 0.7 0.68 0.68 22
weighted 0.7 0.68 0.68 22

Proposal
Sick roses 0.67 0.36 0.47 11
Healthy roses 0.56 0.82 0.67 11
Accuaricy no data no data 0.59 22
Macro avg 0.61 0.59 0.57 22
weighted 0.61 0.59 0.57 22

In the first metric, training loss where the behavior is expected to 
decrease towards zero as times increase, which is an indicator that 
the model is learning from the example images, however, the results 
of all three. The former show pronounced variations in increase and 
decrease, since they show the described trend and reach a minimum 
value not less than 0.4.

This indicates that the learning process is carried out with errors, 
for the compensation of the error in the training set the images 
were repaired by the predictor and the ones that were detected were 
selected, to obtain the training set for which I review the result or 
output for each value  and compare this value with the target value 
yi, having as reference the subtraction  - yi, or the entire dataset, 
the total error committed was calculated as the sum of the individual 
errors Therefore, the best images and weights were chosen to 
minimize the total error, which was initially 50%, but as the input data 
was improved and the algorithm was improved, this was substantially 
reduced. On the other hand, the proposed model shows a more stable 
downward trend, reaching a value of at least 0.01, which indicates a 
better learning rate.

The second metric is the validation loss, which is applied to the 
validation images and deviated the most from ideal behavior in all 
training cycles with each of the algorithms. The expected trend should 
decrease towards zero as the epochs increase, however, the result 
indicates a growth with drastic variations in increase and decrease 
indicating possible overfitting of the model, that is, that the model 

only behaves well with the training images and when entering new 
ones it is not able to have an acceptable success rate in its classification 
as a sick rose or a healthy rose.

The third metric is the training accuracy where the behavior is 
expected to grow towards one as the epochs increase, which is an 
indicator that the model is learning from the example image features 
and classifying them correctly.

The fourth metric is the validation accuracy where the behavior is 
expected to grow towards one as the epochs increase, which would 
imply the correct classification of the images used in the validation set.

Table III presents the set of metrics of the confusion matrix and 
table IV the classification report of the results corresponding to the 
validation stage of the CNN models.

TABLE III. Confusion Matrix Table

Model name
True Positive 

(TP)
False Positive 

(FP)
False Negative 

(FN)
True Negative 

(TN)

ShallowNet 6 5 3 8
LeNet 3 8 1 10
VGGNet 6 5 2 9
Proposed 4 7 2 9

TABLE IV. Classification Report Confusion Matrix

Model name Accuaricy
Precision 
positives

Precision 
negatives

Sensitivity Specificity

Shallow Net 0.6 0.5 0.7 0.6 0.6
LeNet 0.5 0.2 0.9 0.7 0.5
VGGNet 0.6 0.5 0.8 0.7 0.6
Proposed 0.5 0.3 0.8 0.6 0.5

Taking the confusion matrix as a reference, it was possible to 
show that the LeNet and proposed algorithms succeed and fail in the 
classification, obtaining a total of thirteen successes and nine failures 
out of twenty-two images belonging to the validation repository. On 
the other hand, the ShallowNet and MiniVGGNet algorithms achieve a 
total of fourteen and fifteen hits, respectively, so in the analysis of the 
confusion matrix the best algorithm is MiniVGGNet.

On the other hand, the classification report shows how the LeNet 
and proposed algorithms reach low insensitivity scores for the diseased 
roses category, indicating that the algorithms have a low ability to 
classify images belonging to this category. Regarding the ShallowNet 
and MiniVGGNet algorithms, it can be seen that the scores obtained 
for the metrics improve slightly to those of the LeNet algorithms and 
proposed highlights the MiniVGGNet algorithm.

The set of images that allowed the test to be carried out in a 
laboratory environment is made up of a total of one hundred, of which 
fifty are photos of the part where the plant presented the disease and 
fifty of the healthy part. 

To begin with, based on the confusion matrix, it is possible to 
determine that the ShallowNet classifier is not capable of delivering 
the correct category for the images that correspond to diseased roses, 
since there is a total of true positives (TP) equal to zero and false 
positives (FP) equal to nine. Regarding the classification of healthy 
roses, he managed to hit forty-one (VN) and failed a total of fifty 
(FN). The LeNet classifier managed to reach a total of thirty-five (VP) 
diseased roses and a total of forty-eight failed (FP), a total of two (VN) 
healthy roses, and a total of fifteen failed (FN). Therefore, LeNet is a 
better classifier than ShallowNet.

Continuing, the MiniVGGNet classifier returned a total hit of fifty 
(VP) as diseased roses, however, it missed a total of forty-nine (FP), and 
in the category of healthy roses it managed to hit a total of one (VN), its 
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failure is equal to zero (FN). This provides an improvement over LeNet. 
Finally, the proposed classifier resulted in success in sick roses with a 
total of sixteen (VP) and failure in forty-one (FP), and in healthy roses, 
the classifier correctly returns nine (VN) but fails in thirty-four (FN). 
Thus, the proposed algorithm is below LeNet and MiniVGGNet in hits.

Finally, additional metrics such as the precision that represents the 
percentage of correct answers at a general level for all the samples 
confirm that, despite the failures in the MiniVGGNet classification, it 
is the one that performs best. Furthermore, it is reflected in the metrics 
not mentioned so far: the precision per category, the sensitivity 
(correct true positives), and the represented specificity (true negatives) 
confirm that MiniVGGNet was the most successful.

VI. Conclusion

The theoretical foundation on the different methodologies, 
components, and technologies implemented in the detection, 
classification of pests and diseases in crops, allowed a better perception 
of the operation, development, training, validation, and deployment 
of four models of convolutional neural networks, so addressing the 
solution of the problem from the creation of the set of images to 
obtaining the result of the experiment.

  Including the development of a web platform in conjunction 
with a monitoring system for microclimatic variables that create 
environments conducive to the appearance of mildew adds value to 
the project since it allows alerts when the temperature and/or relative 
humidity are out of range. and initiate follow-up by taking images that 
are passed to classification models. To detect the disease in its initial 
stage, avoiding major effects on the cultivation of roses.

When carrying out the implementation of the CNN, the 
segmentation process of the image repository was evidenced, the 
extraction of characteristics of an image by executing an example with 
a 2D convolution layer that applied several k kernels that resulted in 
transformed images highlighting the characteristics of the edges and 
spots on the leaf of a rose. This allows CNN to learn the filters (kernel 
group k) to then classify the new input images.

As can be seen, in the results of the CNN in its training and 
validation stage, it was possible to show that all the graphs that show 
the loss and validation precision metrics have behaviors with drastic 
variations (increase and decrease) and the trend is opposite than 
expected, indicating possible overfitting in the learning performed 
by the models. Identified due to the few image samples that could 
be obtained for the training and validation sets (200 in total, in 2 
categories: healthy roses and diseased roses with 89% training and 11% 
validation) and consequently, the training of the algorithms was not 
performed robust enough, making most results unacceptable.

According to the tests and the analysis of the results obtained with 
the microclimatic variables, it is observed that the relative humidity 
variable can influence the development and appearance of Downy 
Mildew disease when its value is above 85% during an extended period. 

In the process of developing the research project, some future work 
fronts emerged related to neural networks and the implementation 
of an IoT platform for the storage of microclimatic data in real-time, 
since by merging these two modules it is possible to have a very robust 
system for the detection of any type of disease in plants. This is due to 
the detection module included in the CNNs and the possibility of real-
time monitoring of the variables that affect a crop.

In the same way, the project can be improved by having a 
repository that has more examples of training and validation images 
and implementing other types of deeper CNNs that are not sequential, 
such as ResNet, ResNet50, among others, to compare them as well. 
with those implemented in this project.

Additionally, the monitoring device could be improved by including 
a camera as a sensor to take photos on-site and in real-time, which 
would allow a greater real knowledge of the current state of the crop.
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Abstract

Enhancing the visibility of medical images is part of the initial or preprocessing phase within a computer vision 
system. This image preparation is essential for subsequent system tasks such as segmentation or classification. 
Therefore, quantitative validation of medical image preprocessing is crucial. In this work, four metrics are 
studied: Contrast Improvement Index (CII), Enhancement Measurement Estimation (EME), Entropy EME 
(EMEE), and Entropy. The objective is to find the best parameters for each metric. The study is performed on 
five medical image datasets, three retinal fundus sets (DRIVE, ROPFI, HRF-POORQ), and two mammography 
image sets (MIAS, DDSM). Metrics are calculated using a binary mask image to discard the background. 
Using the fundus and mask datasets, the best results were obtained with the EMEE and EMEE metrics, which 
achieved mean improvements of up to 186% and 75%, respectively. For mammography datasets and using 
masks of the region of interest, the two metrics with the highest percentage improvement were CII and EMEE, 
which obtained means of up to 396% and 129%, respectively. Based on the experimental results provided, we 
can conclude that EMEE, EME, and CII metrics can achieve better enhancement assessment in this type of 
medical imaging.
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I. Introduction

MEDICAL imaging is of great importance in helping specialists to 
diagnose many diseases. In principle, the specialist analyzes the 

image, sometimes with the aid of a computer-assisted diagnosis (CAD) 
system. These CAD systems belong to the field of computer or artificial 
vision. Artificial vision systems (AVS) for image analysis usually 
have the phases of preprocessing, segmentation, postprocessing, and 
feature computation or defect classification [1]. The preprocessing 
step produces an image of better quality or in a suitable condition for 
computational analysis in the following phases.  The research of this 
paper focuses on the preprocessing phase. The objective is to study 
quantitative metrics that measure how much a preprocessed medical 
image has been improved. The behavior of four metrics on two types 
of medical images is studied.

The images are enhanced through several filters that modify their 
contrast and brightness to distinguish the parts of interest. Usually, 
a qualitative visual analysis is carried out in the preprocessing step, 
while the validation is focused on later phases. If the outcome is not as 
expected, the researchers may be forced to go back to the initial phase 
and try other preprocessing filters.

Concerning the impact of preprocessing tasks on a computer vision 
system performance, the Master’s Thesis [2] examined the effect of 
preprocessing algorithms on the performance of Convolutional Neural 
Networks (CNNs) including transfer learning to detecting pneumonia 
and classifying cats or dogs. This research was conducted using the 
original images and five enhancement algorithms: the contrast limited 
adaptive histogram equalization (CLAHE), the successive means of the 
quantization transform (SMQT), the adaptive gamma correction, the 
wavelet transform, and the Laplace operator. The chest X-ray and pets’ 
datasets were acquired from Kaggle Challenge. The results reported 
that LeNet5 CNN performance was improved with some enhancement 
algorithms, but transfer learning performance slightly decreased with 
pre-trained VGG16 CNN for pet images.

In contrast, the work [3] obtained better performance when its transfer 
learning model was tested with enhanced images. The authors studied 
the impact of enhancing chest X-ray images for COVID-19 detection 
by applying transfer learning. This study used the large X-ray dataset 
COVQU, which contains 18,479 CXR images where 8,851 are normal, 
6,012 are non-COVID lungs, and 3,616 are COVID-19 CXR images. 
Additionally, COVQU includes the ground truth lung masks. The study 
involves classifying each image as normal, lung opacity, or COVID-19 
with and without image enhancement. Five image enhancement 
procedures were used: histogram equalization (HE), contrast limited 
adaptive histogram equalization (CLAHE), image complement, gamma 
correction, and balance contrast enhancement technique (BCET). 
Transfer learning was carried out from six pretrained Convolutional 
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Neural Networks (CNNs): ResNet18, ResNet50, ResNet101, InceptionV3, 
DenseNet201, and ChexNet, and the last eleven layers were re-trained.  
This study achieved seventy-two experiment settings (six pre-retrained 
CNNs with two datasets, and each dataset has been tested with no 
enhancement and with five different enhancing methods). The result 
showed that the image enhancement preprocessing improved the 
classification performance. Original images (without enhancement) 
were classified using InceptionV3 obtained 93.46% on accuracy average, 
and the best experiment setting using gamma correction and ChexNet 
reached 96.29% on accuracy average.

Other studies also reported higher performance after including 
some enhancement tasks. A pedestrian detection model based on the 
YOLOv3 convolutional neural network architecture that analyzes 
outcomes with and without preprocessing phase is presented in [4]. 
The preprocessing contrast enhancement is achieved using the Retinex 
method. The entire proposed model obtained 90% and 94% accuracy, 
without and with preprocessing, respectively. 

In [5], a convolutional neural network (CNN) proposal for 
recognizing six basic emotions is implemented using several 
preprocessing methods. The main intention of this study is to 
investigate how preprocessing practices affect CNN performance. Face 
detection using a single pre-processing phase achieved a significant 
result with 86.08 % accuracy. However, combining some techniques 
increased the performance of CNN and achieved 97.06% accuracy.

The importance of the preprocessing phase in a computer vision 
system for detecting melanoma has been studied in [6]. Authors recall 
that preprocessing is the first and fundamental step for improving 
image quality. In this AVS, preprocessing is designed for removing noise 
and irrelevant portions against the background of skin photographs. 
This study applied different pre-processing methods utilized on skin 
cancer photos. These studies experimentally validated that a suitable 
preprocessing could increase accuracy. 

Most of the research mentioned so far has experimented with the 
effect of enhancing the images before using them in the learning 
model of the computer vision system. On the other hand, the image 
enhancement was not quantified, or at least, it is not reported. To 
overcome this non-objective scenario, a quantitative image evaluation 
becomes significant. This research aims to analyze the behavior of 
quantitative metrics. As a result of this study, this paper recommends 
appropriate metrics for evaluating the enhancement in each type of 
image, and studies the values of the relevant algorithms’ parameters.

The scientific literature is reviewed in this work, and several 
metrics used to quantify contrast in medical imaging are studied. Four 
metrics have been chosen: Enhancement Measure Estimation (EME), 
Enhancement Measure Estimation by Entropy (EMEE), Contrast 
Improvement Index (CII), and Entropy. The metrics are applied to 
two cases of studies: fundus and mammography images, on five data 
sets. These datasets contain healthy and pathological images. Another 
point is that some of these datasets include images of poor quality. 

The remainder of this article is organized as follows. Section 2 presents 
a review of related works. Section 3 describes the metrics and their 
theoretical foundations, the types of images used, and the preprocessing 
algorithms. Section 4 shows the analysis of the parameters of each metric 
and its behavior on each dataset. Section 5 provides a discussion of the 
obtained results. Finally, some conclusions are given.

II. Background

This section presents a review of research works that use metrics 
to evaluate the performance of the preprocessing filters. Works are 
presented according to the type of images. First, a cellular medical 
image work is analyzed; after that, some results corresponding to 

mammograms are described; finally, studies of retina images of 
prematurely born children are included.

The work in [7] enhances the contrast of several types of cellular 
medical images. The enhancement performance is quantified using 
the CII measure. Cellular images can present complex shapes and 
textures. Thus, the research concludes that CII is a suitable measure 
for analyzing the enhancement of these types of images.

A recoloring algorithm, named RGBeat, is presented in [8] in order 
to assist patients with protanopia and deuteranopia. It is applied to 
images and text. The proposal uses CIE and RGB color spaces. This 
method converts a range of values of the hue channel to achieve a 
better understanding by these types of patients, while preserving the 
main characteristics. A validation of the modified image is performed. 
Consistency is addressed by ensuring that all pixels of the same color 
in an input image will have the same output color after applying the 
recoloring method. In addition, naturalness is measured by using a 
quadratic difference in the CIE Lab color space [9]. A small value 
indicates that the naturalness has been maintained in the recolored 
image. And the altered contrast measurement is based on a squared 
Laplacian [10].

The research in [11], which applies deep neural networks for 
diagnosing congenital heart diseases (CHDs) using echocardiographic 
ultrasound images, considers the possibility of preprocessing the 
ultrasound contrast. The authors mention that they are motivated 
by the work presented in [3], that demonstrated the improved 
performance of learning methods with contrast-enhanced images.

The contrast of mammography images is enhanced and validated 
using the CII measure [12]. This research presents a method based on 
the following filters: Laplacian Gaussian, Contrast Limited Adaptive 
Histogram Equalization (CLAHE), and morphological filters (openings 
and closings) to improve the contrast.

A metric based on the high and low-frequency range is proposed 
in [13]. This metric is used for assessing contrast quality in 
mammographies. According to the experiments, when the original 
image is compared with its enhancement, specific conditions of the 
frequency values are met. The contrast enhanced image has better 
quality. A private mammographies dataset was used. It contained 179 
images, among benign, malignant, and normal mammographs. The 
study concluded that using multiple filters produces better results and 
that filter behavior varies between image types.

The machine vision system proposed in [14] aims to recognize the 
area of distortions in breast images. The distortion classification is 
mainly performed through an improved pulse-coupled neural network 
(PCNN). This research utilized the Digital Database for Screening 
Mammography (DDSM) dataset. In the preprocessing phase, the 
filters used are top-bottom hat and gamma transformation. Their 
improvement is validated through the Equivalent Number of Looks 
(ENL) and Contrast Improvement Index (CII) metrics.

Some measures in [15] are studied to validate contrast enhancement 
of mammography and tomography pathological images. In this study, 
ten images for each case are taken. Results are shown in terms of the 
metrics: EME, EMEE, Logarithmic Michelson Contrast Measure (AME), 
Logarithmic AME by Entropy (AMEE), Mean Squared Error (MSE), Peak 
Signal-to-Noise Ratio (PSNR), Absolute Mean Brightness Error (AMBE), 
Discrete Gray Level Energy (GLE), Relative Entropy (RE), Second-Order 
Entropy (SOE), Edge Content (EC). The authors classified EME and 
EMEE as Complex Measures of Contrast, which are convenient metrics 
for medical images where the background is uniform.

In [16], a method for adjusting the contrast level in a windowed 
mammogram is proposed. The technique is called GRAIL (Gabor-
Relying Adjustment of Image Levels), and it is regulated by a measure of 
mutual information (MI). MI is the relation between the decomposition 
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of the original 12-bit inputs and its screen-displayed 8-bit version. 
The mutual information metric between the original instance and its 
Gabor-filtered derivations is applied to X-ray images [17], and the 
results show a better performance in terms of subjective interpretation.

Regarding retinal studies, a new CLAHE version method is 
presented in  [18], and its improvement is evaluated using the Entropy 
measure, tested on the public DRIVE and STARE fundus image 
datasets. Those datasets contain adult fundus images of normal and 
pathological cases.

A private fundus images dataset is used in the research reported 
in [19]. Authors apply a guided filter for the preprocessing phase of 
fundus images of children. Healthy and pathological images are used. 
This filter is assessed through EME, Entropy, Standard Deviation, and 
Spatial Frequency.

A second work that uses a private set of children’s fundus images is 
[20]. Contrast is enhanced using adaptive filters based on the features 
of each image. The parameters for each filter are computed employing 
an artificial neural network. The enhancement is validated using CII 
and qualitative analysis.

Based on the related works that could be identified at the time of 
performing this work, the following section details the metrics that 
are tested, and the datasets of the two case studies that are the object 
of this research.

III. Materials and Methods

This section describes the metrics, datasets, and preprocessing 
filters used in this work, which focuses on fundus and mammography. 
Different algorithms are used to preprocess these types of images to 
highlight regions of interest. Preprocessing filters reported positively 
in the literature were selected. Those enhanced images are then used 
in the subsequent phases of artificial vision systems. 

Metrics were implemented using Matlab 2020a. Only the entropy 
metric is available as a function in Matlab, and the rest of the metrics 
were coded.

A. Metrics
The metrics described below are applied to two-dimensional images 

represented as matrixes. The measurement for an entire image is based 
on partial calculations by blocks without overlapping. Therefore, the 
first step for computing them is to define a block size and divide the 
image horizontally and vertically into as many blocks as possible (see 
Fig. 1). Then, a partial measurement is calculated in each block, and 
the average of these measurements is considered the value of the 
metric, taking into account the particularities of each metric.

Fig.  1. Example of a fundus medical image divided into square blocks of L × L 
size.

1. Enhancement Measure Estimation (EME)
EME is a quantitative measure of contrast enhancement of two-

dimensional or grayscale images [21]. The enhancement measure 

is a modification of Weber’s law and Fechner’s law. Weber’s law 
establishes that the visual perception of contrast is independent 
of luminance and low spatial frequency and determines that the 
perceived change in intensity is proportional to the initial one. On 
the other hand, Fechner’s law states that perception and stimulation 
are linked logarithmically (i.e., the visually perceived intensity value is 
proportional to the logarithm of the actual intensity).

For the calculation of the EME metric, the two-dimensional discrete 
image of M × N size is divided into small blocks. M and N are the width 
and the height of the image in pixel number, respectively; the size 
of the square block is L × L, for L = 3, 4, ..., n. Then, the minimum 
and maximum intensity of each block are found, the contribution 
of each block is calculated as a natural logarithm function. Finally, 
the EME value for the whole image is equal to the average. EME is 
mathematically expressed in (1), where k1 = M/L, is the number of 
horizontal blocks; k2 = N/L, it is the number of vertical blocks;  y  

 are the maximum and minimum pixel intensity values in a block 
(m, l), respectively. The size of the block L affects the EME value.

 (1)

Note the mathematical equivalence in (2), where Il,m ∈ 1, 2, 3, …, 256 
corresponds to the intensity values shifted by 1 to avoid the 
indeterminacy of ln(0). So that, the computation of the logarithm 
is possible, ln (Il,m) ∈ {ln (1),ln (2), …, ln (256)}. That is, ln (Il,m) ∈ 
{0,0.6931, …, 5.5452)}. Therefore, the difference between the maximum 
value and the minimum value remains controlled. Additionally, the 
expression uses the constant 20 to amplify the difference and provide 
a higher significance value for EME.

 (2)

2. Enhancement Measure Estimation by Entropy (EMEE)
This metric is the entropy measure that relates the contrast for each 

block, scaled by a parameter (α), and averaged over the entire image 
[21]. The value of α, for 0 < α < 1, is proportional to the emphasis of 
the entropy. The variable α helps to manage more randomness. The 
calculation formula is shown in (3). The impact of the block size (L) 
and the entropy emphasis (α) over EMEE calculation will be discussed 
in the Results section.

 (3)

The factor  highlights the logarithmic amplitude of Il,m, 
increasing the large and compressing minor ones (See Fig. 2). This 
measure could be more suitable for images that have greater visible 
variability.
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Fig.  2. Weighting factor , α = 1/2, Imin ≤ Imax.
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3. Entropy
Entropy is a statistical measure of randomness. It could characterize 

textures from an image or photograph [15], [22]. The texture within an 
image is an element that holds qualities perceived through sight and 
touch. Texture depicts aspects of the surfaces of photographed objects 
or subjects. The entropy is calculated on a grayscale image from its 
histogram. The entropy formula is defined in (4) and (5).

 (4)

 (5)

In the equation (5), P(Ij) ∈ [0,1] and P(Ij) is the probability of 
occurrence of the jth intensity, according to the image histogram.

4. Contrast Index CI and Contrast Improvement Index (CII)
The Contrast Index (CI) is a measure that establishes the 

relationship between the background and the foreground of an image. 
This ratio is calculated by blocks, and the average among these blocks 
will be the CI measure of the entire image [4]. A high CI value means a 
more significant difference between background and foreground, and 
therefore the image presents a good CI. The contrast measure of an 
image is expressed in (6).

 (6)

To establish the improvement of an image, CII is defined in the 
equation (7). CII is the ratio between the contrast index of the resulting 
image and the contrast index of the original image. If this ratio is 
greater than one, the contrast is considered to have been improved.

 (7)

B. Fundus Datasets
Fundus images are obtained by examining the retina during 

pathology inspections. The retinal datasets used in this work contain 
images of adults and children. Adult datasets are predominant. 
Although there is a very active scientific community applying 
machine vision to diagnose child retinal pathologies, there is a lack 
of public data. Both adults and children may have eye diseases. Some 
retina diseases are Retinopathy of Prematurity (ROP), Retinopathy of 
Hypertension, Diabetic Retinopathy, Glaucoma, etc.

1. ROPFI Dataset
Retinopathy of Prematurity Fundus Images (ROPFI) is a set of 

children’s images with Retinopathy of Prematurity [20]. This set 
entails 64 images captured with a RetCam Shuttle camera (Clarity 
Medical Systems, Inc.). The average size of an image is 640 x 480 pixels. 

2. DRIVE Dataset
Digital Retinal Images for Vessel Extraction (DRIVE) is a public 

database of adult fundus images [23]. It comprises 40 images whose 
dimension is 565 x 584 pixels on average. DRIVE is widely used to 
validate vascular network segmentation algorithms. 

3. HRF POOR-QUALITY Dataset
This database contains images of adult patients, and it belongs to 

a collaborative research group to support comparative studies about 
automatic segmentation algorithms [24]. It is a set of eighteen images 
that are of lower quality than others of the same project. The average 
dimension is 640 x 460 pixels. 

4. Masks Acquisition
ROPFI dataset provides the masks that were obtained automatically 

[20]. Additionally, DRIVE dataset also contains its corresponding 

masks [23]. While the HRF POOR-QUALITY dataset does not include 
masks, they have been computed performing the automatic procedure 
in [20]. First, an Otsu binarization was performed on the green 
channel. Then a convolution was applied to find borders, and finally 
the maximum contour was selected to set the binary mask.

C. Mammogram Datasets

1. MIAS Dataset
The Mammographic Image Analysis Society database (MIAS) is a 

set of 100 labeled and annotated images [25]. The database is suitable 
for performing and understanding mammograms’ technical and visual 
analysis for research purposes, such as anomalies detection algorithms 
and other technological derivations that allow computerized assistance 
to medical specialists. This mammography database is in PGM format, 
and it contains one hundred images. The average size of the images is   
475 x 933 pixels.

2. DDSM Dataset
The Digital Database for Screening Mammography (DDSM) 

has been published by the University of Florida [26]. DDSM 
dataset contains 31 mammograms. This dataset is a resource for 
the mammographic image analysis research community. The main 
objective of the database is to facilitate research for the development 
of computer algorithms to assist in the detection of mammography 
anomalies. It includes the diagnosis and development of assistance 
aids through software for medical specialists.

3. Automatic Mask Creation
MIAS and DDSM mammogram datasets do not provide masks. 

Hence, the automatic procedure based on [20] was applied.

D. Filters for Processing Fundus Images
In both infant and adult fundus images, it may not be possible to 

distinguish attributes of the retina, such as the presence of vessels. It 
could cause a misdiagnosis by a medical specialist. In [20], this problem 
is indicated: childhood retinal images present difficulty recognizing 
retinal elements because they are low in contrast and brightness, have 
small, curved lines, and present noise. Thus, the authors propose to 
apply some filters in sequence: contrast, brightness, gamma correction, 
and CLAHE.

A general image processing operator is a transformation that takes 
an input I image and computes an output image G. If the image is 
color, for example, in the red, green, and blue (RGB) color space, the 
image is usually split into its channels. After applying the filter to each 
channel, the image can be reconstructed into a color image from its 
modified channels [27].

The brightness and contrast transformation of one channel at a 
time can be expressed as in (8):

 (8)

The c and b parameters represent the contrast and brightness 
values that will modify the image, respectively; I(x) describes the 
intensity image in a pixel x; and h denotes the particular red, green, 
or blue channel.

Then, a reverse gamma correction filter [27] is applied. This filter 
removes the non-linear schema of the input image that has been 
acquired with a digital camera and provides a brighter image using a 
correction value greater than one. The reverse gamma correction filter 
is mathematically expressed in (9), where γ is the gamma correction 
parameter. The gamma transformation is applied to each color image 
channel. The modified channels are combined, and an image in the 
same color space as the original image I(x) is obtained. 
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 (9)

The last filter of the sequence proposed by the authors is the 
CLAHE [28]. This filter is applied to the L channel of the CIELab 
color space. The implemented function to process this filter is shown 
in expression (10), where k and cl represent the variables kernel size 
and transformation limit, respectively, and L denotes the luminance 
channel in the corresponding color space.

 (10)

E. Filters for Processing Mammogram Images
Mammography images are pre-processed with filters CLAHE y Fast 

Local Laplacian (FLL) in [29]. The CLAHE filter is used to improve 
mammography contrast, and FLL is employed to reduce noise and 
smooth the image. The mathematical representation of CLAHE was 
given in expression (10). The FLL filter is represented mathematically 
in (11), where 𝑢 and 𝑣 are the coordinates over the 𝑥 and 𝑦 axis, 
respectively, and σ is the standard deviation.

 (11)

IV. Results

This section begins by analyzing the parameters of each metric and 
observing how they affect the calculation of the image improvement. 
Then, the quantitative enhancement of every dataset through each 
metric is assessed.

A. Analysis of EME Variables
The calculation of EME is based on the size of the block (L). It 

determines the partial area used to calculate each sum given in (1). 
EME has been computed for the five datasets shown in the previous 
section, setting L values from 5 to 19. The analysis of L values is 
supported by analyzing the plot of the five datasets. As illustrative 
examples, Fig. 3 and Fig. 4 display the behavior of L in the datasets 
DRIVE and MIAS, respectively. According to the behavioral analysis of 
the metric, it has been observed that, with low values of L, the metric 
reports a low weight as well, which indicates a minor improvement. 
In contrast, high L values increase the value of the metric. Based on 
that, and to obtain significant values showing an improvement in the 
image, a value of L equal to 19 was selected.
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Fig.  4. Computation of EME metric using MIAS dataset, and varying the block size L. The line color represents a different L value, L = {3, 7, 9, 11, 13, 15, 17, 19, 
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Fig.  3. Computation of EME metric using DRIVE dataset, and varying the block size L. The line color represents a different L value, L = {3, 7, 9, 11, 13, 15, 17, 19, 
21, 23, 15, 27, 29, 31, 33, 35} from bottom to top.
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B. Analysis of EMEE Variables
As mentioned above, the EMEE metric has two variables that will 

influence the calculation: the entropy effect (α) and the block size (L). 
The behavior of α between 0.1 and 0.9 is analyzed. L is set to the value 
of 19, as commented in the previous section.

The influence of the variable α for each dataset was analyzed 
by calculating and plotting EMEE for each dataset. As illustrative 
examples, Fig. 5 and Fig. 6 show the EMEE metric using both DRIVE 
of fundus and MIAS of mammograms datasets, respectively. These 
plots show EMEE as function of α. The EMEE calculation obtained 
significant values when alpha was set equal to 0.7, 0.8, and 0.9. Taking 
a middle point alfa has been chosen equal to 0.8. This value will be 
used for the calculation of the EMME metric.

C. Evaluation of the Improvement on the Fundus Datasets
Images from DRIVE, ROPFI, and HRF POOR-QUALITY datasets 

were improved using the enhancement method proposed in [20], and 
detailed in Subsection III.D. An important point is to use a mask for 
delimiting the region of interest (ROI). The mask is a binary image 
with values 0 and 255, where the pixels with an intensity value equal 
to 255 constitute the ROI. The discarded part of the image is in black.

Fig. 7, Fig. 8, and Fig. 9 show an image example of DRIVE, ROPFI, 
and HRF POOR-QUALITY, respectively, that have been preprocessed. 
Original, original in grayscale, mask, and enhanced images are 
included. The complete datasets were enhanced with the corresponding 
algorithm, and subsequently images were evaluated with each metric.

Considering that (6) represents CII as the ratio between the 
improved image and the original image. Similarly, the ratio of the 
rest of the measures has been computed. These improvement rates on 
average for the DRIVE, ROPFI, and HRF POOR-QUALITY datasets are 
shown in Table I. 

TABLE I. Performance of the Fundus Images Enhancement. The 
Parameters Used Were L = 19, and α = 0.8. Average of Enhancement 

(AE) Rate. Average of Enhancement Percentage (AEP)

Dataset Performance CII EME EMEE Entropy

DRIVE
AE Rate 1.18 1.55 2.37 1.02
AEP (%) 18.11 55.42 137.47 1.95

ROPFI
AE Rate 1.03 1.75 1.34 1.09
AEP (%) 3.59 75.32 34.40 8.98

HRF 
POOR-Q

AE Rate 1.4195 1.66 2.86 1.02
AEP (%) 41.95 66.45 186.40 1.95

50

60

70

80

90

100

40

30

EM
EE

20

10

0
0 10 3020

MIAS images
40 50 60 70 80 10090

α=0.1

α=0.2

α=0.3

α=0.1

α=0.5

α=0.6

α=0.7

α=0.8

α=0.9

Fig.  6. Computation of EMEE using MIAS dataset, varying α from 0.1 to 0.9 and keeping block size L=19. The line color represents a different α value, α = {0.1, 
0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.9} from bottom to top.

50

60

40

30

EM
EE

20

10

0
0 5 10

DRIVE images
15 20 25 30 35 40

α=0.1

α=0.2

α=0.3

α=0.1

α=0.5

α=0.6

α=0.7

α=0.8

α=0.9

Fig.  5. Computation of EMEE using DRIVE dataset, varying α from 0.1 to 0.9 and keeping block size L=19. The line color represents a different α value, α = {0.1, 
0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.9} from bottom to top.



Regular Issue

- 123 -

The average improvement in the DRIVE dataset has been 137%, 
55%, 18%, and 2%, applying EMEE, EME, CII, and entropy, respectively. 
Looking at the report of each metric and considering the averages in 
Table I, it is possible to conclude that the metrics that achieve the best 
quantitative distinction are EMEE and EME.

The ROPFI dataset’s average improvement percentages reported 
by EME, EMEE, entropy, and CII have achieved 75%, 64%, 9%, and 4%, 
respectively. Looking at the report of each metric in Table 1, the metrics 
that achieve the best quantitative distinction are EME and EMEE.

Concerning the HRF POOR-QUALITY dataset, the improvement 
percentages on average of 186% and 66% of EME, EMEE, respectively, 
have achieved the best quantitative distinction. 

D. Evaluation of the Improvement on the Mammogram Datasets
As previously mentioned, the MIAS and the DDSM datasets are 

mammography images. Using the preprocessing method proposed in 
[27], these sets were improved and commented in Subsection III.E. 

Analogously to the evaluation of the fundus images, original 
and mask images are employed. Each mammography has been pre-
processed, and the contrast measurement has been calculated in both 
the original and preprocessed images. The contrast measurement is 
only computed for the region of interest using the mask image. The 
contrast measurement on average for the original and improved 
images has been calculated, and, finally, the improvement ratio has 
been obtained. The rate and percentage enhancement on average are 
stated in Table II.

TABLE  II. Enhancement Performance of Mammography Datasets. The 
Parameters Used Were L = 19, and α = 0.8. Average of Enhancement 

(AE) Rate. Average of Enhancement Percentage (AEP)

Dataset Performance CII EME EMEE Entropy

MIAS
AE Rate 4.96 2.70 4.53 1.06

AEP (%) 396.55 170.11 353.39 6.05

DDSM
AE Rate 2.30 1.57 1.82 1.04

AEP (%) 129.92 56.97 82.04 4.16

A pair of improved images of the MIAS and DDSM datasets are 
presented in Fig. 10 and 11, respectively. These figures incorporate 
original in color, original in grayscale, mask, and preprocessed, 
respectively.

In the case of the MIAS dataset, CII and EMME indicated the 
highest enhancement values, 396% and 353% on average, respectively. 
EME also presents a high average value with respect to the Entropy 
average, 160%, and 2%, respectively.

With respect to the DDSM dataset, CII is the most significant 
value, which reported 129% on enhancement average.  EMEE, EME, 
and entropy registered 66%, 57%, and 4% on enhancement average, 
respectively. Thus, EMEE is close to the EME value, and both are quite 
large with respect to the Entropy.

(a) (b) (c) (d)

Fig.  7. First image of the DRIVE dataset. (a) original image, (b) original in grayscale, (c) mask, (d) enhanced image.

(a) (b) (c) (d)

Fig.  8. First image of the ROPFI dataset. (a) original image, (b) original in grayscale, (c) mask, (d) enhanced image.

(a) (b) (c) (d)

Fig.  9. First image of the HRF POOR-QUALITY dataset. (a) original image, (b) original in grayscale, (c) mask, (d) enhanced image.
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(a) (b) (c)

Fig.  10. First image of the MIAS dataset. (a) original image, (b) mask, (c) 
enhanced image.

(a) (b) (c)

Fig.  11. First image of the DDSM dataset. (a) original image, (b) mask, (c) 
enhanced image.

V. Discussion

In a computer vision system, contrast and brightness enhancement of 
images is part of the first phase named preprocessing, and it is essential 
for the following phases. This research deals with fundus images of 
the retina and mammograms, including healthy and pathological 
cases. The improvement algorithms could be assessed through experts’ 
criteria and quantitative validation.  Expert criteria agreement may 
require the analysis of several experts and could be subjective. 

In the literature review, it has been commented that it is not 
common in artificial vision systems to report the image improvement 
quality using quantitative metrics. It seems that scientists rely on 
visual perception or on trial and error. On the other hand, there have 
been a few works that have been considered quantitative aspects, as 
discussed in previous sections.

Subsequent phases of the computer vision system may receive 
an image with a non-satisfactory enhancement, and brightness and 
contrast alteration may need to be performed again. Consequently, 
appropriate quantitative measures are quite valuable.

In this research, medical images of retina fundus and mammograms 
have been selected to study and quantify contrast measurements. 
These two types of pathological images are of broad interest to 
physicians and informatics specialists. Because fundus images usually 
are colored, and mammograms are grayscale, these datasets permit to 
evaluate the proposed measures in both colored and grayscale images. 
Regarding the similarities, it can be observed that both types examine 
anatomical parts of the human body, and that the background is a 
large portion of the image (so that binary masks are used to delimit 
the area of interest). Because of these common characteristics, it was 
possible to examine both datasets using similar scripts.

Previous works agree that a high metric value represents a better 
distinction of the parts of interest versus the background [2], [6], 
[12]. However, the parameter’s values were not reported. Due to this, 
the first effort of this work has been to establish the most suitable 
parameters of each metric through mathematical analysis and 
experimentation. Those most suitable parameters have been identified 
as the block size (L = 19), and the entropy emphasis, (α = 0.8), as 
treated in the Results Section.

In our case studies, in mammograms, CII and EMEE reported the 
highest contrast enhancement rates of up to 396% and 353%, respectively, 
and EME of up to 170%; and, regarding retinal datasets, EMEE, CII, 
and EME metrics reported enhancements of up to 186%, 75%, and 
41%, respectively. Entropy is the measure with the smallest margin of 
distinction in both fundus and mammography images. However, there 
is a high improvement ratio in the case of mammograms compared to 
fundus images. The improvement percentage of the entropy metric 
ranges from 2% to 8%. Accordingly, it can be recommended using the 
EMEE, EME and CII metrics to quantitatively validate the contrast and 
brightness improvement of medical images.

An analysis of the behavior of the measurement as a function 
of parameters L and α was carried out. This being so, the chosen 
parameters allow differentiating better the image improvement. The 
values of each parameter have been studied and reported precisely, 
with the intention that researchers who need to use those metrics 
know the most convenient parameters.

In Section I, it was commented that the image enhancement 
algorithm influences and improves, in most cases, the performance 
of the artificial vision system. We have presented how the metrics can 
achieve more significant improvements in certain types of images. 
Therefore, for images similar to the cases studied in the paper, the 
preprocessing and metric values presented could be applied. For other, 
quite different images, the analysis and guidelines presented in the 
paper can be adapted to perform the analysis and parameter selection.  

The scope of this work has been to study evaluation metrics of 
image enhancement algorithms. Also, this work has been considered 
mammography and fundus images. In order to include various types 
of healthy and pathological images, three different fundus datasets 
and two different mammography datasets were included. 

This research work could be most valuable for researchers that 
develop computer vision applications, in order to evaluate the quality 
of their preprocessed images and improve the applicability of their 
techniques. 

Since the amount and variety of datasets have not been extensive, 
the main future works are to extend this research by evaluating other 
sets of related medical images, reproduce a complete computer vision 
method, and report the relation between quantitative enhancement 
and the computer vision system performance.

VI. Conclusion

The review of related works indicated that the image pre-
processing phase affects the results achieved by subsequent steps of 
an artificial vision system. As reported, the correct preprocessing of 
the input images accomplished that deep neural network techniques 
could improve up to 4% their accuracy. Thus, the consideration of this 
early quantitative assessment of image quality could be incorporated 
into the design of machine vision systems in the medical imaging field. 

The need to quantitatively validate the enhancement of medical 
images in the first phase (or preprocessing) of a computer vision 
system was a main motivation of this research work. And, as discussed 
in the paper, metrics EMEE, EME and CII are valuable for measuring 
the enhancement of the studied medical images. 
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To apply these metrics in new datasets, an analysis of the metrics 
parameters following the approach of this paper is recommended. An 
important consideration is that the region of interest of images should 
be satisfactorily delimited. 

In future work, it is planned to initiate a collaboration with 
additional clinical specialists to gather their opinions and suggestions 
about the preprocessing phase, so that they could be taken into 
account in future developments.
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Abstract

A clustering validation index (CVI) is employed to evaluate an algorithm’s clustering results. Generally, CVI 
statistics can be split into three classes, namely internal, external, and relative cluster validations. Most of the 
existing internal CVIs were designed based on compactness (CM) and separation (SM). The distance between 
cluster centers is calculated by SM, whereas the CM measures the variance of the cluster. However, the SM 
between groups is not always captured accurately in highly overlapping classes. In this article, we devise a 
novel internal CVI that can be regarded as a complementary measure to the landscape of available internal 
CVIs. Initially, a database’s clusters are modeled as a non-parametric density function estimated using kernel 
density estimation. Then the S-divergence (SD) and S-distance are introduced for measuring the SM and the 
CM, respectively. The SD is defined based on the concept of Hermitian positive definite matrices applied to 
density functions. The proposed internal CVI (PM) is the ratio of CM to SM. The PM outperforms the legacy 
measures presented in the literature on both superficial and realistic databases in various scenarios, according 
to empirical results from four popular clustering algorithms, including fuzzy k-means, spectral clustering, 
density peak clustering, and density-based spatial clustering applied to noisy data.
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I. Introduction

Clustering is an unsupervised methodology for analyzing a set of 
data objects by dividing them into subsets such that each group 

contains similar objects while dissimilar ones end up in different 
groups [1]–[5]. Thus, the objective of clustering is to mine the data to 
explore multi-dimensional obscure patterns and hidden structures in 
the data. Nowadays, clustering has received a great deal of attention 
among the community of researchers in the area of pattern recognition 
by the virtue of remarkable academic and commercial applications 
spanning over a wide range which includes identifying fake news 
[6], spam filtering [7], market segmentation [8], [9], classifying 
network traffic [10], detecting fraudulent or criminal activity [11], 
[12], cybersecurity [13], document analysis [14], drug discovery [15], 
information retrieval [16], and many more [17]–[22].

A fundamental question in clustering is how to assess the 
“goodness” of the resulting clusters. The answer to this question is not 
obvious as it is difficult to devise criteria that determine the optimal 
partitioning of the data objects into clusters. Obtaining insights about 
the goodness of clusters using some visualization tools is not a feasible 
solution when the number of dimensions increases, as human eyes 
are not accustomed to higher-dimensional spaces. The process of 
assessing the performance of the clustering algorithm is referred to 
as cluster validation. According to the clustering validation procedure, 
the outcome of the clustering phase is validated quantitatively 
by a Clustering Validation Index (CVI). A CVI can be considered a 
function that, for a given clustering scheme and database, produces 
some value that represents the quality of the clustering scheme [23], 
[24]. In other words, a CVI provides some insight into the quality of 
grouping. Internal, external, and relative are the three main categories 
of CVIs. Internal CVIs rely only on the internal information of a given 
database. Unlike internal CVIs, external CVIs assess the “goodness” of 
a clustering structure based on provided class labels as external inputs 
[25]–[28]. On the other hand, relative CVIs evaluate the clustering 
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results by changing the number of clusters. We mainly concentrate 
on internal CVIs in this work. The most intuitive notions for defining 
“good clustering” are cohesion/compactness (CM) and separation 
(SM). In simple words, when data objects in a cluster are in the vicinity 
of each other, the cluster is called a compact cluster. On the other hand, 
when neighboring clusters are possibly quite far from each other, then 
these clusters are easily identifiable and well separated. In other words, 
SM measures the distance between the centers of two clusters, whereas 
CM measures the variance within a cluster. Generally, geometric 
distance is used to compute SM. However, geometric distance can not 
always represent the SM efficiently, especially when two clusters are 
highly overlapping. Let us consider an example where three clusters, 
namely Cm, Cn, and Cp, are well separated (see Fig. 1(a)). As clusters 
are well separated, geometric distance can efficiently capture the 
dissimilarity between clusters. We may assume another scenario (see 
Fig. 1(b)), where clusters Cm, Cn, and Cp, are overlapping. In this case, 
the geometric distance between the centers of Cm and Cn is the same 
as the geometric distance between the centers of Cm and Cp. Thus, the 
dissimilarity between clusters can not be captured accurately using 
geometric distance. In [29], Cui et al. assumed that the data of a cluster 
were obtained from multivariate Gaussian distributions, and Jeffrey 
divergence (JD) was considered, as a distance measure for computing 
SM between clusters. The JD is not a valid distance measure because 
it does not abide by the metric property of triangle inequality [30]. 
In addition, the JD is not appropriate, while clusters are almost 
identical. Alternatively stated, a small change in clusters cannot be 
captured by JD. It encourages us to delve further in this direction by 
proposing an internal CVI based on the notion of S-divergence (SD), 
which can catch tiny variations in clusters since the cone is formed 
by the Hermitian positive definite matrices (HPDM). In addition, it 
fulfills all the properties of the distance metric [31]. Four well-known 
clustering techniques are employed to evaluate the performance of 
the proposed CVI on ten real-world and artificial databases. However, 
each cluster is modeled as a random variable using a non-parametric 
probability density function named kernel density estimation (KDE) 

before the use of the proposed internal CVI. Among ten databases, 
some are well separated, a few are slightly overlapping, and the rest 
are highly overlapping. Moreover, noise is added in some databases to 
validate the efficacy of the proposed CVI. A comparative analysis is 
also performed to show the competitiveness of the proposed internal 
CVI in comparison with other CVIs.

The remaining article is structured as follows. After the 
introduction, in Section II, we examine several well-known internal 
CVIs. The proposed internal CVI is discussed further in Section III. 
Section IV provides the results of the experiments. At last, Section V 
concludes the work. 

II. Related Works

A summary of some of the most popular internal CVIs is presented 
in this section. The CM reflects the average closeness or similarity 
of data points in all clusters. A value approaching 0 indicates good 
clustering [32]. The SM portrays the degree of separation between 
clusters [32]. A higher value of SM signifies better clustering. It is 
worth mentioning that other indexes, for example, root mean square 
standard deviation index (RMSSTDI) [33], root squared index (RSI) 
[33], and modified Hubert validity index (MHI) [34] perform on a 
different principle. Indeed, the RMSSTDI quantifies the homogeneity 
of the resultant clusters by calculating the square root of the aggregated 
variance of all the data objects. RSI determines the magnitude of 
difference between clusters using the ratio of the addition of the 
squares between-clusters to the total summation of the squares in the 
database. RMSSTDI, RSI, and MHI evaluate the difference between-
clusters by calculating the disagreements of groups of data objects in 
two parts. Furthermore, these indexes do not consider both CM and 
SM to validate the formed clusters. The Calinski-Harabasz index (CHI) 
computes the ratio of the sum of the average of between-clusters 
and of intra-cluster dispersion for all clusters [35]. A greater value 
of CHI demonstrates better partitions. CHI is usually fast to compute. 
Moreover, it is suitable for convex and well-separated clusters. On 
the other hand, it produces a low value for non-convex clusters. The 
Dunn validity index (DVI) calculates the SM of clusters over the CM of 
clusters [36]. Thus, a larger value of DVI suggests well-separated and 
compact clusters. However, the complexity of the DVI increases with 
the increase in the number of clusters, k. The Davies-Bouldin index 
(DBI) computes cluster overlapping using the ratio of the sum of intra-
cluster spread to between-cluster distance [37]. A value adjacent to 
0 illustrates better partitions. It computes the inherent attributes and 
quantities of a database. Moreover, it is limited to Euclidean space. The 
JD-based validity index (JI) is a ratio of CM to JD-based SM, [38]. JD 
determines the similarity between two probability distributions and 
is suitable for slightly-overlapping clusters. Thus, a value close to 0 is 
a sign of better partitions. However, JD falls short when the clusters 
are highly overlapping. The silhouette index (SI) measures how alike 
a data object is to its own cluster/cohesion/CM against other clusters/
SM [39]. A value near 1 signifies that the data object is well-suited 
to its cluster and does not match enough to neighboring clusters. A 
clustering configuration is appropriate when most data objects have a 
high value. SI is higher for well-separated and dense clusters. However, 
it is not suitable for non-convex clusters. Moreover, the computational 
complexity, O(n2d log(n)), is high. I validity index (IVI) computes the 
CM and the SM using the maximum distance among data objects and 
centers of clusters [40]. Furthermore, the optimal number of clusters 
is calculated by maximizing the value of IVI. The Xie-Beni index (XBI) 
is defined using CM as the mean square distance among data objects 
and their cluster centers and the SM as the minimum square distance 
between the centers of clusters [41]. Optimal clusters exhibit a 
minimum value of XBI. The value of XBI reduces monotonically as the 
value of k increases. Furthermore, Bouguessa et al. [42] and Arbelaitz 

Cm-cluster Cn-cluster Cp-cluster

Cm-cluster Cn-cluster Cp-cluster

(a) An instance of well separated clusters

(b) An instance of overlapped clusters

Fig. 1. Distribution of three clusters.
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et al. [43] also worked to introduce indices based on Dunn variations 
and cohesion, which act well with noisy and overlapped clusters. 
Table I reports the definition, range, optimum value, and complexity 
of each of the above-discussed internal CVIs.

III. Proposed CVI

In this section, we examine and present some of the imperative 
properties of SD and propose a new internal CVI measure.

A. S-Divergence and Its Properties
Definition 1. SD presents a metric on the set of matrices Aτ of size τ × 
τ [31]. The set Aτ is a convex cone, on which SD is defined using Eq. 1.

 (1)

where det(.) denotes the determinant operation. DS is a metric 
on the positive definite matrices (PDM) Aτ. Let ϕτ be a one-to-one 
function from . Now examine a vector  
to generate PDM from a vector t. SD is a divergence function on 
the cone of HPDM. A convex cone structure on the set of HPDM 
enables “geometric optimization”, which enables us to resolve certain 
problems that may be non-convex in Euclidean space but convex in 
manifold space, or, offers efficient optimization. Thus, the divergence 
function on the cone of hpd matrices has empirical and computational 
advantages in many applications [44].

At this juncture, we shall demonstrate that the SD meets all the 
necessary characteristics for becoming a distance metric, which are 
given below:

Proposition 1. Non-negativity : 
Proof. The modified version of Eq. 1 is given below:

 (2)

 (3)

where  because determinant of the PDM is always 
positive and numerator will be greater thanequal to denominator. 

□

Proposition 2. Equality : 
Proof. From proposition 1, we can write

TABLE I. A Review of Some of the Popular Internal CVIs

S. No. Internal CVI Notation Expression Range Optimal value Complexity

1
Root mean square standard 
deviation index

RMSSTDI [0, +∞] elbow O (nd)

2 Root squared index RSI [0, 1] elbow O (nd)

3
Modified Hubert validity 
index

MHI [0, +∞] elbow O (n2d)

4 Compactness measure CM [0, +∞] Min O (nd)

5 Separation measure SM [0, +∞] Max O (k2d)

6 Calinski-Harabasz index CHI [0, +∞] Max O (nd)

7 Dunn validity index DVI [0, +∞] Max O (n2d log(n))

8 Davies-Bouldin index DBI [0, +∞] Min O (n2d log(n))

9
Jeffrey-divergence based 
validity index

JI [0, +∞] Min O (nd)

10 Silhouette index SI [-1, 1] Max O (n2d log(n))

11 I validity index IVI [0, +∞] Max O (n2d log(n))

12 Xie-Beni index XBI [0, +∞] Min O (n2d log(n))

DB: Dataset, n: number of data objects in DB, v : center of DB, d: number of attributes, c: data objects of DB, k: number of clusters, Ci: i
th cluster, cj

 : jth member 
of ith cluster, vi: center of ith cluster, var(Ci): variance vector of Ci, dist ( ): distance function.
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Now, if t and u are equal then u can be replaced by t in the above 
expression and the modified expression is

Please note that we used the property that the determinant of the 
power of a matrix is equal to the determinant raised to that power, 
meaning in our case:

□

Proposition 3. Symmetry :

Proof. The SD amid t and u is denoted as follows:

 [as already noted in proposition 
1] = 

It implies SD also abides the symmetric metric property.

□

Proposition 4. Triangle Inequality: Suppose t, u, and z be three vectors. 
Then this proposition states, the sum of the lengths of any two sides viz., 
DS (ϕτ (t), ϕτ (u)) and DS (ϕτ (u), ϕτ (z)) of a triangle is greater than or 
equal to the length of the third side DS (ϕτ (t), ϕτ (z)). Arithmetically,  
DS (ϕτ (t), ϕτ (z)) ≤ DS (ϕτ (t), ϕτ (u)) + DS (ϕτ (u), ϕτ (z)).

Proof. Let t, u, and z be three vectors. Then ϕτ (t), ϕτ (u), ϕτ (z) > 0 and 
diagonal matrices.

Thus ,

, and

□

Hence, it is showed that the SD is a metric.

B. Cluster Density Estimation
In this study, each cluster is modeled using a random variable 

characterized by a probability distribution. In practice, the underlying 
probability distribution of a random variable is not known in advance. 
Alternatively, the probability distribution of a random variable is 
estimated from the data objects or samples of a cluster. Therefore, each 
random variable is associated with a set of samples. We assume that 
samples are finite, independent, and identically distributed. Here, we 
adopt the well-known non-parametric probability estimation technique 
KDE to estimate the underlying distribution of the observations.

Let M be a random variable characterizing cluster Cm, where each 
sample, x, is of d−dimensions. Then, the kernel function is obtained by 
multiplying the d number of Gaussian functions with bandwidth,  , 
where 1 ≤ l ≤ d and d ≥ 2. Equation 4 is applied to estimate M [1], [2].

 (4)

where x ∈ 𝒟, every cluster is defined in the same domain 𝒟 and 
we also assume that the 𝒟 is a bounded range of values and cj is a jth 
member of ith cluster or cj ∈ Ci.  is the bandwidth of the lth feature 
and it controls the smoothing of the Gaussian kernel function. The 
Sliverman approximation rule (Eq. 5) is considered to estimate .

 (5)

where σl denotes the standard deviation of Cm for the lth feature.

C. S-Divergence Between Two Clusters
The SD between two clusters is stated as follows:

Definition 2. Let Cm and Cn be two clusters. The M and N are the two 
probability mass functions (PMFs) of Cm and Cn respectively as defined 
in Eq. 4 with finite or countably infinite values in a discrete domain, 𝒟. 
The SD between Cm and Cn is computed by Eq. 6.

 (6)

where we assume that M has Cm samples M = {𝑥1, 𝑥2, ..., 𝑥|Cm|} and 
PMF of every uncertain object is converted into diagonal matrix using 
ϕ|Cm|( ) function as follows: 

ϕ|Cm|(M) = 

and ϕ|Cm|(N) =  . 

Sometimes, it is needed to smooth a PMF of a data object thus the 
probability values become non-negative in a domain since SD consists 
of a logarithmic function as shown in Eq. 6. Thus, Eq. 7 is employed 
for normalizing [1].

 (7)

where β is a constant and the value of β lies between an interval [0, 
1]. The |𝒟| signifies the number of possible values in 𝒟. Furthermore, 
the sum of integral of N'(𝑥) over the entire 𝒟 is 1. Equation 8 is utilized 
to estimate error in smoothing.

 (8)

The value of β is assigned to 0.001 in this work. The ϕ|Cm| function 
is used to convert probability distributions to HPDM. The HPDM 
are manifolds, which are similar to non-positive curvature [31]. The 
HPDM cone does not come with a natural similarity function for a 
data object, although, it has computational and empirical advantages. 
Now, Eq. 6 is further simplified as follows:

Finally, the SD between M and N is expressed as follows:
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D. The Proposed Internal CVI
The proposed internal CVI (PM) is based on CM and SM. So, the 

values of CM and SM need to be computed before calculating PM. The 
CM indicates the closeness or similarity of data objects in a cluster. 
Moreover, it is an average CM of all k clusters. The CM of every 
cluster, Ci, is calculated by Eq. 9. It is an average of aggregated squared 
S-distance (SD) of a cluster data object cj to its center vi.

 (9)

where DSD is the SD, which can be defined mathematically using 
Eq. 10.

Definition 3. define DSD:  as

 (10)

Equation 10 shows a point-to-point distance measure labeled as 
the SD that is motivated by the SD. It is defined in the open cone of 
PDM. Moreover, Eq. 10 shows that if two data objects with the same 
Euclidean distance are close to the origin, then data objects will have a 
larger SD compared to when they are far from the origin. This property 
can be applied to find the properties of clusters with varying sizes and 
densities. Furthermore, SD is neither an f-divergence nor a Bregman 
divergence and is invariant under the Hadamard product [45].

The CM ranges from 0 to ∞, where a low value is appropriate 
for a clustering configuration. The SM determines the magnitude of 
separation between clusters. The SD-based SM is calculated in this 
study by Eq. 11.

 (11)

where Mi and Mj are the PMFs of clusters Ci and Cj respectively. 
The SM lies in the interval [0, ∞), where a high value implies good 
clustering. The PM is a ratio of the CM to the proposed SM, and it is 
estimated using Eq. 12.

 (12)

Good clustering is characterized by a low CM and a high SM of 
clusters. Therefore, a smaller value of PM is suitable for a clustering 
configuration. Sometimes, it is required to normalize the SM, and thus 
its value becomes non-zero in a domain since the zero value of SM will 
make an undefined value of the proposed index, PM, as shown in Eq. 
12. Hence, Eq. 11 is further normalized.

 (13)

where δ is a constant and the value of δ → 0, further estimated error 
in normalization is  which is less significant in the possible range 
of SM. Normalized SM will be used throughout the paper to avoid an 
undefined value.

E. Complexity Analysis
The complexity associated with CM and SM is O(nd) and O(k2dE) 

respectively, where E is the number of steps to estimate the SD between 
two clusters. The complexity of PM is represented by O (nd + k2dE) 
since n ≥ d and n ≥ k is considered in this study. Thus the complexity 
of the proposed CVI is linear.

IV. Experimental Results and Discussion

A laptop Intel(R) Core(TM) i7-2620M CPU@2.70GHz and 4-GB 
RAM running on Windows 10 having a 64-bits Python 3.6.5 compiler 
are considered for this study. All the work is carried out in Spyder 
3.2.8’s Python development environment.

A. Description of Databases
A total of 10 databases of two classes, namely synthetic and real-

world are considered in this work to prove the effectiveness of the 
PM over some of the most popular existing internal CVIs. Synthetic 
databases: Three databases, namely Blobs, Varied Distributed data, 
and Anisotropically Distributed Data, are created in this study. The 
title of the databases, the total number of data objects in each database, 
the total number of features in each data object, and the number of 
clusters are noted in Table II. The Blobs database is produced by an 
isotropic Gaussian function with three classes having 1500 data objects 
or samples and two features. The varied distributed data is produced 
with varied variance in the data and has 1500 samples with 3 classes in 
2D space, whereas Anisotropicly distributed database is generated by 
transforming the data, which is Anisotropically distributed or aligned 
on a specific axis. This database also has 1500 samples, three classes, 
and two features. UCI and Kaggle repository databases: Seven 
popular realistic databases, viz., Digits, Iris, Wine, Avila, Shuttle, Breast 
Cancer, and Letter Recognition, are adopted from the UCI repository 
[46], [47]. The short description of each of these UCI databases is also 
reported in Table II. All the databases are renamed as DBi, where i 
varies from 1 to 10.

TABLE II. Datasets Characteristics

S. No. Datasets No of data 
objects

No of 
features Clusters

1 Varied distributed data (DB1) 1500 2 3

2
Anisotropicly distributed data 

(DB2)
1500 2 3

3 Blobs (DB3) 1500 2 3

4 Breast cancer database (DB4) 569 30 2

5 Iris database (DB5) 150 4 3

6 Wine database (DB6) 178 13 3

7 Avila database (DB7) 10430 10 12

8 Digits database (DB8) 1797 64 10

9
Letter recognition database 

(DB9)
20000 16 26

10 Shuttle database (DB10) 43500 9 7

B. Results and Comparison
A couple of experiments are conducted to prove the effectiveness 

of PM over some of the existing internal CVIs in different scenarios, 
which are as follows:

1. The Impact of Monotonicity
The first experiment aims to study the monotonicity behavior of 

three internal CVIs, namely RMSSTDI, RSI, and MHI. Three synthetic 
databases, namely DB1, DB2, and DB3 are considered, where clusters 
are well-separated. Fig. 2 (a), (c), and (e) plot the datasets DB1, DB2, 
and DB3 along the x and y axes on a 2D plane, respectively. Here, fuzzy 
k-means (FKM) is applied to the three databases mentioned above, 
and the values of RMSSTDI, RSI, and MHI are computed, which are 
labeled as FKM-RMSSTDI, FKM-RSI, and FKM-MHI, respectively. Fig.  
2 (b), (d), and (f) show the values of FKM-RMSSTDI, FKM-RSI, and 
FKM-MHI, respectively, that are obtained by varying the number of 
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clusters, k, from 2 to 29 as inputs because the datasets discussed in 
Table II have an actual number of clusters in the range of 2 to 26. The 
other information on the results is not pertinent to this experiment. 
The vertical axis of curves or graphs in Fig. 2 is scaled for better 
visualization or analysis. When the value of k increases then value of 
numerator in  will decrease. The value of (n − k) 
is regarded as a constant because k ≪ n. Therefore, RMSSTDI decreases 
with an increase in the k-value in Fig. 2 (b), (d), and (f). Further, RSI 
specifics a ratio of between clusters sum of squares to the total sum 
of squares. Hence, RSI increases as the value of k increases, as shown 
in Fig. 2 (b), (d), and (f). Similarly, MHI increases as the value of k 

increases, according to Fig. 2 (b), (d), and (f), because with an increase 
in k more pairs of distances are calculated. Furthermore, RMSSTDI is 
only based on CM, and RSI and MHI rely only on SM. According to 
the property of monotonicity, the curves of RMSSTDI, RSI, and MHI 
will be either downward or upward. It is quoted that the value of k 
is optimal at the “elbow” point, where a shift in the curve appears. 
Thus, the empirical results in Fig. 2 prove that the RMSSRDI, RSI, and 
MHI monotonically decrease or increase as the number of clusters, 
k, increases in the range from 2 to 29. However, the determination 
of a shift in the curve is rather a tedious and subjective task, thus the 
monotonicity is not discussed in the further sections.

(a) DB1 (b) Analysis of internal CVIs on DB1

(c) DB2 (d) Analysis of internal CVIs on DB2

(e) DB3 (f) Analysis of internal CVIs on DB3
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Fig. 2. DB1, DB2, and DB3 are plotted on the plane, different classes are shown with different colors and result of internal CVIs on database in the right.
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2. The Impact of Well-Separated Clusters
The aim of the 2nd experiment is to determine the optimal value of k 

for the databases, where well-separated clusters are present. The steps 
involved in estimating the optimal value of k for the best partitions 
using internal CVIs are as follows:

• Step 1: Initialize a clustering algorithm before applying it to a 
database.

• Step 2: A set of parameters of the algorithm is fixed in order to 
achieve clustering results.

• Step 3: Calculate the corresponding internal CVIs after clustering.

• Step 4: Select the optimal value of internal CVIs for best partitions.

Here, the values of six internal CVIs viz., SI, CHI, DBI, DVI, JI, and 
PM are computed after applying FKM and spectral clustering (SC) [48] 
on three databases, namely DB1, DB2, and DB3 and results are reported 
in Fig. 3 (a), (b), and (c) respectively. The FKM-SI, FKM-CHI, FKM-DBI, 
FKM-DVI, FKM-JI, and FKM-PM specify the values of SI, CHI, DBI, 
DVI, JI, and PM after executing FKM while SC-SI, SC-CHI, SC-DBI, 
SC-DVI, SC-JI, and SC-PM are employed to represent the values of 
SI, CHI, DBI, DVI, JI, and PM after applying SC. Fig. 3 displays the 
values of FKM-SI, FKM-CHI, FKM-DBI, FKM-DVI, FKM-JI, FKM-PM, 
SC-SI, SC-CHI, SC-DBI, SC-DVI, SC-JI, and SC-PM that are obtained 
by varying the value of k in the range of 2 to 29. The optimal values 
of CVIs labeled by a hexagon marker in Fig. 3 specify either maximum 
or minimum values, which demonstrate the actual values of k in the 
databases. It is clear from Fig. 3 (a) that SC-PM, FKM-PM, FKM-JI, SC-JI, 
SC-DVI, SC-CHI, SC-SI, FKM-CHI, and FKM-SI determine the optimal 
value of k, which is the same as the exact number of clusters in DB1. 
Moreover, the remaining CVIs produce values of k, which are closer to 
the actual number of clusters. It is also observed from Fig. 3 (b) that the 
FKM-PM and FKM-JI compute the optimal number of clusters, which 
are equal to the real number of clusters in DB2. Furthermore, FKM-SI, 
FKM-DBI, SC-SI, SC-DBI, SC-DVI, SC-PM, FKM-JI, and SC-JI are also 
in proximity to the optimal clusters. On the other hand, the remaining 
CVIs are not near-optimal results. Fig. 3 (c) shows the results of DB3 

and that FKM-SI, FKM-CHI, FKM-DBI, FKM-PM, SC-DBI, SC-PM, 
FKM-JI, SC-JI, and SC-CHI achieve the optimal value for the clusters.

3. The Impact of Slightly Overlapped Clusters
The third experiment aims to decide the optimal value of k for 

the databases, namely DB4, DB5, and DB6, where slightly overlapping 
clusters are present. However, principal component analysis is 
adopted in exploratory data analysis by transforming the data to a 
new coordinate system in the case of high-dimensional data and then 
plotting the first two principal components [49], [50]. The first two 
principal components of datasets DB4, DB5, and DB6 are mapped on 
a 2D plane, which are displayed in Fig. 4 (a), (c), and (e), respectively. 
Here, slightly overlapping clusters are denoted by different colors. 

Again, the values of six internal CVIs, viz. SI, CHI, DBI, DVI, JI, and 
PM, are computed after applying FKM and SC on the three databases 
mentioned above, and the outcomes are noted in Fig. 4 (b), (d), and 
(f), respectively. Here, we run the clustering algorithms for different 
values of k in the range of 2 to 29. We can find out the exact values of 
k by considering the optimum values of the curves of the FKM-PM and 
SC-PM in most cases. Moreover, PM always helps to decide the exact 
value of k because of the use of non-linear similarity measures.

4. The Impact of Highly Overlapped Clusters
The focus of the fourth experiment is to estimate the optimal value 

of k for the databases, namely DB7, DB8, DB9, and DB10, where 
clusters are highly significant. The first two principal components of 
datasets DB7, DB8, DB9, and DB10 are mapped on a 2D plane, which 
are displayed in Fig. 5 (a), (c), (e), and (g), respectively. Here, different 
colors are employed to represent clusters. Again, the values of six 
internal CVIs, viz. SI, CHI, DBI, DVI, JI, and PM, are calculated after 
applying FKM and SC on the four databases stated above, and the 
results are displayed in Fig. 5 (b), (d), (f), and (h), respectively. Here, 
both the clustering algorithms execute for different values of k in the 
range of 2 to 29. Focusing on the results, PM determines the optimal k 
for DB7 and DB8. But FKM-DBI, FKM-DVI, SC-SI, and SC-PM compute 
a value close to it. Furthermore, FKM-PM, SC-PM, and SC-DVI find the 
optimal k for DB9, and FKM-DBI and FKM-DVI are not far from them. 
Finally, for DB10, SC-PM and SC-DVI find the optimal k and FKM-DBI, 
FKM-DVI, FKM-PM, SC-DBI, and SC-JI compute a close value.

5. The Impact of Noise
The purpose of the 5th experiment is to determine how robust the 

proposed internal CVI named PM is against noisy features. First, noisy 
facets are included in the three well-separated databases, namely 
DB1, DB2, and DB3. Here, a noisy feature is produced by considering 
uniform random distribution in the limit of the length and size similar 
to features of the original database. The number of features will be 
doubled in a database after adding noisy features. The impact of noisy 
features is then analyzed in this study. Databases are shown in Fig. 6 
(a), (c), and (e). Again, the values of six internal CVIs, viz. SI, CHI, DBI, 
DVI, JI, and PM, are estimated after applying FKM and SC to the three 
noisy databases presented above, and the results are portrayed in Fig. 
6 (b), (d), and (f), respectively. Here, both the clustering algorithms 
execute for different values of k in the range of 2 to 29. It is clear from 
Fig. 6 that DBI and DVI are affected by noise and face difficulty while 
determining the optimum value of k. Further, the curve of CHI is close 
to the optimal number of clusters in the case of a noisy DB2 database. 
On the other hand, the optimum values of SI, JI, and PM are closer to 
the exact values of k.

We can conclude from the five experiments conducted above that 
the proposed internal CVI named PM successfully ascertains the 
optimal number of clusters for most databases. On the other hand, 

(a) Analysis of internal CVIs on DB1 (b) Analysis of internal CVIs on DB2 (c) Analysis of internal CVIs on DB3
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Fig. 3. An analysis of internal CVIs on well-separated databases.
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JI, SI, CHI, DBI, and DVI face difficulty while estimating the exact 
number of clusters due to various degrees of overlapping between 
clusters and noise in the databases.

6. The Comparative Analysis
Finally, the PM is compared with five popular internal CVIs, namely 

SI, CHI, DBI, DVI, and JI, after applying four clustering algorithms, 
viz. FKM, SC, Density-based Spatial Clustering of Applications with 
Noise (DBSCAN), and Density Peak Clustering (DPC) [51] on the ten 
databases mentioned in Section IV A. Here, FKM and SC take the exact 
number of clusters as inputs, whereas DBSCAN and DPC compute 

the number of clusters automatically. The values of six internal CVIs, 
including the PM, are reported in Table III. The mean (µ) and standard 
deviation (σ) obtained by the four clustering algorithms of each CVI 
are also noted in the last column of Table III. The µ and σ of the PM 
are highlighted by bold characters. A smaller value of σ in percentage 
specifies well-separated and compact clusters. In other words, a 
smaller value of σ demonstrates that the clustering configuration 
is appropriate. It is clear from Table III that the PM consistently 
outperforms five considered internal CVIs on ten databases in different 
scenarios presented in Table IV. Therefore, PM can be a great choice 
while evaluating clustering results.

(a) DB4 (b) Analysis of internal CVIs on DB4

(c) DB5 (d) Analysis of internal CVIs on DB5

(e) DB6 (f) Analysis of internal CVIs on DB6
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Fig. 4. In the left first two principal components of the DB4, DB5, and DB6 are plotted on the plane, to display the first and second corresponding vectors of the 
data matrix along the axes, different classes are shown with different colors and result of internal CVIs on database in the right.
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(a) DB7 (b) Analysis of internal CVIs on DB7 

(c) DB8 (d) Analysis of internal CVIs on DB8

(e) DB9 (f) Analysis of internal CVIs on DB9

(e) DB10 (f) Analysis of internal CVIs on DB10
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TABLE III. Comparative Analysis of Internal CVIs Using Clustering Algorithms

Dataset CVI FKM SC DBSCAN DPC μ ± σ %

DB1
SI 0.6468 0.61745 0.57755 0.62765 0.61736 ± 8.79207

CHI 5451.4914 3810.65643 3792.7863 4756.62157 4452.88893 ± 18.04829
DBI 0.56956 0.54442 0.8377 0.61122 0.64073 ± 20.94112
DVI 0.00785 0.01372 0.02252 0.03266 0.01919 ± 56.37716

JI 37.00884 39.56956 45.42931 34.47878 39.12162 ± 11.98999
PM 29.56956 30.33441 34.71643 28.57965 30.80001 ± 4.72936

DB2
SI 0.63551 0.48386 0.40725 0.50914 0.50894 ± 18.63688

CHI 3883.88156 3302.55351 5465.96704 3803.73873 4114.03521 ± 22.78248
DBI 0.49246 0.68642 0.71943 0.71491 0.65331 ± 16.56517
DVI 0.00899 0.0069 0.00897 0.00376 0.00716 ± 34.47394

JI 44.00376 41.71511 57.67286 43.40933 46.70027 ± 15.80087
PM 23.48942 30.68531 28.71825 22.72414 26.40428 ± 14.78514

DB3

SI 0.4863 0.42646 0.33207 0.46153 0.42659 ± 15.85287
CHI 2011.98126 1601.38907 1413.97578 1481.83841 1627.29613 ± 16.46313
DBI 0.73157 0.78999 0.84494 0.82526 0.79794 ± 6.23412
DVI 0.00825 0.01911 0.01358 0.00881 0.01244 ± 40.60672

JI 47.79319 43.01848 49.44894 44.48351 46.18603 ± 6.39381
PM 35.83244 39.79319 40.84494 37.81437 38.57124 ± 5.74615

DB4
SI 0.69726 0.50825 0.509 0.67526 0.59744 ± 17.23188

CHI 1300.20823 1089.92944 1245.56763 1251.53446 1221.80994 ± 8.52372
DBI 0.5044 0.62932 0.60906 0.55185 0.57366 ± 9.87326
DVI 0.01731 0.00726 0.01246 0.02148 0.01463 ± 41.98165

JI 60.5044 68.01731 74.07588 63.92288 66.6 ± 8.76054
PM 43.51121 49.63143 48.60891 41.56075 45.82808 ± 7.46948

DB5
SI 0.55282 0.55432 0.68674 0.68105 0.61873 ± 12.16705

CHI 561.62776 558.05804 502.82156 513.92455 534.10798 ± 8.69226
DBI 0.66197 0.64325 0.37927 0.39431 0.51970 ± 29.59093
DVI 0.09881 0.12181 0.338 0.07651 0.15901± 76.31654

JI 31.65626 32.11279 43.19802 32.38334 34.83760 ± 16.02200
PM 12.6709 14.65626 15.38275 13.40429 14.02855 ± 5.63466

DB6
SI 0.56448 0.57114 0.56067 0.56203 0.56458 ± 6.23471

CHI 552.85171 561.81566 670.62599 708.08668 623.34501 ± 12.48562
DBI 0.53573 0.53424 0.55357 0.54434 0.54197 ± 1.64643
DVI 0.02237 0.01626 0.0374 0.03399 0.02751 ± 35.91714

JI 48.01626 58.53573 51.64375 49.6353 51.95776 ± 8.91017
PM 27.53573 30.53424 31.55357 31.49413 30.27942 ± 0.82341

DB7

SI 0.1937 0.12995 0.1385 0.11951 0.14542 ± 22.77166
CHI 5285.5617 4519.20875 4333.76871 4212.35646 4587.72391± 10.50701
DBI 1.12112 1.29988 1.01121 0.8937 1.08148 ± 15.96829
DVI 0.00182 0.00529 0.00197 0.00194 0.00276 ± 61.38810

JI 24.12043 28.12995 35.10793 27.69293 28.76281 ± 15.97742
PM 8.12138 8.28694 7.57481 6.22372 7.55171 ± 12.39664

DB8

SI 0.1785 0.18289 0.17863 0.18066 ± 9.87675
CHI 169.36261 161.20475 162.1034 171.6 166.07133 ± 3.12864
DBI 1.9 1.88899 1.89937 1.84913 1.89023 ± 1.63817
DVI 0.21933 0.26126 0.17384 0.19023 0.21117 ± 18.15176

JI 42.87789 39.26069 49.92082 41.99865 43.51451 ± 10.43365
PM 15.92192 18.79859 18.90038 15.83872 17.36490 ± 1.34074

DB9
SI 0.1463 0.152 0.14713 0.139 0.14630 ± 6.85984

CHI 142 496 146 7167 1376.25764 ± 6.35297
DBI 1.6855 1.63312 1.64295 1.35005 1.57791 ± 9.73410
DVI 0.04536 0.04307 0.04136 0.04036 0.04254 ± 5.14657

JI 82.65005 96.04536 99.02207 94.98688 93.17609 ± 7.75123
PM 59.6855 66.62 60.63995 56.65005 60.89963 ± 3.57705

DB10
SI 0.97878 0.96967 0.97987 0.58508 0.87835 ± 22.26525

CHI 15723.30982 14946.92039 12879.555 16331.2233 14970.25213 ± 10.05018
DBI 0.34179 0.25082 0.3709 0.44054 0.35101 ± 22.39261
DVI 0.13045 0.24059 0.04701 0.09064 0.12717 ± 65.21501

JI 61.68367 58.31793 64.39526 63.44635 61.96080 ± 4.31864
PM 40.33581 39.25111 43.36991 41.43915 41.09900 ± 4.27706
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TABLE IV. The Overall Review of Some Internal CVIs

Index Well-
separated

Slightly-
separated

Highly-
overlapped Noise

SI G G X A
CHI G G X A
DVI G A X X
DBI A G X A
JI G G A A
PM G G G G

V. Conclusion

Internal CVIs are employed frequently in clustering to measure the 
goodness of the clustering algorithms without taking any external 
inputs. Most of the existing internal CVIs depend on CM and the 
geometric distance-based SM when computing the distance between 
cluster centers. The previous studies showed that such CVIs are not 
capable of producing accurate results, especially when the clusters of 
a database are highly overlapping. As a remedy, we introduce a new 
internal CVI, PM, using a modified CM and an updated SM based on 
the notion of SD. Moreover, SD is defined on the cone of HPDM and is 

(a) Noisy-DB1 (b) Analysis of internal CVIs on Noisy-DB1

(c) Noisy-DB2 (d) Analysis of internal CVIs on Noisy-DB2

(e) Noisy-DB3 (f) Analysis of internal CVIs on Noisy-DB3
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Fig. 6. In the left noisy-databases are plotted on the plane, different classes are shown with different colors and result of internal CVIs on noisy-database in the right.
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shown to have experimental and computational advantages over the 
other approaches in many applications. On the other hand, SD is a 
point-to-point distance measure that is motivated by the definition 
of SD. It is defined in the open cone of PDM. Initially, clusters of a 
database are modeled using density functions by applying a non-
parametric kernel density estimation method. The PM is defined as 
the ratio of the modified CM to the updated SM. A smaller value of 
the PM indicates that the clustering configuration is appropriate. 
Empirical results illustrate that the PM is proficient in determining the 
exact number of clusters and the best partition for several superficial 
and realistic databases, including the database with arbitrary cluster 
shapes. The proposed internal CVI faces difficulty in ascertaining the 
optimal number of clusters when noisy features are included in a few 
databases. In addition, the proposed internal CVI works efficiently for 
databases having only numerical attributes. The latter two aspects 
deserve further study. In future work, SD may be explored to develop 
an external CVI.
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I. Introduction

RECENT applications in different domains are producing a huge 
volume of imprecise or uncertain data. Applications such as RFID 

and sensor networks are reporting frequently imprecise information, 
which is due mainly to measurement errors. In other applications 
such as information extraction from text or web pages, the extraction 
process yields automatically probabilistic results, due to the imprecise 
data source, or ambiguity in natural language text. A most known 
example is NELL [1], the Never Ending Language Learner that learns 
over time by reading the web [2]. It produces a set of facts, each one 
is assigned a probability score representing the confidence of the fact 
extracted. Business analysis, data cleaning, and integration are also 
quite active domains for dealing with uncertain data.

Due to the high importance of dealing with uncertain data, and 
since traditional databases do not have the ability to store and query 
uncertain data, probabilistic databases have emerged to address this 
issue. In probabilistic databases, the tuple may exist with a certain 
probability, or the values of some attributes may be uncertain [3]. We 
refer to both two types of uncertainty as tuple-level uncertainty and 
attribute-level uncertainty. For modeling both types, we use the possible 
worlds semantics [4]. It states that the real database is not known with 
certainty, therefore we introduce a probability distribution on all 
possible instances or worlds of this database.

Among major challenges in relational databases we find the 
following related problems: consistent query evaluation, data repairs, 
data cleaning, and explanation of unexpected query results. Consistent 
query evaluation (CQA) refers to computing meaningful answers to 

queries when dealing with an inconsistent database [5]–[7]. A database 
is considered inconsistent if it does not satisfy a set of specifications 
called integrity constraints. To restore consistency with regard to 
these constraints, different database repairs semantics have been 
proposed. The general idea is based on finding a consistent database 
close to the inconsistent one with a minimal number of repairs, and 
look for answers that are true in all repairs [8]. When we want to deal 
with this inconsistency we can employee diagnostic approaches that 
try to find the root causes for this inconsistency. Thus we face a matter 
of causality. Similarly, in data diagnosis or in data cleaning [9], we 
look generally for a set of causes. However, we face more a question 
of causality when we try to explain unexpected query results. In this 
regard, many approaches have been proposed leading to an interesting 
subject, which is causality query answering. These approaches are 
based mainly on analyzing the query result in the form of the query 
lineage. Lineage is a standard and powerful tool that helps us to track 
every output tuple in the query result to its origins or input tuples.

Although uncertain data representation as well as querying have 
been addressed so widely [4], [10]–[12], low attention has been 
given to query answer explanation comparing to classical databases. 
Kanagal and Deshpande [13] addressed this issue into two dimensions: 
the qualitative dimension, which refers to a classical question, why 
such an output tuple is in the query result, thus they try to identify the 
cause of the answer; the quantitative dimension: why does an output 
tuple have a high probability, thus they try to identify the input tuples’ 
probabilities that significantly contributed to the output probability. 
Measuring such contributions is based on measuring the probability 
difference when altering the probabilities of these input tuples.

In probabilistic databases, depending only on lineage does not 
provide enough explanation, since the context is quantitative and the 
query result usually consists of multiple tuples. In this regard, Re and 
Suciu [14] proposed two approximate lineage techniques, sufficient 
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and polynomial lineages that provide a high compact representation 
of lineage that only takes into account the influencing set of tuples. 
Providing an efficient small lineage through these approximate 
techniques helps to track down any derivations and provides better 
explanations. While this work considers only conjunctive queries, 
Kanagal et al. [13] addressed in addition aggregation and top-k queries. 
One additional difference is that the first one addresses the creation of 
lineage, the later build their algorithms on top of the lineage formula, 
and then try to extract the most influential input tuples. In contrast 
to looking for previous approaches that look for causes, Ceylan et 
al. [15] have investigated the explanation of probabilistic queries 
with the aim of finding the most probable database and the most 
probable hypothesis for a given query. They studied these problems 
with respect to both conjunctive and ontology-mediated queries, and 
the complexity analysis results showed that it could be helpful for 
applications in prediction and diagnosis tasks.

Causality plays an important role in explaining any phenomena. 
Halpern and Pearl have introduced a causality model, which they refer 
to as structural equations [16], [17]. This model of causality has been 
successfully used in many research areas. Based on this definition, 
Halpern and Chokler [18] introduced the definition of responsibility. 
Responsibility extends the concept of all-or-nothing of the actual 
cause X = x for the truth value of a Boolean formula ϕ in (M, u), where 
u refers to a context, and M refers to the causality model. It measures 
the number of changes that have to be made in u in order to make ϕ 
counterfactually depends on X . When we have an uncertainty around 
the context, we face in addition to the question of responsibility the 
question of blame.

In this paper, we employ these definitions: causality, resposnbility 
and blame to provide explanations for query answers in probabilistic 
databases. We take the lineage produced as input, and then try to 
identify the most responsible tuples and the uncertain variables that 
have the most blame for such an outcome. Our work for identifying and 
ranking causes with their degree of responsibility is similar to previous 
works [19], [20] in a way that it tries to identify the most responsible 
tuples for such an outcome. However, we address them in an uncertain 
setting, which leads us to propose an extended version of responsibility, 
which is probabilistic responsibility. The second part of our work 
aims to identify the attributes having the most blame. Although the 
uncertainty in probabilistic databases is mainly associated with 
uncertain attributes, to our knowledge, there has not been an attempt 
before to address the contribution of uncertain attributes.

To clarify the role of such diagnostic information, we use in our 
paper the form of U-relational databases [21] that are based on 
attribute-uncertainty. A U-relational database is featured in many 
probabilistic database management systems such as MayBMS [22]. 
MayBMS is considered one of the most successful probabilistic 
systems, which is built on top of an existing relational database 
management system [23].

Our technique is complete in a way that it could touch both 
forms of probabilistic databases (tuple and attribute uncertainty) in 
a complementary way. While probabilistic responsibility is used for 
measuring the contribution of most responsible tuples, this same 
measure is employed then to rank uncertain attributes with the most 
blame. To our knowledge, this is the first attempt to employ all these 
notions together: causality, responsibility and blame in probabilistic 
databases. Our work is similar to Kanagal and Deshpande [13] in a 
way that the algorithm proposed is built on top of lineage. To show the 
effectiveness of our approach, we conducted two main experiments. 
We first evaluate the execution time of the proposed algorithm by 
varying a number of parameters. This experiment has been done on 
synthetic data. Then, we show the usefulness of our approach on a real 
probabilistic database, which is the IMDB database [24].

In the following we summarize the main contributions of the paper:

• We provide a causal-based explanation framework for analyzing 
the query answers in probabilistic databases.

• It is the first time, where all the notions of causality, responsibility 
and blame are combined together in a synergistic way.

• By performing extensive experiments, we will show that our 
framework is scalable even for large databases, inducing millions 
of causes.

• Although we do not have enough available real probabilistic 
datasets for evaluation, we succeeded to get promising results by 
executing our framework on a real-dataset, which is the IMDB 
dataset. To our knowledge, explaining queries over IMDB dataset 
has been addressed for the first time.

• Our method does not act just as an explanation method for query 
answers, but also acts as an aided diagnostic method that helps to 
understand the contribution of uncertain attributes.

• The experiment on IMDB has been executed on the top of one 
of the successful probabilistic database management systems 
MayBMS [23].

The rest of this paper is organized as follows. In Section 2 we 
present some related works. We present some preliminaries and 
definitions in Section 3. We introduce U-relational databases as well 
as lineage in this section. In addition, we revise the definitions of 
causality and responsibility in relational databases. In Section 4, we 
present our definitions for causality, responsibility and blame in the 
context of probabilistic databases. This section is ended by introducing 
an algorithm for computing all the measures related to our definitions. 
Experimental results are presented in Section 5. The last section 
concludes the paper and outlines some future work.

II. Related Work

Meliou et al. [19], [25] have addressed causality in relational database 
for the first time based on the definition of causality by Halpern and 
Pearl [16]. Given a query output over a database instance, they try to 
find the responsible tuples that cause this answer. A tuple t is considered 
as a cause for a query answer, if there exists such a contingency that 
represents a set of tuples called endogenous, in way that removing this 
set from the database makes the query output counterfactually depends 
on t, i.e, removing t will lead to a non-answer. This definition has been 
related to lineage based on c-tables [26], [27]. The lineage formula is 
introduced in Disjunctive Normal Form (DNF), in which, every tuple 
is represented by a Boolean variable, then a cause is considered as a 
tuple associated with a Boolean variable that is included in a minterm 
of the lineage formula. This definition has been enhanced by another 
quantitative measure called responsibility, which measures the degree 
to which a tuple is considered as a cause [18]. Computing responsibility 
of a tuple t is based on the size of its contingency, where the tuple with 
the lower contingency is supposed to has the highest responsibility 
and vice versa. In an extended work [25], they introduced a careful 
complexity analysis of computing causality and responsibility in 
databases for both why so and why no (non-answer) causality. A non-
answer query result refers to the question: why some tuples are missed 
from the output ? In this regard, Diestelkämper et al. [28] addressed this 
issue in the context of Big data, on queries of the data-intensive scalable 
computing (DISC) Appach spark. Despite the application context of 
Appach Spark, which is so novel and relevant, this work compared to 
previous works on missing answers, addresses nested data, which lead 
to rely on specific a nested data model and nested relational algebra 
for bags as a query language . However, this work just like previous 
works on missing answers analysis relies on lineage or provenance, 
specifically the why-not provenance.
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Some reported open problems by [19] [25] have been addressed 
later by Salimi [29]. Among problems addressed are databases repairs 
and consistent query answering, abductive reasoning in databases, 
and the view-update problem. They argue that these famous 
problems in databases have strong connections to the definition of 
causality in databases. They showed that computing causes and their 
responsibilities can be considered as a consistent query answering 
problem, and in order to obtain repairs, they proposed algorithms 
for computing causes and their responsibilities for queries as unions 
of conjunctive queries [30]. Based on Hitting sets and vertex covers 
problems in hyper-graphs, they introduced more details on the 
complexity analysis of causality in databases, that is uncovering some 
complexity issues that have not been addressed by Meliou et al. [25]. 
They also showed the connection between query answer causality and 
abductive diagnosis as well as view-update problem, particularly, the 
delete-propagation problem where only tuple deletions are allowed 
from views [20]. Delete-propagation process tries to minimize the 
side-effect on views, thus, looking for a minimal set of tuples deletion. 
This issue has been related to a minimal contingency set of a causes 
to establish the connection between the two concepts. In addition, for 
establishing this connection, they adapted conditioning causality [31] 
that states that computing causes for an unexpected answer should be 
guided or conditioned on some prior knowledge of the correctness of 
another set of outputs. As a result, a measure for a tuple contribution 
to different outputs may be obtained. They also showed the connection 
between abductive diagnosis and query answering causality in the 
context of Datalog queries.

Another interesting work that employs causality and responsibility 
has been done by Lian and Chen [32]. They addressed the problem 
of probabilistic nearest neighbor (PNN), which is related the context 
of moving objects such as RFID, sensor networks and location-based 
services that introduce usually imperfect estimations of objects 
positions. In this work, responsibility is assigned to an object. This 
object is considered as a cause for other objects to be or not to be 
included in PNN query answers.

In addition to relational databases, causality and responsibility 
have been implemented in knowledge based systems. Mu [33] has 
addressed the inconsistency of knowledge bases through affecting a 
degree of responsibility for each formula, starting from the hypothesis 
that this responsibility should be explained from a causal perspective. 
In this setting, computing the degree of responsibility of a formula for 
inconsistency is based on identifying the minimal number of formulas 
that have to be removed from the knowledge base in order to break all 
the minimal inconsistent subsets not containing the formula, where 
the formula is declared not responsible if it does not belong to any 
minimal inconsistent subset.

In contrast to all previous works adopting lineage for both 
traditional and probabilistic databases, Miao et al. [34] proposed 
CAPE (Counterbalancing with Aggregate Patterns for Explanations) 
for explaining aggregation queries that does not rely on lineage or 
provenance at all. They consider that in the presence of outliers in 
data, relying on lineage only could be misleading. Therefore, they 
look for some patterns that hold on the data to provide explanations 
counterbalancing the user’s observation. That is, outliers contradicting 
some pattern related to the user question might be easily identified.

III. Preliminaries

A. Probabilistic Databases
In probabilistic databases, a database instance could be in several 

states, where each state has a degree of uncertainty. That is, we could 
have several possible instances, called worlds, each of which has a 

probability. To model these instances under uncertainty we use the 
possible worlds semantics [4]. It states that a probabilistic database is 
represented as a finite set of possible worlds with some weights, and 
these weights sum up to 1. We refer to such a finite set of structures an 
incomplete database [2].

Let us fix a relational schema that consists of k relation names R1, 
R2, ..., Rk. We refer to an incomplete database as W = {W 1, W 2, ...,W n}, 
where each  is a database instance. Now we define 
a probabilistic database as follows:

Definition 1. Probabilistic Database. A Probabilistic database is a 
probabilistic space D = (W, P) over an incomplete database W, where P:W 
→ [0,1] is a probability distribution function such that ∑W∈W P(W) = 1.

In probabilistic databases, relations instances are supposed to be 
different from a world to another. We call a relation Rj certain or 
deterministic, if . Relations are different in the way 
that each relation instance Rj in a world W i contains different tuples 
from an instance of the same relation in another world. These tuples 
are considered as probabilistic events because we are not sure that 
they represent certain data. Therefore, we define for each tuple a 
probability called marginal probability or confidence. The probability 
of a tuple t ∈ Rj is defined as follows:

 (1)

The question that arises now is how to evaluate a query Q on 
a probabilistic database. For doing so, two semantics have been 
considered so far. The fist is possible answer sets semantics, where the 
query is evaluated on every possible world, this returns a set of tuples 
for each world. Since the representation of all answers in not practical, 
we instead use the second semantics, which is called possible answers 
[2]. As in the first semantics, the query is evaluated on all possible 
worlds, however, the result is returned as a list of tuples annotated 
with probabilities. We can say that such a tuple t is a possible answer 
to a query Q, if ∃W ∈ W such that t ∈ Q(W). We can say that a tuple 
is certain if ∀W ∈ W, t ∈ Q(W). Given a query Q and a probabilistic 
database D = (W, P), the marginal probability of a tuple t ∈ Q is  
P(t ∈ Q) = ∑W∈W:t∈Q(W) P(W). That is, the marginal probability of a tuple 
t is computed by summing up the probabilities of worlds in which 
the tuple t is returned as an answer for the query Q. So, the possible 
answers for a query Q with their probabilities are represented as  
Q(D) = {(t1, p1),(t2, p2), ...}. We can easily notice that two variants of 
tuple answer semantics can be defined, possible and certain. These 
sets are defined as follows :

 (2)

 (3)

B. BID Database
Probabilistic databases can be obtained through two types of 

uncertainties, either on the level of tuples, this type is called tuple-level 
uncertainty, or on the level of attributes, and this is called attribute-level 
uncertainty. In the first type, a tuple is considered as a random variable, 
so given a database instance, we are not sure if this tuple really exists. 
In the second type, the values of specific attributes are uncertain for 
each tuple, that is, the attribute is considered as a random variable, its 
domain is all the values that the attribute may take. During the query 
evaluation process, attribute-level uncertainty is usually transformed 
to a tuple-level uncertainty. Based on these types of uncertainty, we 
have two types of probabilistic databases: tuple-independent database, 
where the tuples are independent probabilistic events, and block 
independent-disjoint probabilistic database, where the tuples are 
partitioned into blocks according to an uncertain attribute, such that 
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tuples in the same block are disjoint and their probabilities sum up to 1, 
and tuples from different blocks are independent. So, in BID database, 
it is not possible for a world to contain more than one tuple from the 
same block. This representation is very effective and considered as 
a complete representation system with conjunctive query views [2]. 
This representation has been featured in many probabilistic database 
systems, such as MayBMS [22], [35], MystiQ [36] and Trio [37],[38]. It 
can also help for capturing key violations in databases.

Consider the forms presented in Fig. 1. It corresponds to 3 survey 
forms filled by three persons: Smith, Brown and John. Each form 
contains as information: social security number (SSN), name, and 
marital status (M). While both attributes ID and name have evident 
values, it is not the same case for SSN and M. For instance, one could 
be mistaken for the values of SSN in form 1, whether it is 185 or 785, 
and also in form 2 (185/186). One could be also mistaken for the value 
of M in form 1, weather its value is "single" or married", because it 
seems that Smith first checked "single" mistakenly, then he checked 
"married", but it could also be the contrary. In the second form, John 
did not check any status, hence, we have have four possible values. An 
example of BID database regarding these forms is presented in Fig 2.  
By taking exactly one value of each uncertain variable, this could result 
in 2 × 2 × 2 × 3 = 24 possible readings of the three forms. Suppose 
that we have millions of forms filled with this uncertainty, it would 
be a very challenging task to represent and process all these possible 
readings.

FId SSN P FId M P

1 185 0.4 1 1 0.7

1 785 0.6 1 2 0.3

2 185 0.7 2 1 0.25

2 186 0.3 2 2 0.25

3 186 0.75 2 3 0.25

3 188 0.25 2 4 0.25

3 1 1

Fig. 2. An example of BID database.

C. U-Relational Database
U-relational database [11] is based on BID representation, and it 

is also considered as a probabilistic extension of classical conditional 
tables (C-tables) [39]. In a c-table, each tuple is annotated with a 
propositional formula over random variables. Using the logical 
operations And (∧), OR (∨) and NOT (¬), the propositional formula 
is obtained. In a U-relational database, the schema of each U-relation 
consists of: a tuple id column, a set of column pairs (Vi, Di) that 
represent variable assignments or valuations, and finally a set of value 
columns. The probabilities of the assignments are stored in a separate 
table W(V, D, P), called the world table.

Definition 2. U-relation Schema. A U-relation schema is a represented 
as S = (V1, D1, ..., Vk, Dk, A1, ..., Am), where k refers to the number of pairs 
of variable assignments (distinguished attributes), and m refers to the 
number of value columns. A U-relational database consists of U-relations.

A U-relational database is an efficient and complete representation 
system that could provide a compact representation of the exponential 
number of possible worlds, and could also allow the representation of 
the result of any query [21]. Given U-relation database, the result of a 
query can be also returned in the same representation. A U-relational 
database for the example presented in Fig. 1 is presented in Fig. 3

In U-relational databases, each world W is defined by an assignment 
θ that assigns one possible value to each variable. Then, the 
probability or weight of this possible world is computed as the product 
of the probabilities associated to these valuations. For  instance the 
probability of the world W = {x ↦ 1, y ↦ 3, z ↦ 4, u ↦ 1, v ↦ 3, w ↦ 1} is 
0.4 × 0.3 × 0.25 × 0.7 × 0.25 × 1 = 0.0056.

D. Lineage and Conjunctive Queries
Lineage is defined as propositional formula over input tuples in 

a database in order to explain how such an output query has been 
derived. Hence, each output tuple has a Boolean formula that states 
the input tuples responsible for its occurrence. Lineage is considered 
as a powerful tool for explaining query results. However, projection 
of million tuples on a single output tuple could result in a huge 
lineage formula. By considering uncertain context, i.e, probabilistic 
databases, the interpretation of lineage is more challenging. Lineage 

Fig. 1. Survey Forms.
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in probabilistic databases is defined in a similar way comparing 
to relational databases, furthermore, query evaluation reduces to 
computing the lineage of output tuples, and then computing the 
probabilities of the lineage formulas.

Actually, all probabilistic database management systems use 
lineage-based query evaluation [12]. Many techniques have been 
proposed for computing the probability of propositional formulas in 
an efficient way, such as read-once formulas [40], OBDD [41], and 
d-DNNF [42].

Lineage formulas are written usually as DNF formulas. DNF 
formulas are Boolean formulas in disjunctive normal form. Formally, 
given a query Q and a probabilistic database D, each answer tuple 
a ∈ Q (D) is associated with a DNF formula .

In U-relational database systems like MayBMS, computing the 
probability or confidence of an output tuple is based on computing 
the probability of a DNF of this tuple, by summing up the probabilities 
identified with the valuation θ of random variables such that DNF 
becomes true under θ. Some approximation techniques based on 
Monte Carlo simulation have been proposed to approximate DNF 
probabilities computation [4], [43]. One interesting point about 
U-relational databases, is that a lineage of output tuples can be written 
in k-DNF formula for small number of k, where k represents the 
maximum number of literals.

Conjunctive query. Conjunctive query is the simplest and most 
used query in relational databases. It is restricted to the operators 
∃ and ∧ and it has the following form in relational calculus:  
x, y | ∃ z (R (x, y) ∧ S (y, z)) where R and S are two relations. In Datalog, 
it is given in the form: q (x, y): −R (x, y), S (y, z). In SQL, conjunctive 
queries correspond to selec − project − join, and the where clause 

contains only equalities. By relating conjunctive queries to lineage, in 
SQL we can use: select distinct attributes, or alternatively the following 
form: select * order by attributes.

The lineage of an output tuple of a query in the first form would be 
a DNF formula whose terms are given by the rows returned by a query 
in the second form.

Example III.1. Consider the U-relational database in Fig. 3. Consider 
a conjunctive query on two uncertain relations UR[SSN] and UR[M] that 
returns all possible SSNs of married persons (select SNN from U_SSN, 
U_M where U_SSN.FID = U_M.FID and U_M.M=2). Before going through 
query results, we should mention that some resulting worlds of this 
database could be inconsistent, in way that one world could contain two 
persons with the same SSN, which is not possible. Database management 
systems like MayBMS offers the possibility to detect such violations. An 
example of a query that repairs this database is given as the following:

repair key (fid) in Census_SSN weight by p;
Where Census_SSN refers to the relation URrSSNs. After applying this 

constraint, we can reduce the number of instances of URrSSNs to four 
possible instances. Although the number of possible worlds is obviously 
more than 4, because we have another uncertain relation in hand, which 
is UR[M], we fix four instances as well for this relation to better explain 
our future notions. That is, we consider only the following 4 worlds:

W1 = {x ↦ 1, y ↦ 3, z ↦ 4, u ↦ 2, v ↦ 2, w ↦ 2} 
P(W1) = 0.4 × 0.3 × 0.25 × 0.3 × 0.25 × 1 = 0.0022
W2 = {x ↦ 2, y ↦ 1, z ↦ 4, u ↦ 1, v ↦ 2, w ↦ 2} 
P(W2) = 0.6 × 0.7 × 0.3 × 0.7 × 0.25 × 1 = 0.022
W3 = {x ↦ 2, y ↦ 3, z ↦ 4, u ↦ 2, v ↦ 1, w ↦ 2} 
P(W3) = 0.6 × 0.3 × 0.25 × 0.3 × 0.25 × 1 = 0.0033
W4 = {x ↦ 2, y ↦ 1, z ↦ 3, u ↦ 1, v ↦ 1, w ↦ 2} 
P(W4) = 0.6 × 0.7 × 0.75 × 0.7 × 0.25 × 1 = 0.055

For a query that returns married persons (M = 2), the query returns 
over these 4 worlds 8 possible tuples. Thus, the lineage formula would 
be a DNF formula consisting of 8 terms returned by this query over 4 
possible worlds

[(x = 1 ∧ u = 2) ∨ (y = 3 ∧ v = 2) ∨ (z = 4 ∧ w = 2)] ∨  
[(y = 1 ∧ v = 2) ∨ (z = 4 ∧ w = 2)] ∨ [( x =2 ∧ u = 2) ∨  
(z = 4 ∧ w = 2)] ∨ [(z =3 ∧ w = 2)]

The output probability is computed with respect to this DNF formula, 
which is the sum of these probabilities: 0.0825.

E. Causality and Responsibility in Relational Databases
Counterfactual reasoning that states: event A is a cause of event 

B if, had A not happened then B would not have happened, plays an 
important role in causality. Halpern and Pearl [16] extended this basic 
statement by taking A to be a cause of B, if B counterfactually depends 
on A under some contingency. Following this definition, Meliou et 
al.  have introduced the definition of database causality. Let us fix a 
relational schema that consists of k relation names R1, R2, ..., Rk. Given a 
database instance D and a conjunctive query Q, for each relation Ri, we 
denote by  the set of endogenous tuples, and  the set of exogenous 
tuples. Endogenous tuples are those that are considered to be causes, 
whereas exogenous tuples are deemed not to be possible causes. That 
is, the tuples in D are partitioned into two sets D = Dn ∪ Dx, where Dn, Dx 
represent all endogenous and exogenous tuples respectively. A tuple 
t ∈ Dn is said to be a counterfactual cause for an answer a to Q in D, if  
D ⊨ Q(a) and D − {t} ⊭ Q(a). Given this definition, we can now give 
the definition of actual cause.

Definition 3. Actual cause. A tuple t is an actual cause for an answer 
a in D if there exists a set of endogenous tuples Γ ⊆ Dn, such that t is a 

UR[SSN] V ↦ D FId SSN

x ↦ 1 1 185
x ↦ 2 1 785
y ↦ 1 2 185
y ↦ 3 2 186
z ↦ 3 3 186
z ↦ 4 3 188

UR[M] V ↦ D FId M

u ↦ 1 1 1
u ↦ 2 1 2
v ↦ 1 2 1
v ↦ 2 2 2
v ↦ 3 2 3
v ↦ 4 2 4
w ↦ 2 3 2

UR[Name] FId Name W V ↦ D P

1 Smith x ↦ 1 0.4
2 Brown x ↦ 2 0.6
3 John y ↦ 1 0.7

y ↦ 3 0.3
z ↦ 3 0.75
z ↦ 4 0.25
u ↦ 1 0.7
u ↦ 2 0.3
v ↦ 1 0.25
v ↦ 2 0.25
v ↦ 3 0.25
v ↦ 4 0.25
w ↦ 2 1

Fig. 3. An example of U-relational database.
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counterfactual cause for a in  D − Γ. We call this set a contingency for t.
That is, it is sufficient to find a set of tuples Γ that can be removed 

in order to make the query answer couterfactualy depends on the 
existence of t. In other words, removing t will switch to non-answer. It 
is evident that every counterfactual cause is an actual cause by taking 
Γ = ∅. Based on c-tables representation, computing the causes has 
been related to lineage in DNF formula [19]. Let us assume that every 
tuple t in D is associated with a Boolean variable Xt, and we denote 
by Xn the Boolean variables related to endogenous tuples. The DNF 
formula  for such an output tuple a will consist only of Xn. In terms 
of lineage, we say that a tuple t is an actual cause for an answer a to a 
query Q on D, iff there exists a minterm in  that contains t.

An open question has arisen given the above definition concerning 
a contingency Γ: does it matter the size of Γ on the importance of 
an actual cause? Chockler and Halpern have addressed this issue 
by introducing a quantitative measure called responsibility [18]. In 
relational databases responsibility has been used to rank tuples [19], 
[20].

Definition 4. Responsibility. The degree of responsibility of a cause 
t for an answer a of a query Q on D, denoted drt , is drt = 1/|(Γ| +  1), 
where Γ represents the minimal contingency set for t.

That is, the degree of responsibility of a tuple t is based on computing 
the number of tuples that we need to remove from the database D in 
order to make a query answer a contractually depends on t. Obviously, 
when the actual cause t is already a counterfactual cause, i.e, Γ = ∅, 
then the degree of responsibility drt = 1.

Let us consider a simple conjunctive query q1 (z): −R(x, y), S(y, z) 
over a database that contains the tuples R(a, b), S(b, d), R(a, c), S(c, d). 
The lineage for the answer d would be (XR(a,b) ∧ XS(b,d)) ∨ (XR(e,c)) ∧ XS(c,d)). 
It is evident that every tuple here is an actual cause for this answer. 
Removing R(a, b) or R(e, c) for instance will make both S(b, d) and 
S(c, d) counterfactual causes. It is evident that the minimal number 
of tuples needed for making these causes counterfactual is 1, that is 
each tuple here has a degree of responsibility 1/2. Now let assume 
the q2 (y): −R(x, y), S(y) over a database that contains the tuples  
R(a, c), R(b, c), S(c), the lineage for the answer c would be (XR(a,c) ∧ XS(c)) 
∨ (XR(b,c)∧ XS(c)). Here the tuple S(c) has a 1 as a degree of responsibility 
since its removal will result in no answer, whereas both of the tuples 
R(a, c) and R(b, c) share the responsibility.

IV. Causality and Responsibility in Probabilistic 
Databases

It is evident that causality and its quantitative extension 
responsibility play an important role in explaining query results in 
relational databases. Since probabilistic databases extend relational 
databases with probabilistic semantics, a great effort has been done 
mainly to extend relational semantics to represent uncertainty in data 
[2]. In this regard, we choose to extend the definitions of causality 
and responsibility to probabilistic databases, in order to explain the 
probabilistic results of a query over a probabilistic database. In addition, 
we use the definition of blame [18] that we consider as a helpful tool 
when we want to go deeply for explaining such results. Kanagal 
and Deshpande [13] have introduced some fundamental notions for 
explaining probabilistic results over probabilistic databases. They 
addressed questions like: why such a tuple is included in the result? 
in addition to: why a tuple t has more probability than the probability 
of another tuple t'? Some works try to enhance the computed lineage 
itself by proposing the notion of approximate lineage, which is 
considered to include only the most important and influential tuples. 
Here, we rely on complete lineage, and since it could be very huge, we 
employ these two definitions (causality and responsibility) to guide 

the user to the most responsible causes for such an output.

We should recall that probabilistic databases can be given into two 
representations: tuple-based and attribute-based. The approach that 
we are going to propose can handle both sources of uncertainties. 
While causality and responsibility can be used for explaining the 
first type, we count on blame for understanding the contribution of 
uncertain attributes to the probabilistic result of the query. So, we 
depend on causality and responsibility for answering questions like: 
Why is this tuple? what is its responsibility? what contribution does it 
have on the probability of the query? On the other side, we depend on 
blame for answering the question: What uncertain variable we should 
blame the most for such an outcome?. While the first question has been 
considerably addressed, to our knowledge, the second question has 
not been addressed before, though it is of high importance and could 
return deeper explanations. Furthermore, it could be very helpful for 
understanding the entire design of probabilistic databases.

Here we define causality, responsibility and blame by considering 
the probabilistic database to be U-relational database. As we showed 
before, U-relational databases are a complete representation, effective 
in many ways, and more importunately, it explicitly features attribute-
uncertainty, which will be a ground for our definitions. One more 
important feature of U-relational databases is that causes can be 
returned in a detailed manner, i.e, in a form of valuations of the 
uncertain variables, this could provide a better explanation than an 
entire tuple that could consist of many attributes.

We introduce first the notions of causality and responsibility 
in general semantics, the possible worlds semantics. Hence, our 
definitions would be applicable for any probabilistic database, then 
we restrict our presentation with an example to U-relational database.

We should recall that computing the probability of a query output 
in U-relational databases is based on computing the probability of a 
DNF, which is the sum of the weights of the worlds identified with 
valuations θ such that the DNF becomes true under θ [44].

A. Causality and Responsibility
Before introducing our definitions, let us recall first what is a causal 

model according to Halpern and Pearl [16], on which the definitions of 
causality, responsibility and blame are built. A causal model is a tuple 
M = (U, V, F), where the set U represents exogenous variables, whose 
values are determined by factors outside the model M, but they are 
necessary to encode the context, and the set of endogenous variables 
V, whose values are determined by a set of functions F. The causes are 
determined then by the valuations of V. The causality model can be 
extended to a probabilistic causal model as a tuple (M, Pr), where M 
is the causality model, and Pr is a probability function over possible 
contexts [17].

To relate this definition to probabilistic databases, the context 
will refer to a possible world W, whose probability is defined by the 
probability function P. V will refer to endogenous tuples in this world, 
this set is included in the DNF formula. U will refer to exogenous tuples 
that are not included in the DNF formula, but they are necessary to 
define the possible world. By considering U-relational databases, F 
will refer to the valuations θ.

Now we can introduce the definition of a cause in probabilistic 
databases. Let us consider a U-relational database D. We should recall 
that a U-relation schema consists of variables assignments (Vi, Di), 
such that every tuple is associated with a valuation Vi = vi. We recall 
also that given a query Q and a database D, each answer tuple a ∈ Q 
(D) is associated with a global DNF formula . Let us denote by  
the lineage for a in the local level of a world W.

Definition 5. Actual cause. A tuple t with a valuation Vi = vi ∈  
is an actual cause for an answer a in a possible world W, subsequently 
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in D, if there exists a subset of variables Γ ⊆ V, such that switching their 
values makes the truth value of  counterfactually depends on Vi = vi. 

That is, this definition is the same for a cause in relational database, 
just by considering one possible world. V refers to the variables 
associated with endogenous tuples, and Vi = vi is a valuation associated 
with an input tuple.

Definition 6. Responsibility. The degree of responsibility of a tuple t 
with a valuation Vi = vi for an answer a in a possible world W, is drt (Vi 
= vi)

W = 1/|Γ|+ 1, where Γ represents the minimal contingency set for t.
Conjunctions in lineage represent join over relations, that is, a 

valuation could appear in different conjunctions.

Proposition IV.1. Let CW = C1, ..., Cn be the set of conjunctions related 
to DNF formula . A tuple t with a valuation Vi = vi is a 
counterfactual cause, and thus it has responsibility 1, iff t is included 
in every conjunction Ci.

That is the cause with the highest responsibility will be the one 
appearing the most in the conjunctions of .

Although, a cause responsibility is a very interesting measure, in 
this simplest form it did not yet take into account the uncertainty 
introduced by random variables V. Therefore, we have to deal with this 
uncertainty. Halpern and Pearl [17] addressed also the case where the 
context is uncertain, then the probability of a cause X = x, where X ∈ V , 
is given by the probability of the context u on which X has its value. 
We adopt the same definition here for cause in probabilistic database, 
and we define the cause probability in each world W as:

 (4)

That is, we have associated for each cause a probability that 
represents exactly the probability of the world in which it is included. 
Let us now denote by  ∈ W the set of worlds related to the global 
DNF formula . Let a tuple t with a valuation Vi = vi be a cause that 
appears in a set of worlds Wt ⊆ .

Given the definitions of cause responsibility and cause probability, 
we introduce the following definition.

Definition 7. Probabilistic responsibility. We define for each cause 
for an answer a ∈ Q(D) a probabilistic responsibility as follows:

 (5)

That is, we define for each cause a responsibility over possible 
worlds, where each cause takes the probability of the world in which 
it is included. This has been done by computing the product of the 
cause responsibility and cause probability on the local level for every 
world, then summing up these measures. We consider this measure as 
an enhanced and required version of classical responsibility.

Definition 8. Most responsible cause. A tuple t with a valuation  
Vi = vi is a most responsible cause for an answer a ∈ Q(D), if  
drPt (Vi = vi) ≥ drPt' (Vi' = vi').

Consider for instance a world where we have a cause with 
responsibility 1. According to the classical definition, this cause 
represents a good explanation, however, when we know that the 
probability of this world is very low, the cause automatically loses its 
importance. Therefore, most responsible causes are those having high 
responsibilities in worlds with high probabilities. Obviously, we are 
interested more in most probable worlds. We should note here that 
a most probable database is supposed to be the closest to a certain 
database. It is evident that a most responsible cause does not have 
necessarily the highest probability, and it might not be unique.

Proposition IV.2. A cause t could have drPt (Vi = vi) = 1 for an answer 
a ∈ Q(D), which is the highest value possible for probabilistic causality, 

iff t ∈ Qcert (W), and t is a counterfactual cause.
Proof. A certain tuple t ∈ Qcert (W) is defined as a tuple that is present in 
every world W ∈ W -See equation (3)-, i.e, P(t) = 1, which represents 
the sum of all worlds probabilities. With respect to Definition 7, the 
probabilistic responsibility of a tuple t (drPt ) is obtained by the product 
of its probability (Pt ) and responsibility drt , so a cause probability is 
weighted by its responsibility. So, if this tuple t is a counterfactual 
cause in every world, then it has always 1 as a degree of responsibility, 
and since t ∈ Qcert (W), then the probabilistic responsibility of t will 
represent exactly the sum of all worlds probabilities, which is certainly 
1, i.e, drPt (Vi = vi) = 1.

B. Blame
Blame has been proposed as a complementary notion for 

responsibility in the presence of uncertainty [18]. Actually, blame is 
used when responsibility does not give enough explanation, one source 
for this incompleteness is the uncertainty associated with the contexts 
in which responsibility is measured. As presented before, causality 
and responsibility have been proved to be a helpful tool for explaining 
such an answer, but we still need to question the probabilities derived. 
How uncertain attributes have contributed to this result, more deeply, 
which uncertain variable has the most blame for such an outcome. 
This question has more importance with conjunctive queries involving 
many uncertain relations.

Definition 9. Blame. Let X be an uncertain attribute, and UR[X]the 
uncertain relation. Let us denoted by XTW the set of causes with valuations 
Vi = vi, ..., vm with respect to X in a world W. We define for each uncertain 
attribute X for an answer a ∈ Q(D) the degree of blame as follows:

 (6)

So, the degree of blame for an uncertain attribute X is based on 
computing first the products of the tuples probabilities associated with 
it in the world table, and their responsibilities with respect to each 
world, then summing up all these measures. That is we are trying to 
quantify the probability contribution of each cause valuation to the 
probability of the world taking into account its responsibility. We can 
say that we obtain here two diagnostic information, the first concerns 
tuples (causality and responsibility), and the second concerns the 
uncertain attributes (blame), where the second notion is based on the 
former notions.

Theorem IV.3. If a tuple t with a valuation Vi = vi ∈ XTW is a most 
responsible cause, it does not mean necessarily that X has the most blame.
Proof. We can think of responsibility as an adjusting factor for both 
probability of a tuple P for computing the blame, and probability of 
cause Pr for computing the probabilistic responsibility. Let us consider 
that a cause t with a valuation V1 = v1 is included in the set of certain 
tuples Qcert (W), that is according to proposition IV.2, this is a most 
responsible cause with the highest possible value. It is sufficient to find 
an uncertain attribute X2 such that db(X2 >) db(X1). We should notice 
that the most responsible cause when it comes to blame, is affected by 
the rest of valuations in XTW. That is, it can be found that X1TW has low 
probabilities as well as low responsibilities compared to the valuations 
X2TW, where X2TW does not include the most responsible cause.

C. An Algorithm for Explaining Query Answers
Our algorithm takes the lineage of such an answer in DNF 

form, and then returns the causes ordered with their probabilistic 
responsibilities, and the attributes ordered with their blame. However, 
before analyzing the DNF formula, some pre-processing is performed 
in order to compute the results in an efficient way. We propose to 
transform the DNF formula into a table of two dimensions, the 
first dimension represents the local lineage formula with respect 
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to each world, and the second represents the possible worlds. This 
representation provides all the information that we need to compute 
responsibility and blame. We call this representation a causality matrix.

The algorithm 1 aims to generate causes with their dR and Pr, and 
attributes with dB. To do so, we should introduce three main functions 
representing the main steps in computing probabilistic responsibility 
and blame. The objective of the first function ComputeCauses is to 
extract the causes from each term in the DNF formula, with respect 
to each world, the result will seem like a table of two dimensions. 
This table will contain redundant causes that appear in multiple terms, 
however, we need it to start the next phase. The second phase takes 
the result of the first phase as input, and tries to compute for each 
distinct cause its responsibility. This requires the computation of 
the contingency Γ for each cause. Based on the input, this is can be 
easily achieved through the use of a variable K. When the cause is 
not contained in a minterm, K is increased by one, which means that 
this term could be removed without affecting the truth value of . 
Similarly, if the cause is contained in every term, thus, 𝐾 =0, it means 
that this cause is counterfactual and has responsibility 1. By completing 
the two loops, each cause will have its related responsibility. After 
that, we can compute the probabilistic responsibility of each cause. 
By completing this phase, we will have all required information in 
hand(causes with their 𝑑𝑅, 𝑃𝑟 and 𝑃) to compute the blame.

Algorithm 1 Compute Explanations
1: Inputs: DNF formula 
2: Outputs: Causes with responsibilities, attributes with blame
3: Causes = ∅
4: Causes = ComputeCauses( )
5: ComputeRespons(Causes)
6: ComputeBlame(Causes with dr and Pr)
7: OutputExplanations(Causes with dR and Pr, Attributes with
    dB)

It is evident that this algorithm returns the set of explanations in 
polynomial time. Its complexity depends on the size of D and the size of 
the DNF formula. For computing responsibility, since the DNF formula 
is related to a linear conjunctive query, computing responsibility has 
been already proved that it can be achieved in polynomial time [25], 
[45]. They have proposed a careful analysis of complexity for both 
causality and responsibility in relational databases, for both Why so? 
and Why no? causality.

Example IV.1. Let us consider the results of the previous example of 
the census database (Example III.1). We want now to run our algorithm 
and measure the contribution of each cause to the previous output. 
We compute tuples responsibilities, as well as blame for the uncertain 
attributes SSN and M. We need first to perform a pre-processing on the 
lineage formula and construct the causality matrix. The causality matrix 
related to the lineage formula is presented in Fig. 4. This representation 
could help us to get a deep and complete insight on the causes and 
their probabilities, and help us to compute responsibility and blame so 
easily. Each column represents a cause with respect to each local lineage 
formula, double vertical lines refer to conjuncts of the local lineage 

formula. Computing responsibility is based on computing the number of 
conjuncts that do not include the cause. Let us take the cause z = 3, z = 4 
and w = 2, and compute their responsibilities along the 4 worlds.

In the first world drt (w = 2)W1 = 1/3 since there exists two other 
conjuncts that do not contain w = 2, that is, in order to make w = 2 
counterfactual cause, there exists two other contingencies. In W2 and 
W3, there exists one contingency, drt (w = 2)W2 = 1/2. In the world W4,  
w = 2 has a degree of responsibility drt (w = 2)W4 = 1, because it is a 
counterfactual cause.

    function ComputeCauses( )
2:     for each  in  do
            for each minterm C in  do
4:                Causes_W = Causes_W ∪ < Vi = vi ; P(Vi = vi) >
            end for
6:         Causes = Causes ∪ Causes_W
        end for
8: end function
    function ComputeRespons(Causes)
        for each Distinct cause C in Causes_W do
3:         K = 0
            for each minterm M in  do
                   if C ∉ M then
6:                      K = K+1
                   end if
            end for
9:         dr(C) = 1/1 + k
            Pr(C) = Pr(W)
            drP(C) =  drP(C) + (drP(C) × Pr(C))
12:   end for
    end function
    function ComputeCauses(Causes with dr and Pr)
        for each uncertain attribute X do
            for each cause C in Causes_W:  do
4:               

            end for
        end for
    end function
    function OutputExplanations(Causes with dR and Pr,
    Attributes with dB)
            Output Causes ordered by dR × Pr
3:          Output Attributes ordered by dB
    end function

W P

W1 0.0022 (x = 1,0.4) (u = 2,0.3) (y = 2,0.25) (v = 2,0.25) (z = 4,0.3) (w = 2,1)

W2 0.022 (y = 2,0.25) (v = 2,0.25) (z = 4,0.3) (w = 2,1)

W3 0.0033 (x = 2,0.6) (u = 2,0.3) (z = 4,0.3) (w = 2,1)

W4 0.055 (z = 3,0.7) (w = 2,1)

Fig. 4. Causality matrix.
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Now for computing probabilistic responsibility, we have all 
information in hand, so the probabilistic responsibilities of these causes 
are computed as follows:

drPt (w = 2) = drt (w = 2)W1 × P(W1) + drt (w = 2)W2 × P(W2)
+ drt (w = 2)W3 × P(W3) + drt (w = 2)W4 × P(W4)
= (1/3) × 0.0022 + (1/2) × 0.022 + (1/2) × 0.0033 + (1) × 0.055
= 0.0683
drPt (z = 4) = drt (z = 4)W1 × P(W1) + drt (z = 4)W2 × P(W2)
+ drt (z = 4)W3 × P(W3) 
= (1/3) × 0.0022 + (1/2) × 0.022 + (1/2) × 0.0033 
= 0.013
drPt (z = 3) = drt (z = 3)W4 × P(W4) = 1 × 0.055 = 0.055
We notice that drP1 (z = 3) > drP1 (z = 4) although z = 4 is included 

in more worlds than z = 3 (W1, W2, W3). However, since z = 3 is a 
counterfactual cause in a world with a high probability, that makes it 
more responsible cause. It is evident here that the most responsible cause 
is w = 2, since it is included in all worlds.

Now let us compute the blame for each uncertain attribute SSN and 
M. We recall that variables x,y and z are defined under the attribute SSN, 
whereas u,v and u are defined under the variable M.

db(SSN) = [(drt (x = 1)W1 × P(x = 1)) × (drt (y = 3)W1 × P(y = 3))
× (drt (z = 4)W1 × P(z = 4))]
+ [(drt (y = 1)W2 × P(y = 1)) × (drt (z = 4)W2 × P(z = 4))]
+ [(drt (x = 2)W3 × P(x = 2)) × (drt (z = 4)W3 × P(z = 4))]
+ [(drt (z = 4)W4 × P(z = 4))]
= (0. 4 × 0.3 × 0.3 × 1/3) +  (0.7 × 0.3 × 1/2) +  (0.6 × 0.3 × 1/2) + 
0.7 × 1 = 0.907
db(M) = [(drt (u = 2)W1 × P(u = 2)) × (drt (v = 2)W1 × P(v = 2))
× (drt (w = 2)W1 × P(w = 4))]
+ [(drt (v = 2)W2 × P(v = 2)) × (drt (w = 2)W2 × P(w = 2))]
+ [(drt (u = 2)W3 × P(u = 2)) × (drt (w = 4)W3 × P(w = 2))]
+ [(drt (w = 2)W4 × P(w = 2))]
= 0. 3 × 0.25 × 1 × 1/3 + 0.25 × 1 × 1/2 + 1 × 1/2 + 1 × 1
= 1.314
We see here that db(M) > db(SSN), that is M contributes the most for 

the probability of the output result of SSNs for our query. One evident 
difference between the two attributes is the certain tuple with the 
valuation w = 1 and responsibility one in W4. This shows clearly that the 
attribute having the most blame is the one consisting of more responsible 
and certain tuples.

We should mention that this measure informs us clearly about which 
attribute contributes more to the uncertainty that impacts the output 
probability. Let us suppose the case where SSNs are usually certain, and 
just under some cases the probability is distributed over two possible 
values at most, and for M, we suppose that along all forms the value of M 
is never certain and might take all 4 possible values. Considering a case 
like this would result evidently in db(SSN) > db(M), i.e, SSN contributes 
the most for the output probability. Actually, knowing such information 
will have a high importance through enabling us to address the source of 
this uncertainty in the future.

V. Experimental Evaluation

We implemented the above algorithm in C#. We tested our method 
in Windows 10 with i7 CPU and 8 GB memory. To our knowledge, there 
is no benchmark of probabilistic databases available for performing 
experiments, therefore, we have dealt with this issue through two 

main experiments on synthetic and real data respectively. In the first 
experiment, we created a probabilistic database that concerns the 
census scenario by creating a list of random forms, and then we tried to 
compute causes and responsibilities. This experiment is meant mainly 
to measure the performance of our method in terms of execution time. 
The second experiment is based on a real data set extracted from the 
IMDB database [24]. In this experiment we will show the usefulness of 
causality, responsibility and blame for explaining probabilistic query 
answers.

A. Synthetic Census Data Set
We make two basic experiments on the synthetic census data set. 

The first is done by fixing the number of worlds by 500 and varying 
the number of forms. We compute the time execution in seconds for 
different numbers of forms, from 5000 to 30000 forms.

The result of this experiment is depicted in Fig. 5. For 5000 forms, 
the time execution of our algorithm is estimated by 0.79 seconds, and 
1.36 seconds for 10000, and continues increasing, until it reaches 10.57 
seconds for 30000 forms.
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Fig. 5. Execution time with respect to number of forms.

We perform another experiment now by fixing the number of 
forms by 50000, and varying the number of worlds from 100 to 600 (see 
Fig. 6). For 100 worlds, the time taken by our algorithm is estimated 
by 1.36 seconds, and 3.71 for 200 worlds until it reaches 19.60 seconds 
for 600 worlds. As a result of these two experiments, we see here that 
the execution time is affected by both the number of forms and worlds 
in similar way, and the computation time is efficient even for large 
sizes. In general, we observe that computing explanations is linear in 
the size of the number of forms as well as as the number of worlds. 
In other words it is linear in the size of the lineage, which conforms 
with the results found by Kanagal and Deshpande [13], where the 
computation times are also very similar.
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Fig. 6. Execution time with respect to number forms given 100 worlds.
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Now we are going to present the results of the number of probabilistic 
responsibility classes based on the same previous experiments. So, we 
first fix the number of worlds by 500 and change the number of forms, 
and then fix the number of forms by 50000 and change the number 
of worlds. The results are depicted in Fig. 7 and Fig. 8 respectively. 
As we see in Fig. 7, it is evident that the number of causes and their 
probabilistic responsibilities increases in function of the number of 
forms. The second observation, which is more important, is that we 
have a small number of classes comparing to the number of causes. For 
instance, for 5000 forms, we have 2506002 causes and just 455 classes 
of probabilistic responsibilities, and given 50 000 forms, we have over 
17 million (17536002) causes with 501 classes only. We can explain this 
result by having a large set of causes that share the same probabilistic 
responsibility value. Regrouping together all the causes that share the 
same probabilistic responsibility would be very useful. However, we 
notice that the number of classes is close from a value to another, where 
is still constant starting from 20000 forms. This is can be explained as 
the following: as long as the number of causes increases, we will have 
equal probabilistic responsibilities values, and thus no new classes are 
created. We should mention here that the number of causes does not 
refer to distinct causes, but rather to the number of causes counted 
over all the worlds, which means that the causes counted in a world 
are counted again in another world, which is required, since we are 
interested in computing probabilistic responsibilities at each world. 

2506002 5011002 7516002 8020802 12526002 17536002

455 469 482 501 501 501

5000 10000 15000 20000 25000 30000

Number of causes vs number of Probabilistic Responsibilities given 
500 worlds 

Causes Prob Responsibilities

Fig. 7. Causes and probabilistic responsibility in function of forms number.
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Fig. 8. Causes and probabilistic responsibility in function of worlds number.

Concerning the second experiment, we see that the results depicted 
in Fig. 8 are similar to the previous results. It is evident that as the 
number of worlds increases, we obtain a large set of causes as well as 

probabilistic responsibility classes. We notice that the maximum value 
of classes number, which is 501 is reached at 600 worlds, which refers 
exactly to the same maximum value found in the previous experiment.

Now we are going to present a final experiment that aims to 
show the impact of fixing the number of probabilistic responsibility 
classes on speeding up the execution time. Fixing the maximum value 
for probabilistic responsibilities is desirable by the user in order to 
focus only on most responsible causes and omitting the causes of low 
importance, which is one of the objectives of our work. To better show 
the impact of fixing the number of classes, we depict in Fig. 9 the 
execution time for top 100 classes together with the results of the first 
experiment. As we see in the results, the execution time is remarkably 
reduced. For instance for 5000 forms, the time is reduced from 0.79 to 
0.24, from 1.36 to 0.38 for 10000 forms, and finally for 30000 forms, 
the time is reduced from 10.57 seconds to 1.14 seconds. So, relying on 
most responsible causes only allows to focus on important causes, and 
thus it helps to deliver good results in term of execution time, since 
we are omitting a large set of causes that share the rest of probabilistic 
responsibility classes, which are estimated for instance for 30000 
forms by 400 classes.
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Fig. 9. Difference in execution time for 100 classes of probabilistic responsibility.

B. IMDB Data Set
This experiment is based on a prepared probabilistic database that 

has uncertain relations, where the sources of uncertainty are related 
to fuzzy object matches for titles, and the confidence in movies 
ratings [46]. The probabilistic IMDB database consists of two main 
relations. The schema of this database is presented in Fig. 10. While 
the first relation introduces uncertainty on the level of title, the second 
introduces uncertainty on the level of ratings, where a rating has a 
value in the range: 1 to 5.

Movies(movie_id int, title varchar,
year int, director varchar)
Ratings(movie_id int, cust_id int,
date varchar, rating int, confidence float)

Fig. 10. IMDB probabilistic database schema.

The movies relation consists of 1881 tuples, and the ratings relation 
consists of 10037 tuples. We aim to execute a query that returns the 
possible ratings for such a movie. All the queries required for returning 
this result are introduced in the database management system MayBMS 
[22]. Based on the possible worlds semantics, we must first repair the 
database to enforce constraints and make it consistent through the 
following queries:

create table ratings_1 as
select rating, movie_id
from (repair key movie_id in
ratings weight by confidence) r; 
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----------------------------------------
create table movies_1 as
select movie_id, title, director, year
from (repair key movie_id in movies) q;

Now, we estimate the exact confidence of distinct tuples through 
conf() function, such as: what are the possible ratings for each movie 
given all the instances of the probabilistic database. Conf() is computed 
as the sum of the probabilities of the instances (worlds) in which the 
tuple occurs as follows:

create table ratings_1_conf as
select rating, movie_id, conf()
from ratings_1
group by movie_id, rating;
 ----------------------------------
create table movies_1_conf as
select title, movie_id, director,
year, conf()
from movies_1
group by movie_id, title, director, year;

Now, we can join the two relations into a third one to obtain 
complete information using the following query:

create table ratings_movies as
select M.movie_id, M.title,
M.year, R.rating, R.conf
from movies_1_conf as M,
ratings_1_conf as R where
M.movie_id=R.movie_id
group by M.movie_id, M.title,
M.year, M.director, R.rating,
R.conf order by M.movie_id,

The resulting relation ratings_movies consists of 3292 tuples. Given 
this relation, we now want to get the possible ratings of such a movie. 
We choose Jack as a title for our query. The query as well as its results 
is given below:

select distinct rating, conf from (select * 
from ratings_movies_conf where title 
like ’%Jack%’) Q; 
------------------------------------- 
rating    | conf 
------------------------------------- 
1 | 0.12
2 | 0.02
2 | 0.2
2 | 0.3
3 | 0.42
3 | 0.52
3 | 0.56
4 | 0.06
4 | 0.12
4 | 0.32
5 | 0.12
5 | 0.24

As we see in the results, the user can get different confidence values 
for different ratings values, where all ratings values are present from 
1 to 5. The user can have in mind different questions regarding these 
results, and he would be seeking for some explanations. Why I have 
rating 1 in my results, while I’m expecting at least 3? why 3 has the 
highest probabilities values, while I’m expecting the movie to have 

rating 5? is there a mismatch with other movies? so who is the director 
of this movie, and in which year ? etc. In other words, which tuples are 
responsible for such an outcome.

The tuples responsible for the presented output are 248 tuples, 
which can be returned by the following query:

$select * from ratings_movies_conf
where title like ’\%Jack\%’$).

We see here that for a specific requested movie (Jack), we have 248 
tuples that have contributed, which clearly shows that the evaluation 
of a lineage formula, and extracting the most responsible causes for a 
query answer in probabilistic databases is a challenging task. For each 
resulting rating value, we investigate the lineage information and the 
most responsible causes. For the value 1, there is one tuple that has 
contributed, which is a conjunction of two tuples from movies and 
ratings relations. These tuples are: movies(581, BlackJack : Themovie, 
1993,Unknown) and ratings(581, 1), which are returned as an explanation 
for the rating 1. Both tuples have a degree of responsibility 1, since both 
tuples are counterfactual causes, where removing one tuple no longer 
yields a rating 1. However, the tuple movies(581, BlackJack: Themovie, 
1993,Unknown) is the most responsible cause, since it is certain, thus it 
has a degree of probabilistic responsibility (drP) greater than the tuple 
ratings(581, 1), which is not certain. This example clearly shows the 
need for probabilistic responsibility, where classical responsibility is 
not enough for explaining probabilistic databases.

In contrast to rating 1, for the values 2, 3, and 4,we have 62 tuples 
contributing to the query answers, whereas for rating 5, we have 
61 tuples, which results in 248 tuples in total. An example of results 
for rating 2, rating 3 and rating 4 are presented in Fig. 11. For all of 
these values, we see that we have exactly two tuples of the movies 
508, and 581, whereas for the rest of 60 tuples, they are all related to 
the movie 172. This means that the movies 508 and 581 are certain 
tuples, whereas the movie 172 introduces a high level of uncertainty 
with different matches on titles. For instance, we have the same title 
Jack in different years (1913, 1916,...) and different titles matches (Jack, 
Jacky, Jill Jacks Off, ...). Now we want to compute the probabilistic 
responsibility for both movies and ratings tuples.

Since the movies 508 and 581 are certain, they appear in all the 
worlds of this probabilistic database, and since in every world we 
have 3 movies with the title Jack, the responsibility of these causes 
is 1/3, and thus for rating 2, the most responsible cause is the tuple: 
movies(581, Black Jack: The movie, 1993, Unknown), since it has the 
highest degree of probabilistic responsibility (drP). For rating 3, the 
confidence seems high and close for every tuple, which means that it 
is the highly possible rating for all movies.  Although, the Sixteen (60) 
movies with the movie_id = 172 seem to have the highest confidence 
values, every tuple can occur only once at each world, in contrast to 
the two previous ones (508 and 581), which are certain, and therefore 
the most responsible cause is still the same (t:movies(581, Black Jack: 
The movie, 1993, Unknown)). The results for rating 4 are very similar, 
however, the most responsible cause this time is movies(508, Siant 
Jack, 1979, Bogdanovich Peter). For rating 5, we have only two movies 
that are candidate to be causes, the movie 172 and 508, where 581 
has no responsibility at all. The most responsible cause is movies(508, 
Siant Jack, 1979, Bogdanovich Peter), since it is a certain tuple, and its 
probability of being ranked 5 is higher than the movie 172. To clarify 
more the importance of these results for explanation, let us consider 
the following scenario: when the user asks for the rating of Jack, he 
was anticipating at least rating 4, which makes him surprised getting 
ratings: 1, 2 and 3. From the previous results, he would know that 
the movie is looking for it might be movies(508, Siant Jack, 1979, 
Bogdanovich Peter), since it has no possibility of being ranked 1, 
ranked 2 and 3 with low probabilities, and ranked 4 and 5 with high 
probabilities (most responsible).
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Now concerning blame, we want to measure the degree of blame 
for each uncertain attribute, which are title and rating. Actually, the 
degrees of blame of the previous query are very close, however, for 
most values of ratings, the degree of blame of title  is  higher  than  the  
degree  of  blame  for  rating (db(title) > db(rating)), which means that it 
has more contribution for the estimated probabilities, and thus rating 
has the highest source of uncertainty. The results can be explained as 
the following: as we showed before, as much as the uncertain relation 
has certain tuples, as much as the degree of blame(dB) increases. 
Actually, it is the case here for the attribute title with the two movies 
508 and 581, which are certain, however for the movie 172, we have 
a high level of uncertainty with sixty (60) possible titles match, 
which decreases significantly the degree of blame for this uncertain 
attribute. Though, the degree of blame for rating is low comparing to 
title, because all the movies concerned with this query have no certain 
rating values. Now, if we suppose that the movie 172 is certain as well, 
that will result absolutely in increasing significantly the degree of 
blame of title. We should mention that this kind of information is not 
just helpful for estimating the level of uncertainty for each uncertain 
attribute on the local level of a query answer, but also it can give us 
a better insight on the entire probabilistic database and how these 
attributes affect our queries results.

VI. Conclusion and Future Work

In this paper, we have shown how causality, responsibility and 
blame can be used in a complementary way in order to give useful 
quantitative explanations for query results in probabilistic databases. 
We presented how probabilistic responsibility measure could help us 
to identify which tuples have contributed the most for a query answer. 
In addition, we employed blame to identify among many uncertain 
attributes, which attribute has the most blame for such an outcome. 
This technique enables us to obtain a complete explanation framework. 
This technique has been proved to be useful in probabilistic database 
management systems that feature U-relational model like MayBMS. 
We delivered an algorithm for computing explanations, which has 
been implemented and tested on synthetic as well as real data sets.

While our technique addresses only conjunctive queries, among 
future works is the study of other types of complex queries, such as 
aggregation and top-k queries. Furthermore, this framework may 
benefit from employing sufficient lineage instead of complete lineage, 
which produces a smaller approximate lineage formula.
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Abstract

Spain is the second country in Europe with the most swimming pools. However, the legal literature estimates 
that 20% of swimming pools are not declared or irregular.The administration has a corps of people who 
manually analyze satellite or drone images to detect illegal or irregular structures. This method is costly in 
terms of effort and time, and it is also a method based on the subjectivity of the person carrying it out. This 
proposal aims to design a platform that allows the automatic detection of irregular pools. Using geographic 
information tools (GIS) based on orthophotography, combined with advanced machine learning techniques 
for object detection, allows this work. Furthermore, using a multi-agent architecture allows the system to be 
modular, with the possibility of the different parts of the system working together, balancing the workload. The 
proposed system has been validated by testing it in different towns in Spain. The system has shown promising 
results in performing this task, with an F1-Score of 97.1%.

DOI: 10.9781/ijimai.2023.01.002

A Platform for Swimming Pool Detection and Legal 
Verification Using a Multi-Agent System and Remote 
Image Sensing
Héctor Sánchez San Blas, Antía Carmona Balea, André Sales Mendes, Luís Augusto Silva*, Gabriel 
Villarrubia González

Expert Systems and Applications Lab—ESALAB, Faculty of Science, University of Salamanca - Plaza 
de los Caídos s/n, 37008 Salamanca (Spain) 

Received 30 September 2021 | Accepted 21 October 2022 | Published 11 January 2023 

I. Introduction

Cartography deals with the conception, production, dissemination, 
and study of maps that have undergone a good evolution in the last 

decade. Until a few years ago, the processes of cartographic revision 
and, mainly, those aimed at calculating the fiscal area have been 
carried out manually. Specifically, these processes required significant 
investments in airplanes or helicopters, making the processes more 
expensive. Because of this, municipalities are unable to perform 
cartography surveys frequently. One of the most current research 
fields is to investigate technological capabilities for local authorities 
to perform detailed surveys of the territory of municipalities at a 
reasonable cost.

One of the most important milestones that cartography allows is 
refining fiscal data or verifying geographic information that forms the 
basis for local taxes. One aspect taken into account in an audit process 
by the municipalities is the size of the plots and the construction of 
private swimming pools. Spain, for tax purposes, needs to take into 
account a private swimming pool on a plot of land. However, this 
process is not easy, as there are many aspects to consider with the 
mapping, such as location, time of day when we take the image, how 
close or far away the image is, or obstacles. In addition, the result of 
this process must be evaluated by a person, a costly task that depends 

on the individual’s subjectivity, as he or she is the one who must detect 
the structures built in an area. Depending on the image’s characteristics 
relative to the cartography, these characteristics can lead to errors in 
determining the existence of such structures.

Knowing the precise location of swimming pools is crucial for tax 
collection purposes and ecological reasons. It is vital to know the pools 
with large volumes of water since, in the event of a fire in a nearby 
area, firefighting teams can make use of it [1]. Another major issue 
that has caused concern in recent years is controlling and managing 
limited and indispensable water resources such as drinking water. In 
particular, the construction of swimming pools in summer impacts 
the demand for water the municipal supplier needs to prepare. 
Therefore, it is understandable that the local government asks for an 
extra contribution from pool owners in a tax. A third eminent problem 
is mosquito-borne diseases, which affect many people worldwide, 
mainly in tropical and sub-tropical countries such as Brazil. Pool water 
in unoccupied homes may not be adequately filtered, and rainwater 
accumulated along with decaying leaves may not be removed from the 
pool, providing an ideal habitat for mosquitoes to live and breed [2].

With the proliferation and evolution of UAV, particularly the 
use of RPAS, the process of pool detection is much faster and more 
cost-effective than it was a decade ago [3]. However, the numerical 
quantification of pools from a large amount of data produced during the 
photographic session is a time-consuming task performed by manual 
procedures. The different satellite images obtained have different 
properties, making it challenging to develop different algorithms to 
detect pools. These images differ in scale, resolution, sensor type, 
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orientation, quality, and ambient illumination conditions. In addition 
to these diÿculties, buildings may have complicated structures and 
could be hidden by other buildings or trees. Both structural and 
deterministic clues must be taken into account when constructing the 
solution. Up-to-date and accurate data are essential for municipalities. 
Therefore orthophotography makes it slightly easier to recognize 
outdoor pools. Among the existing possibilities to solve this problem 
is the use of satellite imagery in combination with machine learning 
techniques [4]

The main problem in these processes is to relate the images 
collected by satellites or drones with a pool detection system and the 
corresponding verification of the same within the databases of local 
systems. The solution for the detection problem followed the advances 
in the literature of machine learning algorithms, precisely Deep 
Learning was used, which is a class of Machine Learning algorithms. 
This type of algorithm uses multiple layers to progressively extract 
features from the input images [5].

This article presents a novel platform that allows the automatic 
detection of swimming pools by acquiring images from different 
sources. For this purpose, the system can apply different algorithms to 
determine the proliferation of illegal swimming pools in a territory by 
accessing local control databases. In order to make the system scalable, 
robust, and able to merge the information coming from several neural 
networks, this case study uses a multi-agent architecture. A multi-
agent system makes it possible to build a dynamically reconfigurable 
platform. It also allows the resources and capabilities of the system 
to be distributed evenly among the different elements of the system. 
In this way, problems that often occur in centralized systems, such as 
bottlenecks or recurring access to critical resources, are eliminated. 
In addition, the system’s eÿciency in retrieving, filtering, and 
coordinating information is improved.

The paper is organized as follows: Section II focuses on an in-depth 
review of the state-of-the-art literature on Deep Learning algorithms 
used for object detection in images; Section III conducts a review 
of works similar to the proposed one related to pool detection and 
pool legality verification; Section IV describes the architecture of the 
proposed system; On the other hand, Section V will explain each of the 
blocks that make up the system; Section VI, will show the case study 
carried out with the results obtained; Finally, the conclusions obtained 
are in Section VII.

II. Background

Deep Learning is a field that focuses on algorithms based on artificial 
neural networks. Thanks to deep learning, intelligent document 
processing (IDP) can combine various AI technologies to classify 
photos automatically and describe the various elements of images. 
With their multilevel structures, deep learning models are beneficial 
for extracting detailed information from input images. Convolutional 
neural networks can also drastically reduce computational time by 
taking advantage of the GPU for computation, something that many 
networks do not use. In the field of object identification in images, two 
methods stand out: Region Proposal algorithms and regression object 
detection algorithms.

The first method is to find out in advance the possible locations 
of the target to detect in the figure. This method can ensure that the 
highest recovery rate is maintained when fewer windows are selected. 
Suppose an image is an input and, after a series of convolutions and 
clustering in the backbone, a feature map of size M × N is obtained, 
corresponding to the original image’s division into M × N areas. The 
center of each area from the original image represents the coordinates 
of a pixel in this feature map.

Region Proposal Algorithms find whether the k anchor boxes 
corresponding to each pixel contain a target. The network must learn 
to classify the anchor boxes as background or foreground. It must 
calculate regression coeÿcients to modify the foreground anchor 
box’s position, width, and height. Within these classifiers, we find 
algorithms such as R-CNN [6], Fast R-CNN [7], Faster R-CNN [8] and 
MASK-CNN [9].

Of the algorithms mentioned above, Mask R-CNN stands out. This 
algorithm extends Faster R-CNN and works by adding a branch to 
predict an object mask in parallel with the existing branch for bounding 
box recognition. The critical element of Mask R-CNN is pixel-to-pixel 
alignment, which is the main missing piece in Fast/Faster R-CNN. 
Mask R-CNN adopts the same two-stage procedure with an identical 
first stage (which is RPN). In parallel to predicting the class and box 
offset in the second stage, Mask R-CNN also outputs a binary mask 
for each RoI. This method is in contrast to most current systems, 
where classification depends on mask predictions. In addition, Mask 
R-CNN is simple to implement and train thanks to the faster R-CNN 
framework, which facilitates a wide range of flexible architecture 
designs. Moreover, the mask branch only adds a small computational 
overhead, enabling a fast system and rapid experimentation. Fig. 1 
shows a visual example of the segmentation performed by the algorithm.

Class Box

ConvConvRow Align

Fig. 1. Mask R-CNN Framework for Instance Segmentation.

Along the same lines as the above, we find Detectron [10], Facebook 
AI Research’s (FAIR) software system that implements state-of-the-
art object detection algorithms, including Mask R-CNN. Detectron 
aims to provide a high-quality, high-performance codebase for object 
detection research. The design of this algorithm is flexible to support 
the rapid implementation and evaluation of new research. However, 
the most successful version is Detectron2 [11], being an enhancement 
of Detectron. The significant difference between versions is that 
the latest version is a more modular, flexible, and extensible design, 
allowing much faster training on GPU-enabled computers. Detectron2 
includes high-quality implementations of the most advanced object 
detection algorithms, such as DensePose, pyramid networks with 
panoptic features, and numerous variants of the pioneering Mask 
R-CNN family of models, also developed by FAIR. The creators of the 
algorithm reproduce the ResNet-50-FPN baselines together with the 
Scale Jitter algorithm.

A. YoloV4
The above algorithms use detection as a classification problem, 

that is, first, the algorithm generates object proposals, and then these 
proposals are sent to the classification/regression regions. However, 
some methods approach detection as a regression problem based on a 
similar operation. The YOLO (You Only Look Once) and SSD (Single 
Shot Detector) algorithms stand out within this field.

The SSD [12] algorithm strikes a good balance between speed 
and accuracy. SSD runs a convolutional network on the input image 
only once and computes a feature map. It then runs a small 3×3 
convolutional kernel on this feature map to predict bounding boxes 
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and classification probability. SSD also uses anchor boxes in various 
aspect ratios, similar to Faster-RCNN, and learns the offset instead of 
learning the box. To handle scale, SSD predicts bounding boxes after 
multiple convolutional layers. As each convolutional layer operates 
at a different scale, it detects objects of various scales. Fig. 2 shows an 
example of how the SSD algorithm works.

a) Image with GT boxes b) 8x8 feature map c) 4x4 feature map

Fig. 2. SSD framework example.

For YOLO [13], detection is a simple regression problem that 
takes an input image and learns the class probabilities along with the 
coordinates of the bounding box. YOLO divides each image into an S x 
S grid, and each grid predicts N bounding boxes and their confidence. 
The confidence reflects the accuracy of the bounding box and whether 
the bounding box contains an object, regardless of the class. YOLO also 
predicts the classification score of each bounding box for each class in 
training. It can combine both classes to calculate the probability that 
each class is present in a predicted box. Thus, the algorithm predicts 
a total of SxSxN bounding boxes. However, most of these boxes have 
low confidence scores, so if we set a threshold, for example, 30 percent 
confidence, we can eliminate most of them, as shown in Fig. 3.

Bounding boxes + confidence

S x S grid on input Final Detections

Class probability Map

Fig. 3. YOLO workflow example.

YOLO is a algorithm faster than all other detection algorithms, 
allowing it to run in real-time. Another key difference is that YOLO 
sees the entire image at once rather than looking only at the proposals 
of a region generated in previous methods. Thus, this contextual 
information helps to avoid false positives. However, one of the 
limitations of YOLO is that it only predicts one class type in a grid, so 
it has diÿculties with tiny objects. There are several versions of YOLO 
such as YOLOv2 [14], YOLOv3 [15], and YOLOv4 [16]. There are also 
variations of this latest version, adapting it to the context of use and 
improving its results [17], [18].

III. Related Works

The related works listed in this section are recent and present 
evidence and contributions relevant to the area. However, they are 
limited and do not have as their primary focus the analyzed points 

necessary for controlling and managing pool legality verification 
based on object detection and image classification.

Thus, we start the comparisons with the work proposed by Tien [1] 
which introduces a Support Vector Machine (SVM) technique to classify 
small area water bodies, namely swimming pools. The work focus 
on locating and subsequently using the water source for emergency 
services in fighting bushfires in urban areas of Australia. First, satellite 
images were processed, and then the images were segmented.

In Galindo’s [19] work, the authors proposed a detection system 
to locate full pools during drought periods in order to alert local 
authorities. The work applies color analysis for water and approximate 
segmentation and active contouring techniques to refine the shape of 
the pools. This algorithm with satellite imagery and aerial imagery has 
a 93% of success rate.

Kim et al. [20] shows a concern regarding neglected pools in 
California, as is the case in other countries [2]. These countries seek 
economic ease in locating pools for ground survey and mosquito control. 
This research focused on using high spatial resolution (VHR) satellite 
imagery and image Pansharpening techniques, normalized difference 
water index, and geographic object-based image analysis. In this way, 
the authors developed a geographic information system (GIS) database 
of pool locations. The system demonstrated that VHR imagery could 
produce a GIS database of pools with high accuracy of 94%.

Rodriguez-Cuenca and Alonso [21] presented in their paper a semi-
automatic determination of the location of swimming pools in urban 
areas from aerial images and LIDAR sensor data. All this without the 
need for specific training, added indices combined with Dempster-
Shafer theory to determine pool locations. The method presented an 
accuracy rate of 99.86%.

Ferner et al. [22] study the detection of homes with swimming 
pools using convolutional neural networks (CNNs), applied to load 
heat maps constructed from load profiles. The author presents only a 
small dataset. Still, the results show that using CNNs, privacy can be 
broken automatically, without using manual feature generation, which 
requires a lot of time. The method outperforms the nearest neighbor 
classifier compared by the authors. Although this work does not use 
satellite images or aerial images, it is related to the current project as 
it uses a Convolutional Neural Network (CNN).

Domozi et al. [23] also uses a Convolutional Neural Network applied 
to aerial images by drones. The proposal makes use of an application 
called Pix4D. The current development allowed to automatically 
detect the ponds and quantify them employing a neural network on 
the orthophotos.

Lima et al. [24] presented in their article an application integrated 
into municipal systems, determining the location of swimming pools 
in urban areas from a GIS system. The application includes the use 
of deep learning algorithms to detect swimming pools and focus on 
existing municipal information, with validation in the region of Braga 
in Portugal. The method has demonstrated an accuracy of 83%, with a 
significant number of illegal or unknown pools detected.

In this section, we have analyzed different works carried out in the 
areas involved. To provide a more detailed and clear analysis all the 
methods explained in this section are summarized in Table I.

IV. Proposed Architecture

The proposed architecture of this section aims to provide a solution 
to the problem while adapting and introducing new functionality 
without affecting the other parts of the system. In order to achieve 
the objective of this research work, the detection and automatic 
verification of the legality of swimming pools built in private spaces, it 
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is necessary to have an architecture with well-defined characteristics so 
that the system can operate correctly. For this purpose, an architecture 
is modeled based on virtual agents, where each of the system’s agents 
works individually to achieve a common goal. One of the primary 
needs that have led to the system’s design using this architecture has 
been the need to design a distributed system to perform the different 
tasks of image extraction, model training, and classification in a 
scalable way. Another essential feature of this architecture based on 
virtual agents is that another can replace one agent without affecting 
the rest of the system.

PANGEA works [25] have used a base of the proposed architecture. 
PANGEA allows the different agents to adapt to the computational 
needs of the system dynamically. Another advantage of this 
architecture is that it allows the system’s services to rise on demand. 
When an agent joins the platform, it must communicate which 
services are available and can offer to other entities. In Fig. 4, the 
architecture designed for the case study presented in this article is 
shown. In addition, the agents organized in virtual organizations that 
make up the system can be seen.

Compared to other existing systems such as SPADE, Python’s 
Library, JADE, or osBrain, the PANGEA multi-agent platform can 

create virtual organizations. These virtual organizations allow the 
creation of visual representations and modeling of any system. In 
addition, being an open-source system, it will be available for use by 
other researchers who want to replicate the system in the future.

The following is a list of the organizations, the functionality, and 
the agents of each one:

Image Acquisition: This virtual organization is responsible for 
obtaining the satellite images that the other organizations will use to 
detect the pools. One of the main features of this organization is that it 
allows the use of different map sources for downloading the tiles. For 
this purpose, the Tiles Selector agent is in charge of calculating the 
tiles to be downloaded for the zones pre-selected by the system users. 
Analyzing system needs was determined to perform periodic downloads 
and checks to detect new pools and pools installed temporarily in the 
summer. For this purpose, the Tiles Downloader agent can program the 
downloads according to the indicated periodicity.

Aplication Interface: This organization is the one that allows 
the information generated by the system to be understandable by 
humans. This organization serves as an interface between the system 
and the system’s applications. Applications that have access to this 
organization can access or generate data in the system. In this case, the 

TABLE I. Related Works

Work Year Algorithm Images Accuracy
Tien et al. [1] 2007 Support Vector Machine Satellite Image -

Galindo et al. [19] 2009 Color and Segmentation Analysis Satellite Image 93%
Kim et al. [20] 2011 Pan-sharpening Satellite Image 94%

Rodríguez-Cuenca [21] 2014 Support Vector Machine Aerial Image + LiDAR 99.86%
Ferner et al. [22] 2019 CNN / 5-Nearest neighbors - 68.5% and 71.9%

Domozi et al. [23] 2019 R-CNN Drone Imagery 99%
Passos et al. [2] 2020 Faster R-CNN / ResNet-101-C4 Drone Imagery 74%
Lima et al. [24] 2021 Faster R-CNN GeoTIFF Images 83%

PANGEA

Service Agent

Manager Agent

Organization Agent

Normative Agent

Database Agent

Information Agent App Web

Tiles Selector Map Service

External
Services

Model
Training

Pool
Detection

Calculate global
Coordinates

External
Services

Parcel
detection

Supervisor

Parcel Features
Extraction

Fuzzy Classifiers
Data

Supervisor

Tiles Downloader
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API

DB

Notification

Report Manager

Image Acquisition

APP DB Gov
Services

Aplication Interfaces

Validate Swimming Pool

Image Process

Fig. 4. System Architeture.
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human agent with the system can define which zones to inspect and 
review detection results, alerts, or detection reports.

Image Process: This organization aims to carry out tasks related 
to image processing and tile pool detection. For this purpose, it has 
agents with the Model Training agent responsible for the training and 
retraining the models used with new images labeled by the user. The 
Pool Detection agent can detect the new tiles pending classification 
downloaded into the system and proceed to their classification using 
the pre-trained models. Finally, in this organization, the Calculate 
Global Coordinates agent’s main task is to convert the coordinates of 
each of the pools detected by the Pool Detection agent to the global 
system, taking into account the relative coordinates and the zoom 
level of the tile analyzed.

Validate Swimming Pool: This organization aims to detect 
which pools are legally registered. To do so, this organization uses 
a governmental Webservice to obtain the data associated with each 
of the plots. The information returned by the service is whether 
any swimming pool is registered. The Parcel Detection agent, using 
the external services, has the objective of assigning the identifier of 
the parcel to each of the detections. The parcel uses this identifier 
Features Extraction agent, which is in charge of obtaining if the pool 
is registered as a legal form in the parcel. In this way, the system 
can determine if the detected pool is correctly registered. The Fuzzy 
Classifiers Data agent is responsible for detecting duplicate pools in 
adjacent tiles or at a minimal distance.

Pangea Multi-Agent System Organization: In this organization 
there are the minimum agents necessary for the Pangea system to 
work. The main milestone of this organization is to carry out the 
tasks of organizing the virtual organizations and the communication 
between the agents responsible for each organization. Below the 
agents that are part of this organization are described:

• Service Agent: This agent can expose functionality through 
web services such as a communication interface between the 
organization’s external agents and those of itself. This interface 
allows the creation of agents independent of programming 
language or execution environment.

• Manager Agent: Responsible for periodically checking the status of 
the system, detecting system overloads and possible failures that 
may occur in the agents of each of the organizations.

• Organization Agent: This agent is responsible for verifying the 
operations of virtual organizations, ensuring security and load 

balancing. This agent also provides encryption services.

• Normative Agent: It is responsible for enforcing compliance with 
the rules in communications between agents.

• Database Agent: This agent is the only agent in the organization 
that has database access permissions. It is in charge of storing the 
system status information, analyzing the data persistence and 
consistency capabilities.

• Information Agent: Responsible for managing the services available 
within the virtual organizations, indicating which services are 
available for each of the agents. When an agent joins the system, 
it must indicate which services are available. In this way, when 
another agent requests a service, it must query this agent to know 
which entity is in charge of offering it.

For its correct operation and scalability, the system uses different 
databases; The system uses the database inside the PANGEA 
organization to store the information of the system agents, the 
services provided by each one, and the tasks that any agent can carry 
out. Apart from this, the system has an additional database used to 
store the specific information of the case study, the areas selected for 
inspection, detected pools generated tiles.

One of the advantages offered by this architecture is the contact 
network, where an external agent can search for and execute a service. 
To do so, the external agent must send a message to the Manager 
Agent, indicating the required service with the necessary parameters 
for that service. In collaboration with the other agents of the PANGEA 
organization, organization Agent, Information Agent, and Database 
Agent, this agent responds with a list of available agents that can 
carry out the requested service. Finally, the agent who is to perform 
the task must accept the proposal to carry out the task. Fig. 5 shows 
an example of a request for the service of extracting features from a 
parcel by an external agent.

V. Proposed System

The main challenge of this work is to design a platform capable of 
automatically detecting illegal pools at the lowest possible cost. This 
process requires data sources that are updated frequently and at the 
lowest possible cost. Following the current method for this verification, 
administrations use images of the exterior of people’s residences to 
check existing constructions and verify that they are in the official 
register. Therefore, the images fulfill the role of a low-cost and up-to-

call("parcelFeatures
Extraction", coors)

callService("parcelFeaturesExtraction", coors)
accept-proposal()

propose

inform-result

inform-done

failure

refuse

findService("parcel
FeaturesExtraction")

agentWithService
agentWithService

agentWithService
agentWithService

findService("parcel
FeaturesExtraction") findService("parcel

FeaturesExtraction")

response

findService("parcel
FeaturesExtraction")

Initiator Manager
Agent

Organization
Agent

Information
Agent

Database
Agent

Agent with parcel
feature extraction service

Pangea
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Fig. 5. Sequence Diagram from the System.
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date data source thanks to GIS tools and represent a method already 
used by public administrations. The system adapts to the current way 
of working without creating any problems.

Considering that the primary source of data obtained is images, 
reviewing the literature, the systems that obtain the best results 
in classifying and detecting objects in images are Deep Learning 
algorithms. The use of these algorithms is crucial in developing this 
task as they will allow the detection of areas where pools exist from the 
images. Without such a detection capability, the proposed automatic 
system would not be possible. This section presents the case study 
based on the sub-block image classification technique. Fig. 6A shows 
an example of a tile with zoom 18, and Fig. 6B shows an example with 
zoom 19.

A B

Fig. 6. Satellite Image for Detection with Zoom 18.

The proposed solution has three main blocks, the block of satellite 
image generation, the block of detection and classification of pools 
from the generated images, and, finally, the block of checking their 
legality with municipal databases. In addition, for interconnecting the 
parts, the PANGEA multi-agent architecture is used, briefly explained 
in Section IV.

The following sections describe the development steps. Section V.A 
deals with the development of the image search system in the maps. 
Section V.B is where the algorithms and classification methods used 
are presented, contemplating the second block of the work. Added to 
that is Section V.B.1, which presents the dataset formed by the images 
and their annotations, followed by the algorithms in sections V.B.2, 
V.B.3 and V.B.4. Finally, Section V.C describes the system that allows 
checking if a pool is legally registered.

A. Images Generation System
It is necessary to have a database covering a large area and 

containing aerial photos to detect pools. Users can build such a 
database with private or public tools and use expensive large aircraft 
systems for less expensive drone-based solutions.

The proposed block for the generation of images is interoperable and 
obtains data from several providers, such as Bing Maps [26], Google 
Maps [27], OpenStreetMaps [28], ESRI World Imagery [29], Wikimedia 
Maps [30], NASA GIB S [31], Carto Light [32], Stamen Toner B & W 

[33] and the Sentinel [34]. This portfolio of service providers covers a 
large part of the inhabited areas and are publicly available.

In the present research work, the user draws a zone on the map 
to inspect the area. In this tool, it is possible to configure, on the one 
hand, the zoom of the images, and on the other hand, the map data 
source, as shown in Fig. 7a. 

Then, the system generates a grid with small map fragments (tiles) 
filling the entire drawn area. This process is repeated for each selected 
zoom as many times as necessary. Fig. 7b illustrates the process of 
transforming the selected area into the corresponding tiles.

B. Swimming Pool Detection Algorithms
The algorithms used have in common the preprocessing phases of 

each of the images. The whole process is performed in an identical way 
and with the same parameters. It is possible to emphasize the process 
of transformation of the image to grayscale and the subdivision of the 
image in N blocks of equal size. Subsequently, for each of these blocks, 
image processing is performed to extract the texture descriptors.

The texture descriptors refer to information about the spatial 
arrangement of color or intensities in an image. The feature vectors, 
formed from the texture descriptors, are normalized and used in 
training the classifiers. The programming language used for the 
development of the algorithms and experiments was Python 3. In 
particular, the OpenCV, skimage and mahotas image processing 
libraries were used. In addition, the machine learning libraries scikit-
learn, TensorFlow, keras and imbalanced-learn have been used.

1. Datasets
The dataset used for training is a proprietary dataset. The Images 

Generation System explained in section V.A has been used to build 
it. To train the model, 999 images of 512x512 pixels with zoom 18 
were obtained from Redlands, CA, around Prospect Park because 
it has a high concentration of swimming pools. Subsequently, the 
Roboflow web application [35] was used, which allows for easy 
labeling of the images. The set of images created consists of a single 
class, Swimming Pools.

The complete dataset have 778 annotated images with pool and 221 
images unannotated, that do not contain any pool. In total, there are 
2300 labels of the pool class. All images are randomly arranged in the 
dataset that was separated in two sets (Table II): the training set (80%) 
with 799 images and 1892 labels, and the validation set (20%) with 200 
images and 408 labels.

TABLE II. Number of Pools in Each Set of Training Images

Set Images Pools
Training 799 1892

Validation 200 408
 All 999 2300

The storage format of the bounding box information for the 
annotations or labeling of this dataset is different for each object 
detection model. We need three different storage versions of the 
bounding box data, one for each object detection model used for the 
comparison. In [36] the three different datasets are published, one 
for each detection model, for further verification of the results or 
evaluation of new algorithms. Fig. 8 shows a example of labeling set.

2. Yolov4
For the training of the YoloV4 neural network, we use the Jetson 

Xavier AGX hardware device. The configuration file used can be 
found at [37]. It uses the Yolo Darknet annotation format in TXT file 
format. Note that we set the image dimensions to 512x512 pixels and a 
maximum of 6000 batches.
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3. MaskRCNN
For training with the MaskRCNN algorithm, a notebook within 

Google Colab [38] was used. The algorithm makes use of the Pascal 
VOC annotation format [39] in XML file format. The training 
parameters set were 150 epochs and minimum detection confidence 
of 70%. Note that the notebook used saves the trained model at each 
epoch, which allows us to choose the best model. The trained models 
that gave the best value in any of the metrics F1, Accuracy, Average 
Accuracy, True Positive, False Positive, False Negative are selected. 
Subsequently, the selected model has the best results in the evaluation 
process from among them.

4. Detectron2
Finally, for the training of the Detectron2 algorithm, a Google Colab 

workbook [40] has been utilized. It uses the COCO annotation format 
[41] in JSON file format. It is worth noting that, for this algorithm, we 
can include the segmentation annotations for each tag. In order to be 
on equal footing with the previous algorithms, we have not included 
segmentation annotations except the bounding box annotations.

This method only uses the algorithm Faster-RCNN, whose basic 
configuration file can be found in the Detectron2 Repository [42]. In 
addition, we set the learning rate to 0.01 with a maximum of 50,000 
iterations and steps in 30,000, 40,000, and 45,000.

C. Legal Registration Check System
For the registration of properties, some organizations aim to 

guarantee the legal security of the operations carried out in the 
real estate market. For example, in Spain, the registration of a 

swimming pool is not compulsory, but it is always advisable, as 
otherwise, it will not be valid in the eyes of third parties. In addition, 
the swimming pool affects the payment of real estate tax (IBI) since, 
like other types of constructions and installations on the property, it 
adds additional value to the property.

The name and correspondence of the bodies responsible for 
ensuring the registration of new works vary from country to country. 
For example, in the USA, the responsibility for these registrations 
belongs to the municipalities. In Spain, on the other hand, there is a 
body in charge of this competence called the Dirección General del 
Catastro (General Directorate of Cadastre). In both cases, these bodies 
offer a service to check the buildings registered for a given point on 
the coordinate map used in services such as Google Maps.

Therefore, we propose that the system obtains the coordinates 
corresponding to these pools after obtaining the pools detected in the 
images. In this way, the system will check if the property corresponding 
to the coordinates obtained has the detected pool registered. In this 
case, the system makes this check through a request to an endpoint of 
the API offered by the services of the aÿliated organization. Based on 
the data obtained in response, it will be possible to check the registered 
constructions, determining whether or not the pool is registered.

VI. Results

The tools used for training the models have methods for calculating 
some metrics using the validation set. However, we use a new process to 
evaluate the algorithms without relying on these tools and evaluating 
some new issues. This method consists of a new set, the evaluation set, 
which contains representative images of the final system. In addition 
to comparing the different models trained with the three algorithms, 
the method compares images with zoom 18 (Z18 set) and images with 
zoom 19 (Z19 set).

This Section is structured as follows: Section VI.A explains the 
metrics used. Section VI.B details the evaluation set. Sections VI.C, 
VI.D and VI.E show the results obtained from each algorithm. Section 
VI.F shows the comparison between the models trained with the 
different algorithms is given. Also, a comparison is also made between 
the Z18 set and the Z19 set. Finally, the VI.G section describes a system 
for check if the pools are registered legally by the appropriate agency.

A. Metrics
For the quantitative evaluation, we used the following metrics: 

accuracy, i.e., the relationship between true positives (TPs) and true 
positives (TPs) along with false positives (FPs) (Equation 1); recall, 
which is the probability that an image is classified as positive and 

(b) Photo generation based on map selection(a) Map area selection

Fig. 7. Image grid generation tool.

Fig. 8. Example of labeling a training image.
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the relationship between the TPs and the TPs together with the false 
negatives (FNs) (Equation 2); and F1, which is combination of the two 
previous metrics (Equation 3).

We classified the speed measured in frames per second (FPS); the 
mean average precision (mAP), calculated by the precision and recall 
curve; and the intersection over union (IoU), which is the overlapping 
area between the annotated bounding box of the object in the image 
and the detected bounding box by the model. For the mAP measure, 
the notation of mAP@X is used, where X indicates the IoU threshold 
value used to calculate the AP.

  (1)

  (2)

  (3)

B. Evaluation Set
For the evaluation of the algorithms, we establish a reduced set of 

images. We have chosen eight locations in the province of Salamanca 
(Spain), obtaining a zoom 18 image (Z18 set) and a zoom 19 image 
(Z19 set) for each location. In total, we have obtained 16 images. Fig. 
9 shows a Z18 image of a point and Fig. 10 shows a Z19 image, with 
their respective labelling.

We consider the following criterion for calculating the metric values 
for each trained model: It will consider neither a true positive nor a 
false positive if the model detects a not labeled pool for the evaluation.

These initially unlabelled objects are usually of tiny size in the image. 
Human experts are also not able to classify whether they are pools or 
not. This evaluation set contains in total 85 pools. Furthermore, the set 
splits into two image sets with 50 pools for the Z18 set and 35 pools 
for the Z19 set (Table III).

TABLE III. Number of Pools in Each Set of Assessment Pictures

Set Images Pools
Zoom 18 8 50
Zoom 19 8 35

All 16 85

C. Yolov4
As can be seen in Fig. 11 the model trained with the YoloV4 neural 

network managed to detect 365 pools correctly and 56 detections as 
false positives using the validation set. This model has given 89.75% of 
mAP@0.50, 87% accuracy, 89% recall, and 88% F1-Score. These results 
come from a confidence threshold of 25%.

Fig. 11. Validation results of the best model trained with YoloV4.

In Fig. 12 and Fig. 13 we can observe the detection on images of the 
evaluation set with zoom 18 and zoom 19, respectively. These example 
of detection use a confidence threshold of 10% as it has yielded the 
best results between the confidence thresholds 70%, 50%, 25%, and 10%.

Fig. 12. YoloV4 detection with zoom 18.

Fig. 10. Evaluation image with zoom 19.Fig. 9. Evaluation image with zoom 18.
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Fig. 13. YoloV4 detection with zoom 19.

The model trained with the zoomed image 18 has managed to detect 
8 pools out of 9, one false positive, and there is one discarded detection 
as we do not know if it is a pool or not. As for the zoom image 19 it 
has detected 5 pools out of 5 and there is one discarded detection for 
the same reason.

Table IV shows the results obtained when using the evaluation 
set for detection with the model trained on YoloV4 with a confidence 
threshold of 10 percent. The nomenclatures used in the table are: TP = 
True Positive, FP = False Positive, FN = False Negative, GT = Ground 
Truth or total of truth pool, Prec = Precision, RC = Recall and F1 = 
F1-Score.

TABLE IV. Values of the YoloV4 Model Metrics on the Evaluation Set

Set TP FP FN GT Prec RC F1 
Z18  43 2 7 50 95.6% 86.0% 90.5%
Z19 33 0 2 35 100% 94.3% 97.1%
 All 76 2 9 85 97.4% 89.4% 93.3%

D. MaskRCNN
Training with MaskRCNN returned all models for each epoch. 

This algorithm allows us to evaluate each model resulting from each 
epoch individually. In this case, we have chosen the trained models 
whose results stand out in some of the metrics returned by the training 
tool with the validation set, such as mAP@0.5, precision, recall, and 
F1-Score. For each of these chosen models, we have calculated their 
metrics with the evaluation set. Among them, we highlight the model 
resulting from epoch 46 that gave us the best results. This trained 
model stood out from the other models resulting from this training 
because of its high accuracy, whose value reached 86.3%. In Fig. 14 we 
can observe the values of the metrics that the epoch 46 model has had 
with the validation set.

Fig. 14. Validation results of the best model trained with MaskRCNN.

It has correctly detected 297 pools or true positives and incorrectly 
detected 47 pools or false positives. It has reached a mAP@0.5 of 
73.54%, a recall of 72.79%, and an F1-Score of 78.98%.

In Fig. 15 and Fig. 16 we can observe the detections on the images of 
the evaluation set with zoom 18 and zoom 19, respectively.

Fig. 15. Example of MaskRCNN detection with zoom 18. 

These detections use a confidence threshold of 90% because it yields 
better results and allows filtering out more false positives. The model 
has detected 7 pools out of 9 in the zoom 18 image and 4 out of 5 in 
the zoom 19 image.

Fig. 16. Example of MaskRCNN detection with zoom 19.

Table V shows the results obtained when using the evaluation set 
for detection with the epoch 46 model trained on MaskRCNNN with a 
confidence threshold of 90%.

TABLE V. Values of the Metrics of the MaskRCNN Model on the 
Evaluation Set

Set TP FP FN GT Prec RC F1 

Z18 29 0 21 50 100% 58.0% 73.4%

Z19 29 2 6 35 93.5% 82.9% 87.9%

 All 58 2 27 85 96.7% 68.2% 80.0%
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E. Detectron2
Finally, the model trained with Detectron2 has obtained an AP@0.5 

of 87.23% with the validation set, as we can see in Fig. 17. In this 
case, the tool used for training with Detectron2 also calculates the 
mAP@0.5:0.95 with a result of 35.06% and the AP@0.75 with 16.43%.

Fig. 17. Validation results of the best model trained with Detectron2.

Fig. 18 and Fig. 19 show the detections on the images of the evaluation 
set with zoom 18 and zoom 19, respectively. These detections use a 
confidence threshold of 50%. The trained model detects 7 pools out of 
9 in the zoom 18 image and 4 out of 5 in the zoom 19 image.

Fig. 18. Example of Detectron2 detection with zoom 18.

Fig. 19. Example of Detectron2 detection with zoom 19.

Table VI shows the results obtained when using the evaluation 
set for pool detection with the model trained with Detectron2 with a 
confidence threshold of 50%.

TABLE VI. Values of the Metrics of the Detectron2 Model on the 
Evaluation Set

Set TP FP FN GT Prec RC F1 

Z18 28 5 22 50 84.8% 56.0% 67.5%

Z19 30 3 5 35 90.9% 85.7% 88.2%

All 58 8 27 85 87.9% 68.2% 76.8%

F. Comparison
Once we have obtained the metrics of each model trained with 

the evaluation set, we proceed to compare the algorithms. Fig. 20a, 
Fig.  20b and Fig. 20c show plots comparing the models with the true 
positive, false positive and false negative values, respectively.

The model trained with the YoloV4 neural network yielded much 
better results than the other two algorithms. It managed to detect 
many more pools correctly, and, in addition, it only detected 2 pools 
incorrectly. On the other hand, if we use a confidence threshold of 25% 
or more with the model trained with YoloV4 we achieve that the model 
does not detect pools incorrectly. With the 25% threshold, we obtain 61 
true positives and 0 false positives in the whole set.

Finally, if we compare between the set of zoom 18 images (Z18) 
with the set of zoom 19 images (Z19) we can observe that in the three 
algorithms, there is a higher detection of true positives with the set Z19.

(a) True positives value comparison.

(b) False positive value comparison.

(c) False negative value comparison.

Fig. 20. True positive, false positive and false negative values comparison.
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The YoloV4 algorithm has been able to detect 33 pools out of 35 in the 
Z19 set, while it has detected 43 out of 50 in the Z18 set. This difference 
is even more marked in the other two algorithms, where the number of 
true positives is almost identical between set Z18 and set Z19.

If we compare the precision metric of each model (Fig. 21) we obtain 
that the model trained with YoloV4 is more accurate than the other 
two algorithms. Furthermore, if we increase its confidence threshold 
to 25%, we obtain a precision of 100% on all three sets: Z18, Z19, and 
All. Finally, we can see that there is a lower precision with the Z18 set 
in all three algorithms compared to the Z19 set.

Fig. 21. Precision metrics comparison.

As for the recall metric, the YoloV4 algorithm has yielded better 
results, reaching 94.3% in the Z19 set. In addition, we see that with the 
Z19 set, they achieve a higher recall than the Z18 set, with a difference 
of almost 30% in the case of the Detectron2 algorithm.

Fig. 22. Recall metric comparison.

Finally, regarding the F1-Score metric, which combines the 
precision and recall metrics, we can observe in Fig. 23. The YoloV4 
algorithm is far superior to the other two algorithms, achieving up to 
97.1% with the Z19 set. On the other hand, we see better results with 
the Z19 set compared to the Z18 set.

Fig. 23. F1-Score metric comparison.

G. Test Case of the Verification System
Before we can comment on the test case performed for the test 

system, we must describe it to know the system’s situation. In this 
case, the test case has performed in a town near the city of Salamanca. 
The name of this town is Villamayor.

The Dirección General del Catastro is the body in charge of 
controlling, verifying and managing the records of buildings in Spain. 
The system has collected the images and check them, going through 
the pool detection subsystem. Their coordinates have been obtained 
from the detected pools to request the service offered by the Dirección 
General del Catastro. This legal system is in charge to check if the pools 
located in properties were registered. The result obtained from this 
process is in Fig. 24.

Fig. 24 shows three types of points distinguished by colors:

• Blue: This item identifies a pool detected by the system. This item 
has not yet gone through the system verification process.

• Green: This point identifies a pool detected in the system and was 
verified as registered to the corresponding property through its 
geographical coordinates.

Fig. 24. Results from the verification system.
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• Red: This item identifies a swimming pool detected in the 
system and has no record for the corresponding property with its 
geographical coordinates.

In the observed village of Villamayor, as observed in Fig. 24, there 
are actually 27 pools. Of those 27 pools, the system has been able to 
detect 23 pools and unable to detect 5 pools that actually exist. Of 
those 23 detected pools, 22 of them are correct, however, one of them 
is incorrect. Of these pools, 22 are registered and linked to the related 
property, one is not registered, and one is still pending verification.

VII. Conclusions

This paper demonstrates that it is possible to determine the 
presence of a pool in an image with an accuracy better than 97% using 
a multi-agent architecture that allows distributed computing and has 
allowed the evaluation of different algorithms combined to improve 
the detection process.

After evaluating the algorithms and comparing them, we highlight 
the model trained with the YoloV4 neural network, which offers 
better results in all metrics. We propose to use this algorithm for pool 
detection using a confidence threshold of 10% in case errors or false 
positives can be assimilated, allowing a higher detection or recall, 
or to use a confidence threshold of 25% in case higher accuracy in 
pool detection is sought. Finally, it has been observed that for the 
detection of pools, it is better to use images with zoom 19 versus zoom 
18. Although for images with zoom 19, it is necessary to process four 
times more images for the same area than with images with zoom 
18, it is very convenient to sacrifice more computational resources to 
detect pools. Moreover, in this case, study, it is not vital to display 
the detections in real-time, so spending a few extra seconds in the 
detection process is not a concern.

Finally, a test case is made to observe a specific population to check 
the system’s operation. In this way, based on the test carried out in the 
town of Villamayor, an operating system has been verified. This test 
has been possible to certify the system’s effectiveness to determine 
which pools are registered or not in the corresponding official bodies. 
In addition, the system has proven to help check the automatic 
detection of pools and the checking of pool records.
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Abstract

Social networks, such as Twitter, play like a disinformation spread booster giving the chance to individuals 
and organizations to influence users’ beliefs on purpose through tweets causing destabilization effects to the 
community. As a consequence, there is a need for solutions to analyse users’ reactions to topics debated in the 
community. To this purpose, state-of-the-art methods focus on selecting the most debated topics over time, 
ignoring less-frequent-discussed topics. In this paper, a framework for users’ reaction and topic analysis is 
introduced. First the method extracts topics as frequent itemsets of named entities from tweets collected, hence 
the support over time and RoBERTa-based sentiment analysis are applied to assess the current topic spread 
and the emotional impact, then a time-grid-based approach allows a granule-level analysis of the collected 
features that can be exploited for predicting future users’ reactions towards topics. Finally, a three-perspective 
score function is introduced to build comparative ranked lists of the most relevant topics according to topic 
sentiment, importance and spread. Experiences demonstrate the potential of the framework on IEEE COVID-19 
Tweets Dataset.
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I. Introduction

In these days, fast and easy access to the Internet allows everyone to 
express their own ideas about different topics (politics, social events, 

etc.) by writing posts on social networks (e.g., FB posts, tweets) or 
even through their own blog or site that can reach millions of people 
worldwide. On one hand, this phenomenon certainly encourages the 
freedom of speech, but on the other hand, it leaves society vulnerable 
and helpless against possible news manipulation coming from 
multiple sources. Recent examples are the large-scale disinformation 
and misinformation related to Brexit and US presidential campaign 
in 2016 or the global infodemic associated to the Covid-19 pandemic 
and vaccine campaign. Social networks increase the effectiveness 
and scale of disinformation, that is tailor-made to manipulate 
users’ beliefs on purpose by exploiting persuasive and propaganda 
techniques. Real and fake news attract users’ attention by leveraging 
their psychological and emotional states leading them to react by 
expressing their own opinions on social networks. Among the most 
popular social networks, Twitter is vastly adopted to express reactions 
towards news and events, therefore, tweet mining could serve as a 
tool to assess the public opinion about news. Countering information 

disorder requires monitoring the evolution of trendy topics in order 
to early alert policymakers and governments about potential risks 
enabling them to mitigate the impact and harms. Therefore, automatic 
tools for preventing the spread of news are demanded to effectively 
contrast the phenomenon that can lead to strong disagreement among 
people and violent protests as an effect in the worst cases.

Canonical disinformation (e.g., fake news and hoaxes), as well as 
propagandistic tweets, appeal to user’s sentiments to influence his/
her opinions with the aim of creating confusion or satisfying the 
writer’s intentions that may be of a different kind (e.g., political, social, 
economic, etc.). As a consequence, the analysis of people’s emotional 
reactions can help monitoring strong reactions towards certain news 
and act as an early-stage signal to prevent massive disinformation 
spread. Since news is meant to provoke emotional reactions, the 
analysis of the emotional aspect is crucial. For this purpose, Sentiment 
Analysis provides tools to identify, extract, quantify, and study 
affective states and subjective information by using computational 
and linguistics techniques, including natural language processing, text 
analysis, computational linguistics, and biometrics [1].

Beyond the single-post linguistic analysis, time-sensitive, 
continuous, and heterogeneous information spreading should be 
constantly analysed since it represents one of the primary issues to 
the development of good-performing online information monitoring 
systems [2]. As a consequence, to fight against online fake news 
spreading, models and new monitoring tools are required to capture 
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the dynamic nature of online information to promptly detect eventual 
attacks aimed at generating cognitive vulnerabilities and society 
destabilization effects.

For this purpose, a crucial point to online information monitoring is 
the analysis of topics debated over time in a community, by taking into 
consideration not only those ones discussed for long time, but also 
those topics debated in a restricted period of time, that may influence 
users’ behaviours and thinking as well as the long-time-debated 
ones. This paper presents an emotion-aware solution to analyse 
users’ reactions towards topics that have been constantly discussed 
over time (long-term topics) and topics that have been discussed in 
a specific brief period (short-term topics). The rationale behind the 
approach is to combine the emotional analysis of tweet content with 
the time frequent analysis of relevant topic itemsets and tweet spread 
to better evidence those topics that may have the strongest impact on 
the community. In other words, a mechanism is introduced to rank 
topics that may cause community destabilization effects by jointly 
considering topic sentiment, importance and spread. In detail, the 
approach collects tweets day-by-day in a reference period, extracts 
short- and long-term itemsets of topics from tweets, then evaluates 
topic mentions and extracts a sentiment score on four different 
emotional classes to depict users’ reactions to topics. The approach 
is based on a granular time-grid-based data processing schema, that 
allows the emotion-aware analysis of the extracted short- and long-
term topics which can be used for community monitoring, including 
the prediction of emotional users’ reactions towards topics. The 
final and ultimate goal of the framework is a multi-perspective topic 
relevance analysis to provide ranked lists of topics in accordance with 
topic sentiment, importance, and spread.

In a nutshell, the paper contribution can be summarized in the 
following points:

• A report on multi-class emotional analysis of Twitter users’ reactions 
showing that short-living topics, which are often discarded, may 
generally cause great emotional effects on community.

• The proposal of a time-grid-based approach to track topic 
mentions and their emotional impact over time, aimed at helping 
the detection of high-impact topics.

• The design of a time granular emotion-aware topic modeling to 
serve the collected information reuse for different tasks, including 
the prediction of eventual future users’ reactions.

• The introduction of a score function combining topic sentiment, 
mention frequency and spread to perform a multi-perspective 
topic relevance analysis by comparing score-based topic impact 
ranked lists.

The paper is organized as follows: Section II provides the 
preliminaries to the research and discusses the related work, Section 
III describes the approach in detail, Section IV shows a case study 
related to the proposed approach, and Section V reports on the test 
conducted and conclusions close the paper.

II. Preliminaries

A. A preliminary Study
As a preliminary step, a careful analysis of Twitter users’ emotional 

reactions has been carried out with the aim of finding out meaningful 
features of the topics debated, the intensity of the emotions they 
have aroused in the community and the durability of these emotional 
reactions. The rationale behind this preliminary study is to determine 
the effective impact that some short-term topics may have on the 
community and whether they are of interest for analysis of users’ 
future behaviors and mitigation action planning.

To analyse Twitter users’ emotional reactions, tweets have been 
collected on a 3-months period from February 2021 to April 2021, 
hence tweet content has been extracted and processed with Sentiment 
Analysis to determine the emotional intensity (or score) on four 
emotions: sadness, anger, joy, and optimism. The sentiment scores 
have been analysed over time by using different time units, in detail 
the average sentiment score for each emotional class has been assessed 
each 3, 6, and 12 hours on short- and long-term topics, distinctively. 
This way, a time granular analysis of the emotional reactions has been 
conducted to evidence the emotional impact related to the debates on 
short-term topics.

Since from the analysis of the four emotional classes we can state 
analogous conclusions, for sake of simplicity results are reported for 
the emotional class anger in Fig. 1 on a period going from 03/04/2021 
to 20/04/2021. The figure shows the average sentiment scores of the 
tweets associated with topics for the anger class on the short- and 
long-term topics as the 3-hour, 6-hour, and 12-hour analyses. As a 
general trend, let us say that short-term topics cause higher peaks 
in negative emotions (i.e., high curve peaks). In some emotional 

Fig. 1. Twitter users’ averaged sentiment scores on anger class at different hour.
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classes, the sentiment score of some emotions on short-term topics 
is constantly higher than the long-term topic sentiment score. For 
example, long-term topic mean anger intensity is statistically lower 
than short-term topics mean anger intensity (with a p-value less than 
0.00001). This result proves that the undoubted influence of short-
term topics on users’ emotional reactions may lead the community to 
suffer from emotional destabilization phenomena and that monitoring 
emotions is fundamental to plan mitigation tools for economic and 
political analyses.

From the figure, let us notice that the 6-hour interval analysis 
uniformity seems to be a rational trade-off between the 3-hour analysis 
(excessive variability) and the 12-hour analysis (accentuated flatness).

B. Related Work
The spread of misinformation is generally related to hot topics 

(e.g., Covid-19 virus spread and vaccines), that are subject of different 
analyses aimed at finding out important trends, such as a decline in the 
number of vaccine supporters caused by the spread of fake news on 
vaccines [3]. Many works in the literature focus on misinformation and 
disinformation detection from texts [4]–[7]. In [4], the authors present 
a method to label a dataset on propagandistic text, run topic modelling, 
and then corpora imbalance assessment for propaganda detection. In 
[5], different techniques (e.g., GloVe, BERT, and LSTM) are combined to 
perform word representation, pretrain the model and detect persuasive 
text. Another approach [6] allows fragment-level text analysis which 
exploits tf/idf, word, and character n-grams to build a classifier for 
propagandistic text. In [7], the authors present a Machine Learning 
framework for article- and sentence-level persuasive text detection. 
Other works analyse disinformation on social networks to help find 
countermeasures, such in [8] where the authors propose a framework 
exploiting activity-connectivity maps based on network and temporal 
activity patterns to detect social influence among ISIS supporters.

Another predominant vein in literature is aimed at finding 
solutions to deal with fake news detection from social networks. In 
[9], the authors collect news from heterogeneous sources and test out 
different Machine Learning methods for fake news detection. Some 
works investigate sentiment analysis, such as the method proposed 
in [10], which explores sentiment analysis and determines the most 
relevant elements for fake news detection, including multilingualism, 
explainability, bias mitigation, and multimedia element treatment. In 
[11], the authors proposed an attention-based approach for multi-modal 
sentiment analysis. In [12], sentiment extracted from news is coupled 
with domain parameters to improve predictions. Several works focus 
on Twitter misinformation spread monitoring, such as the approach 
proposed in [13], which checks emotional valence in relation to false 
stories certified by Google Fact Checker API on Covid-19, and finds out 
that the emotional valence varies depending on the different topics. 
Another work [14] analyses changes in Twitter users’ behaviours after a 
misinformation attack by analysing variations with respect to frequency 
and sentiment expressed in their tweets. The solution proposed in [15] 
performs topic identification, network analysis, and sentiment analysis 
to classify tweets into the six categories for misinformation analysis. 
It comes out that sentiment score is mainly influenced by government 
measures and public speeches from government officials, as well 
as news agencies and public figures. In detecting misinformation, 
Sentiment Analysis is applied to news and social network posts with 
different intents, such as the approach presented in [16], which assesses 
text sentiment-harmful news correlation and detects harmful news 
through sentiment analysis.

Some other works are focused on Twitter data analysis aimed at 
extracting meaningful patterns for users’ behavior extraction or 
prediction, such as the work proposed in [17], which presents a Latent 
Dirichlet Allocation-based model to analyse people’s reactions to 

Covid-19 from tweets, the method proposed in [18] that introduces 
a method to mine association rules from tweets and extract people’s 
attitudes to topics, and the approach proposed in [19] that coupled 
topic identification and sentiment analysis to extract emotional 
people reactions from multi-lingual tweets. All these methods analyse 
exclusively general macro topics (e.g., politics, economic impacts, 
etc.) and focus on time evaluation that missed the momentary 
strong emotional impact that a topic may have on communities, and 
consequently fail in capturing a reliable topic relevance evaluation. To 
deal with this challenge, a granular time-grid hierarchical approach 
has been designed to process tweets, extract long-time and short-time-
debated topics alongside their parameters (sentiment, topic mention 
frequency, tweet count), and evaluate them in time granules (grid 
cells) in order to achieve a better topic relevance assessment.

III. The Methodology

The framework has been designed as a three-tier model allowing 
sentiment-aware topic extraction, time granular emotion-aware 
analysis of users’ reaction to topics and, a three-perspective topic 
relevance analysis. The complete pipeline is shown in Fig. 2, where the 
first tier includes tasks to perform Tweet collection and topic extraction, 
which lead to building datasets of tweets collected, pre-processing 
their content to extract relevant entities by running Named Entity 
Recognition (NER), and extract topics as frequent word itemsets from 
tweets assessing their mention frequency over time. Then, the second 
tier allows Users’ reaction modeling by accomplishing several tasks, 
including topic sentiment analysis aimed at depicting users’ reaction 
towards itemsets and a time-granular emotion modeling that can 
serve the prediction of users’ future reactions towards topics.

 
Tweet collection and 

topic extraction

- Tweet collection
- NER
- Frequent Itemset 

Extraction
- Support assessment

Users’ reaction 
analysis

- Sentiment Analysis 
with RoBERTa

- Sentiment-aware 
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Topic 
multi-perspective 

analysis

- Short- and long-term 
topic analysis

- Topic relevance 
ranked list 
generation

Se
nt

im
en

t Spread

Importance

Fig. 2. Architecture pipeline.

The third tier is in charge of Topic multi-perspective analysis by 
running several tasks aimed at analysing the relevance of short- and 
long-term topics in the community by considering topic sentiment, 
importance, and spread in the community.

A. Tweet Collection and Topic Extraction
Tweets are collected to build a tweet dataset representing a 

multiplicity of topics. To polish the data acquired, widely-used Python 
libraries are exploited to perform state-of-the-art pre-processing tasks, 
including stop word, special characters and punctuation removal, 
tokenization, and Part-of-Speech (POS) tagging by using nltk1, spaCy2 

and stanza3. The preprocessing task is closed by removing URLs 
from texts. To detect the effective entities debated in tweets, Named 
Entity Recognition (NER) is performed. Therefore, Stanza NER is then 
applied to hashtags and keywords to extract relevant names of people, 
organizations and locations discussed in tweets.

1 https://www.nltk.org/
2 https://spacy.io/
3 https://stanfordnlp.github.io/stanza/
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Then, topics are extracted and discriminated into two specific 
categories: short- and long-term topics; the former refers to those 
topics that are constantly debated over time (high mention frequency 
over time), and the latter represents those topics that have been 
debated within a limited time interval (i.e., they generally last few 
hours, or a day at maximum, or they are debated only a few times 
in different time periods). Since short-term topics seem to cause the 
strongest emotional reactions among Twitter users, as has been found 
out in the preliminary study (Section A), the main rationale behind 
short-term/long-term discrimination is to detect those events causing 
the strongest users’ reactions that, as a consequence, may lead to 
community destabilization effects.

In order to define topics, frequent word itemsets are built as 
composed of hashtags, keywords, mentions, and NEs extracted 
from tweets. In detail, itemsets are defined as 2-grams and 3-grams 
representing debated topics in the community by using the Python 
library fpgrowth. Then the support, defined as the occurrence 
frequency of a pattern in a dataset, is calculated. In this work the 
patterns are 2-grams and 3-grams, therefore the support is their 
occurrence frequency in the tweets dataset [20].

To allow a more robust topic analysis over time, the features of 
the extracted itemsets (e.g., support, tweet frequency, etc.) have 
been analysed by means of time granules. For this purpose, a time 
grid schema is defined to analyse the itemset support with respect 
to time at this stage, therefore, the time interval considered for tweet 
collection is represented as a grid having cells of fixed size expressed 
in hours. For instance, a 6-hours-cell in the time grid will report the 
time support for each itemset decomposed in each of the 6 hours of 
the time interval considered. The grid helps focus on the most debated 
topics in a specific moment in time (i.e., itemsets with high support 
in specific grid cells). To discriminate between long- and short-
term itemsets/topics, a support-based filtering function is applied to 
itemsets separating those itemsets debated over a long time from those 
that have a localized time occurrence. The support-based filtering 
function is reported as Algorithm 1; it takes the topic T, a counter C 
and the time grid cell length in hours (H), hence it discards T if it has 
a low support (lines 3-5) otherwise it increases C by 1 or decreases 
it by H/12 depending on T support in each cell (lines 6-12). Then, 
it checks whether T is a short- or a long-term topic by applying the 
sigmoid function to the base two logarithm of counter C (lines 13-17). 
The rationale behind the logarithmic function is that it grows slowly 
allowing topics to be considered as long-term only if they are present 
(i.e. meaning their support is high) in many time-grid cells. Moreover, 
when a long-term topic becomes less present in tweets, the logarithm 
ensures a slow and gradual decrease when applied on the counter. 
Therefore, the longer the former long-term topic was discussed, 
the more time it will take to become short-term due to the decrease 
strategy. Conversely, if a topic has been debated for a while, but not for 
so long (e.g. one month), when it is not debated anymore it will come 
back faster to the state of short-term topic (or absent state in case it 
is not referred to at all). The sigmoid function helps achieve a clearer 
interpretation of the logarithmic function applied to the counter by 
forcing the score to lie within the range 0.5 to 1. For this reason, a 
threshold fixed to the half of the range (i.e. 0.75), has been used to 
discriminate between short- and long-term topics.

B. Users’ Reaction Prediction
The second tier allows topic sentiment analysis and the prediction 

of users’ emotional reactions towards the extracted topics.

For this purpose, first, Sentiment Analysis is exclusively applied to 
tweets related to topics selected through Algorithm 1. The sentiment 
analysis outcome on these tweets will be used to perform the sentiment 
analysis of the selected itemsets. To perform Sentiment Analysis, our 

framework employs RoBERTa [21], the robustly optimized pretraining 
approach of the famous NLP transformer-based machine learning 
technique Google BERT. RoBERTa-based model allows text Sentiment 
Analysis in terms of polarity classification and single emotional 
class classification, namely optimism, joy, sadness and anger. Once, 
RoBERTa Sentiment Analysis has been applied to tweets in a specific 
time-grid cell of duration H (e.g. 6 hours), the sentiment score for a 
topic T is calculated as the mean of the sentiment scores achieved for 
each tweet in which T is present. This is done for each of the four 
RoBERTa emotional classes, hence for each of the four emotions 
describing users’ emotional reactions and for each time-grid an 
intensity score is associated for topic T . For example, the intensity 
scores are 160 if there are 4 time grid cells, which length is 6-hours 
each, in a total period of 10 days considered for all the 4 emotions (i.e. 
4 x 10 x 4 = 160). 

To deal with the analysis of eventual users’ reactions towards topics, 
a regressor module has been designed to process sentiment related to 
itemsets and accordingly predict how community users react to them. 
The regressor has been designed on the time grid introduced before 
(see Section A), where the support and sentiment on four classes are 
reported for each itemset in consecutive s-hour time-grid cells, where 
s is the number of hours considered as a step. The mean value of each 
emotional class and support is computed in each step. Then, given 
the mean sentiment value for each emotional class in the current 
and previous steps, the regressor goal is to predict the mean value of 
sadness, anger, optimism, and joy in the next step.

C. Topic Multi-Perspective Analysis
Since experts may be interested in analysing topic relevance 

from different perspectives, the last tier allows a synergistic multi-
perspective analysis of the topics extracted. For this purpose, the topic 
is analysed by means of the three parameters: sentiment, importance 
and spread in the community. The sentiment is represented by the 
sentiment score assessed on the topic for a specific emotional class, as 
it has been defined in Section B, the importance is based on the topic 

Algorithm 1. Support-based filtering on itemsets

1: Let T be a topic, C a counter and H the number of hours of the   
    interval

Require: T ≥ 0, C ≥ 0 and H ≥ 3
Ensure: T is a short-term or long-term topic

2:   function support_filter(T,C)

3:       if support(T) ≤ 0.001 then
4:          T is discarded

5:       end if
6:       for each time grid cell do
7:          if support(T) > 0.005 then

8:             C ← C + 1
9:          else if support(T) ≤ 0.005 then

10:           C ← C − 
11:        end if
12:     end for
13:     if sigmoid(log2 C) ≤ 0.75 then
14:        T is a short-term topic

15:     else if sigmoid(log2 C) ≥ 0.75 then
16:        T is a long-term topic

17:     end if
18: end function
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support metric that represents the frequency of the topic over time 
compared to the other itemsets extracted from tweets (see Section A), 
and the topic spread evaluation is based on the number of topics in 
which the topic is present.

To provide a joint evaluation of topic relevance in the community, 
this tier employs a merged score function that combines the three 
above-mentioned parameters in a unique value depicting topic 
relevance. The merged score function is defined as a weighted 
function combining topic support, emotional class mean score, and 
the number of tweets in which the topic appears. Formally, let t be 
an itemset of terms, the merged score is assessed with the following 
weighted function:

 (1)

where sw is the support weight, ms is mean support on all time-
grids, ew is the weight associated to the average sentiment score, me is 
the average sentiment score over all time-grids, twnn is the normalized 
number of tweets in which the t is present over all time-grids and nw 
is the weight associated to twnn. The average sentiment score (me) 
can be assessed for each of the four emotional classes considered by 
the framework.

The merged score is assessed for each topic among short- and 
long-term topics, hence a ranked list based on this score is generated 
to detect the most relevant short- and long-term topics among the 
extracted ones in the reference period. Moreover, experts can manually 
choose different weight values to generate and compare different 
views about the topic relevance. In fact, if experts want to focus on 
the emotional aspect, they can increase the weight associated with 
the mean emotional score (sw) and look out for those topics with the 

highest emotional impacts, without ignoring the effective importance, 
and spread of the topic. The merged score allows a better dynamic 
analysis of topic relevance in the community, as it will be shown in 
the next section.

To summarize the whole framework functioning, Fig. 3 shows 
an example of running the framework in a time reference period 
displaying how the score is assessed for a specific topic T . The blue 
lines represent the time grid schema for data processing and the black 
lines show the stage at which the three merged function parameters 
are calculated or retrieved. In detail, first, the tweets are collected 
and arranged in groups in each time interval of the grid, hence the 
normalized number of tweets is assessed from data so as to be used in 
the merged score calculation. In the second stage, named entities are 
extracted from each group in the reference interval and arranged in 
frequent itemsets (FIs) representing the topics, thus the support for a 
topic T is calculated in each time interval allowing the calculation of 
the mean support (ms) that will be used for the topic T merged score 
calculation. Then, the sentiment score is calculated for an emotional 
class (anger in this example) so that the mean of the sentiment scores 
(me) for topic T over the intervals considered can be assessed and used 
for the final merged score calculation.

IV. A Case Study on Long- and Short-Term Topics

To show the potential of the proposed framework, this section 
presents a real case scenario carried out by running the whole 
framework on tweets about the Covid-19 pandemic. For the sake of 
simplicity, we collected tweets with hashtags related to the Covid-19 
general topic in the period going from 06/02/2021 to 14/02/2021. Then, 
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data have been processed by following the three-tier pipeline in Fig. 
2 and the frequent itemsets of named entities representing topics 
extracted from tweets have been generated.

Since the main aim of the case study is to show how the proposed 
framework allows a comparative analysis of the effective short- and 
long-term topic relevance, the topic impact in terms of support score 
and sentiment score of every single topic extracted is evaluated 
through the merged metric (Eq. 1) that has been defined in Section 
C. Thanks to the merged score function, the framework returns two 
ranked lists of topics, one for the short-term and the other one for the 
long-term topics that have caused the strongest reactions among users 
and have been among the most discussed ones in the reference period.

The topics extracted by the framework have been ranked by using 
the merged score for the anger emotional class and shown in Tables 
I, II, and III for long-term topics and Tables IV, V and VI for short-
term topics. Three different ranked lists are generated for each class 
of topic (i.e., short- and long- term topics) by setting different weight 
values for the three parameters, including anger emotion weight (ew), 
support weight (sw) and normalized number of tweets weight (nw). 

Let us notice some difference between ranked lists of long- and 
short-term topics. For what concern the long-term ones, the highest-
scored topic is biden-americans on most of the lists (see Tables II and 
III), which is a very general topic debated in 5,986 tweets, and to which 
users react with low anger (0.20). Since this topic is very general, it 
is not easy to associate it to news released in the reference period. 
However, the wide spread of the topic means that slight changes in 
negative emotions could influence a high number of people.

TABLE I. Long-term Topic Ranked List Focused on Sentiment (sw = 0.2, 
ew = 0.6, nw = 0.2)

keys sc me ms twnn

republicans-rwpusa 0.545 0.815 0.014 0.266

senate-republicans 0.521 0.747 0.015 0.349

biden-americans 0.322 0.199 0.013 1.0

senate-eugene goodman fri-michaelart123 0.245 0.406 0.006 0.0

rt-rand paul 0.245 0.405 0.007 0.0

Legend: sc is the merged score, me is the average sentiment score over all 
time-grids, ms is the mean support over all time-grids, twwn is the normalized 
number of tweets

TABLE II. Long-term Topic Ranked List Focused on Support (sw = 0.2, ew 
= 0.6, nw = 0.2)

keys sc me ms twnn

biden-americans 0.248 0.199 0.013 1.0

senate-republicans 0.228 0.747 0.015 0.349

republicans-rwpusa 0.225 0.815 0.014 0.266

rt-rand paul 0.085 0.405 0.007 0.0

senate-eugene goodman fri-michaelart123 0.085 0.406 0.006 0.0

TABLE III. Long-Term Topic Ranked List Focused on the Number of 
Tweets in Which the Topic Is Present (sw = 0.2, ew = 0.2, nw = 0.6)

keys sc me ms twnn

biden-americans 0.642 0.199 0.013 1.0

senate-republicans 0.362 0.747 0.015 0.349

republicans-rwpusa 0.326 0.815 0.014 0.266

senate-eugene goodman fri-michaelart123 0.082 0.406 0.006 0.0

rt-rand paul 0.082 0.405 0.007 0.0

TABLE IV. Short-term Topic Ranked List Focused on Sentiment (sw = 
0.2, ew = 0.6, nw = 0.2)

keys sc me ms twnn
china-junta 0.634 0.955 0.018 0.29

asian-iamcindychu-non-asian 0.631 0.914 0.006 0.406

2021-junta 0.628 0.953 0.024 0.259

china-2021 0.624 0.944 0.024 0.263

china-myanma-2021 0.611 0.952 0.02 0.181

angelarayner-british 0.573 0.907 0.005 0.141

asian-asian americans 0.549 0.869 0.008 0.131

vp-asian 0.549 0.868 0.008 0.132

vp-asian americans 0.547 0.864 0.008 0.133

trump-covid 0.52 0.575 0.007 0.871

covid-billienomxtes 0.49 0.695 0.009 0.355

dwuhlfelderlaw-ron desantis 0.483 0.746 0.006 0.171

biden-florida 0.478 0.701 0.006 0.284

biden-trump 0.401 0.397 0.008 0.803

super bowl-dwuhlfelderlaw-tampa 0.377 0.585 0.008 0.125

super bowl-tampa 0.367 0.564 0.008 0.136

trump-gop 0.354 0.434 0.007 0.462

doctorpisspants-20s 0.353 0.444 0.011 0.422

trump-americans 0.344 0.401 0.008 0.511

0-daliagebrial 0.322 0.435 0.01 0.296

kylegriffin1-biden 0.303 0.295 0.013 0.616

senate-rand paul 0.3 0.436 0.008 0.184

senate-rt 0.293 0.42 0.008 0.196

a year ago today-gtconway3d 0.285 0.404 0.007 0.205

emekamba-nigeria 0.278 0.411 0.014 0.141

TABLE V. Short-Term Topic Ranked List Focused on Support (sw = 0.6, 
ew = 0.2, nw = 0.2)

keys sc me ms twnn
trump-covid 0.293 0.575 0.007 0.871
iamcindychu-asian 0.268 0.914 0.006 0.406

china-junta 0.26 0.955 0.018 0.29

2021-junta 0.257 0.953 0.024 0.259

china-2021 0.256 0.944 0.024 0.263

biden-trump 0.245 0.397 0.008 0.803

china-myanma 0.238 0.952 0.02 0.181

covid-billienomxtes 0.216 0.695 0.009 0.355

angelarayner-british 0.213 0.907 0.005 0.141

asian-vp-asian americans 0.205 0.869 0.008 0.131

vp-asian 0.205 0.868 0.008 0.132

vp-asian americans 0.204 0.864 0.008 0.133

biden-florida 0.201 0.701 0.006 0.284

kylegriffin1-biden 0.19 0.295 0.013 0.616

trump-americans 0.187 0.401 0.008 0.511

dwuhlfelderlaw-ron desantis 0.187 0.746 0.006 0.171

trump-gop 0.184 0.434 0.007 0.462

doctorpisspants-20s 0.18 0.444 0.011 0.422

potus-america 0.178 0.161 0.008 0.706

0-daliagebrial 0.152 0.435 0.01 0.296

super bowl-dwuhlfelderlaw-tampa 0.147 0.585 0.008 0.125

super bowl-tampa 0.145 0.564 0.008 0.136

gop-americans 0.145 0.316 0.007 0.386

three weeks ago-america 0.135 0.206 0.01 0.439

supe-anildash 0.135 0.36 0.009 0.291
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TABLE VI. Short-term Topic Ranked List Focused on Sentiment (sw = 
0.2, ew = 0.6, nw = 0.2)

keys sc me ms twnn
trump-covid 0.639 0.575 0.007 0.871

biden-trump 0.563 0.397 0.008 0.803

potus-america 0.457 0.161 0.008 0.706

kylegriffin1-biden 0.431 0.295 0.013 0.616

asian-non-asian 0.428 0.914 0.006 0.406

trump-americans 0.388 0.401 0.008 0.511

china-junta 0.369 0.955 0.018 0.29

trump-gop 0.365 0.434 0.007 0.462

covid-billienomxtes 0.354 0.695 0.009 0.355

china-2021 0.351 0.944 0.024 0.263

2021-junta 0.35 0.953 0.024 0.259

doctorpisspants-20s 0.344 0.444 0.011 0.422

biden-florida 0.312 0.701 0.006 0.284

three weeks ago-america 0.307 0.206 0.01 0.439

myanma-2021 0.303 0.952 0.02 0.181

potus-covid 0.301 0.134 0.007 0.455

gop-americans 0.296 0.316 0.007 0.386

biden-gop 0.279 0.286 0.008 0.367

barbados-india 0.27 0.182 0.006 0.387

india-justintrudeau 0.269 0.141 0.007 0.4

angelarayner-british 0.267 0.907 0.005 0.141

0-daliagebrial 0.267 0.435 0.01 0.296

asian-asian americans 0.254 0.869 0.008 0.131

vp-asian americans 0.254 0.864 0.008 0.133

vp-asian 0.254 0.868 0.008 0.132

Now, let us pick the short-term topics with a higher merged score 
(0.63) in Table IV, which are about Myanmar junta, China and year 
2021 (e.g., china-junta, china-myanma, china-myanma-2021, etc.). 
Even though these topics are discussed for a short time and do not 
have high mean support, Twitter users react to them by expressing 
considerable anger (me = 0.95). Moreover, these topics identify 
specific news released in that period about the Myanmar military 
junta that took power with a coup d’etat considering the Covid-19 
pandemic restrictions as a violation imposed by the State Counsellor 
of Myanmar, and then killed and tortured hundreds of civilians, 
including children4.

The assignment of different weights to the merged score function 
contributes to build three different views on topics focusing on 
a specific concept but taking into consideration the others at the 
same time. This mechanism allows a comparative analysis that can 
indeed serve the detection of topics to pay attention to for avoiding 
destabilization effects:

1. Higher emotion weight: by giving higher weight to the sentiment 
score, the ranked lists (Tables I and IV) highlight those topics 
to which users react in the strongest way that may differ from 
the most-discussed topics (i.e., ranked lists focused on support 
and number of tweets). In fact, the long-term topic that caused 
the strongest users’ emotional reactions is related to senate and 
republicans (see Table I), even though the most debated long-term 
topic is the already-mentioned biden-americans (see Tables II and 
III). The same goes for the short-term topic; the china-junta-2021, 
causing the strongest users’ reactions (Table IV), is not discussed 
as much as the trump-covid and biden-trump which are the most 
debated topics(Tables V and VI).

4 https://www.voanews.com/a/myanmar-junta-violations-may-amountto-crimes-
against-humanity/6242469.html

2. Higher normalized tweet number weight: a normalized-tweet-
number-focused ranked lists depict the importance of a topic. 
For instance, let us notice that biden-trump and china-junta are 
the topics with 80% and 29% of normalized number of tweets in 
the reference period (Table VI). Therefore, biden-trump has more 
importance than china-junta.

3. Higher support weight: the analysis mainly based on support 
gives a score to biden-trump that is less than the score of china-
junta, meaning that, in the periods in which the topics are 
discussed, china-junta is more frequent than biden-trump and may 
be considered more important from this perspective (Table V). In 
other words, even if china-junta may be discussed within a smaller 
number of time-grid cells, during this time its mean frequency is 
considerably higher than the frequency of biden-trump.

The merged score allows to always consider all the parameters 
in a topic relevance evaluation even though a higher weight may be 
assigned to one of them. In fact, in the support-focused analysis (Table 
V), china-junta has higher ranking than biden-trump that does not only 
depend on support but also on the emotional score (i.e., china-junta 
causes definitely stronger emotional reactions than biden-trump).

V. Experimentation

To test how much the proposed granular time-based framework 
is good for monitoring users’ emotional reactions, a time-based test 
has been carried out to check out how long the framework has good 
performance at predicting users’ reactions.

A. The Dataset
A Tweet dataset has been considered for tests: Coronavirus 

(COVID-19) Tweets Dataset [22]. This dataset is composed of CSV 
files including IDs and sentiment scores of the tweets related to the 
COVID-19 pandemic. The dataset includes 2,023,557,636 tweets 
in English, covering a global geographic area and a long period 
starting with the date of the first tweet on the topic which dates 
back to October 01, 2019. The real-time Twitter feed is monitored 
for coronavirus-related tweets using 90+ different keywords and 
hashtags that are commonly used while referencing the pandemic. 
For efficiency purposes, a subset of this dataset has been acquired, 
containing 2,000,000 tweets.

B. Methods
To check the feasibility of using our framework for users’ reaction 

prediction, several state-of-the-art regression methods have been run 
and compared on the COVID-19 Tweets Dataset. Details on methods 
are reported below.

• Linear regression is a regression model consisting of a predictor 
variable and a dependent variable related linearly to each other.

• Random Forest is an ensemble learning method that averages the 
predictions made by multiple decision trees to perform regression.

• Gradient boosting is a predictive model combining an ensemble 
of weak prediction models for accomplishing regression.

• K-nearest regressor is a non-parametric method that 
approximates the association between independent variables and 
the continuous outcome by averaging the observations in the 
same neighbourhood.

C. Metrics
Several metrics have been employed for tests:

• MSE. Mean Squared Error (MSE) refers to minimizing the mean 
squared error between predictions and expected values. It is 
calculated as the mean or average of the squared differences 



Regular Issue

- 173 -

between predicted and expected target values in a dataset:

 (2)

where yi is the ith expected value in the dataset and  is the ith 

predicted value.

• RMSE. It is an extension of MSE that returns an error in the same 
unit of the target value. MSE allows to punish large errors by 
squaring the error, while RMSE reverses this operation through 
the square root:

 (3)

• MAE. Mean Absolute Error (MAE) does not give more or less 
weight to different types of errors, contrary to MSE and RMSE 
which punish larger errors more than smaller errors. MAE is 
calculated as the average of the absolute error values:

 (4)

• R2. The coefficient of determination or R squared is statistics to 
evaluate how well observed outcomes are replicated by the model, 
based on the proportion of total variation of outcomes explained 
by the model. It is calculated by relating the residual sum of 
squares and the total sum of squares:

 (5)

where .

D. Test Results
The framework has been tested with each of the four methods 

introduced in Section B, then the results have been compared. The 
regressors have been applied to each of the four emotional classes. The 
selected dataset has been divided by 66% for training and 33% for test 
validation phases, hence all the regressors have been applied to predict 
the mean sentiment score in the next step by considering the mean 

sentiment score in the previous four cells of the grid. Let us consider 
a prediction window as the number of cells after which the regressor 
provides users’ sentiment prediction, the test has been designed as 
an incremental scheme that calculates the four metrics (Section C) on 
each regressor by incrementally increasing the prediction window 
by one at each test run. In other words, the regressor performance 
is evaluated firstly when it predicts the sentiment after one cell, 
then after two cells, then after three cells, and so on. The maximum 
number of cells to which regressor prediction accuracy is evaluated is 
8. Since each interval is fixed to 6 hours, 8 cells correspond to 48 hours, 
therefore considering a scale of 8 cells, the regressor will be evaluated 
at predicting users’ reactions after 6 h, 12 h, 18 h, 24 h, 30 h, 36 h, 42 h, 
48 h. This time-based test allows to evaluate how long is the regressor 
good at predicting future users’ emotional reactions.

From the figures, let us notice that, in general, Gradient boosting 
regressor outperforms all the other methods, followed by Random 
forest and k-nearest neighbor methods. Linear regression is definitely 
the method with the worst performance. The prediction accuracy over 
time changes with the emotional class, in detail, let us look Fig. 4c for 
the anger emotional class, r 2 score decreases after 18 hours, with the 
best performing method (gradient boosting) going down from 0.90 to 
0.60, Random forest and k-nearest neighbor reaching 0.50 after the 
30 hours, while Linear regression registers some negative steep dips. 
Regressors have definitely better performance on the other emotional 
classes, for sadness the r 2 score of the best-performing methods (e.g., 
Gradient boosting and Random forest) is constantly high lying in the 
range r0.9, 1s (Fig. 5c); for joy, r 2 score for three of the methods is high 
for 30 hours, after that values decrease a bit but lying in the range 
r0.6, 0.8s (Fig. 6a); for optimism, there is more variability, with the 
best-performing three regressors decreasing a bit after 12 hours but 
keeping high accuracy (r 2 score around 0.8) and going higher after 18 
hours, but then having a steep dip after the 24 hours.

VI. Conclusion

The paper presented an emotion-aware framework for the analysis 
of long- and short-term topics over time and users’ reaction to 
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topics with the aim of supporting experts and institutions to keep 
disinformation on social networks under monitoring. This study 
introduced several important contributions to build monitoring 
systems for disinformation fighting in online social communities, 
including:

• A preliminary study showing the relevance of short-time-
discussed topics in causing strong negative users’ reactions.

• A time-grid-based approach to track topic frequency and emotional 
impact for the analysis of long- and short-time- debated topics.

• An emotion-aware topic modeling to support monitoring activities 
over time, including users’ future reaction prediction.

• A score function combining topic frequency, sentiment and spread 
to support a robust multi-perspective topic relevance evaluation.

Future research intents will be focused on automatising some 
processes, including an automatic weight assignment depending on 
the context (e.g., social, economical, political, etc.) and the analysis 
goal to find out the most relevant parameters for the topic relevance 
evaluation. Future research directions are also targeted at studying 
echo chamber effects in order to extend the developed short- and 
long-term topic detection model to help community analysers fight 
radicalization phenomena.
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Abstract

The study of placeness has been focus for researchers trying to understand the impact of locations on their 
surroundings and tourism, the loss of it by globalization and modernization and its effect on tourism, or the 
characterization of the activities that take place in them. Identifying places that have a high level of placeness 
can become very valuable when studying social trends and mobility in relation to the space in which the study 
takes place. Moreover, places can be enriched with dimensions such as the demographics of the individuals 
visiting such places and the activities the carry in them thanks to social media and modern machine learning and 
data mining methods. Such information can prove to be useful in fields such as urban planning or tourism as a 
base for analysis and decision-making or the discovery of new social hotspots or sites rich in cultural heritage. 
This manuscript will focus on the methodology to obtain such information, for which data from Instagram is 
used to feed a set of classification models that will mine demographics from the users based on graphic and 
textual data from their profiles, gain insight on what they were doing in each of their posts and try to classify 
that information into any of the categories discovered in this article. The goal of this methodology is to obtain, 
from social media data, characteristics of visitors to locations as a discovery tool for the tourism industry.
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I. Introduction

Tourism is a source of wealth and sustained growth. The 
relationship between tourim and economic growth has been 

explained in several studies [1], [2]. Until 2019, the main motivation 
for international travel was tourism, being the reason for 56% of them, 
followed by visiting friends and family, health, religion and other 
purposes (27%), and business travel (13%). Until that time, tourism 
was the world’s third largest export, after chemicals and fuels [3]. 
International tourism spending experienced an average annual growth 
of 4.6% between 2010 and 2018 [4], 2020). Even in 2019, this sector 
grew by 3.5%, contributing 10.3% to global GDP (i.e., Gross Domestic 
Product) and 28.3% to global exports of services [5]. Tourism has also 
undergone a qualitative transformation. The externalities associated 
with mass tourism, the emergence of a great diversity of tourism 
products to face competition from destinations, the change in the 
profile of the tourist who seeks different experiences focused on 
culture, nature, authenticity, among others [6], [7] have been some 
of the factors associated with this transformation.Tourism activities 
related to the cultural heritage-nature binomial the backbone of 
cultural tourism [8].

The concept of cultural heritage (i.e., CH) is very broad, 
including elements such as landscapes, historical sites, works of art, 
biodiversity, traditions, social values, sensory experiences, among 
others. In its contemporary meaning, it is made up of a tangible or 
physical component, the tangible cultural heritage; and an intangible 
component, the non-material cultural heritage [9]–[11]. The valuation 
of CH has been imposed in the narrative that guides the design of 
tourism products, due to the great dynamizing potential of the society 
and economy of the territories where it is promoted [12]. On the other 
hand, it has favored the development of cultural heritage tourism, as a 
tourism with a global dimension [13].

However, a tourist location may succeed to the point of generating a 
problem, of discomfort of residents [14] or disturbance of the environment 
[15]. Furthermore, the location of the tourist destination is dynamic [16]. 
In the context of globalization and increased human mobility, placeness 
can be affected by geopolitical issues, wars, terrorism, security threats 
and health emergencies among others [17], [18], [19] .

In this sense, the study of the factors that influence the formation of 
placeness of tourism products is increasingly being investigated [20], 
[21]. Placeness is defined as the uniqueness of a place determined by 
the set of its natural and historical features, its tangible and intangible 
cultural assets, emotions and sensations that the place can generate 
both to the inhabitants of the destination and tourists [22],[23]. Social 
networks such as Instagram are a valuable source of data for the study 
of the aforementioned factors that influence the creation of placeness.
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Thus, drawing on previous work that defined the concept, the 
availability of social media data and machine learning and data mining 
techniques, we intend study the viability of extracting placeness 
features in accordance to the ontological approach proposed by [24]. 
We expose here a case study that focuses on the demographic and 
activity information in a clearly defined area and period of time. We 
intend to show-case a small scale study with the goal of introducing 
the methods as a first stage, but we aim to extend this to larger studies 
covering several locations in a wide area as a mean to discover new 
potential touristic opportunities.

A. Related Works
Previous research groups have used social media to infer information 

about people or places and have developed tools and methodologies 
which provide promising results. Noe, the two key articles on which 
our work is based are described [25], [26], [27], [28].

• Inferring placeness from Starbucks In [24] the authors focus 
their research around placeness as "the sense of place" and its 
importance in architecture or urban design. In their study they 
define an ontology for placeness which describes it as a relation to 
four factors: place, visitors, time and activity. They came up with 
a novel methodology to extract placeness features from Instagram 
posts and characterize a specific location given the information 
inferred for the given factors. They show-cased an study conducted 
from posts tagged in Starbucks in three major cities and compared 
its results to the current big data based approach and showed 
promising results from the relatively small amount of data they 
dealt with.

• Inferring demographics from social media A deep learning system 
is specified in [29] as an alternative to infer demographic data 
from social media users while providing resilience against biases 
that favour dominant languages and groups. The results achieved 
in their study were very promising, reaching accuracies higher 
than other demographic inference systems while providing 
better support for text in different languages, supporting up to 32 
languages.

II. Methodology and Mathematical Background

Drawing on the works presented, a particular inference pipeline 
was set up to enrich Instagram posts with the same dimensions defined 
in [24] with the support of the M3 Inference pre-trained model to deal 
with cases where the images do not offer demographic information 
based on face recognition [30] [31]. On top of that, an education 
estimator was added based on a linguistic formula to measure the 
readability score of posts [32].

A. M3 Inference
According to Z. Wang et. al [29], this deep learning system is named 

after its multimodal, multilanguage and multi-attribute inference 
capabilities because it has been designed and trained integrating 
different machine learning models to extract features closer to the input, 
to support 32 languages and infer three different attributes. Fig. 1 shows 
the input data the model requires and the output is obtained from it.

This system’s architecture combines DenseNet [33] [34] for image 
classification, and a 2-stack bidirectional character-level Long Short-
Term Memories [35] neural networks as input models that are later 
combined in what they call a dropout layer followed by, in sequential 
order, two densely connected layers, one Rectified Linear Unit 
activation layer and three different output layers that apply a SoftMax 
[36] function to the output in order to represent the probabilistic score 
of each category. This system has an added advantage of resilience 
against missing data thanks to its dropout layer, which is trained to 

work when data from a source may no be available or reliable. For 
example, in cases where the image model cannot decide on any 
category, the dropout layer would give more weight to the input from 
the text based models.

Image, 
username, 

name, caption
language

Apply M3
Inference’s
predicition

model

Gender, 
age and org. 
category and
probability

Fig. 1. M3 Inference’s input and output.

B. Flesch Reading Ease
The Flesch Reading Ease is a simple and effective metric to measure 

readability invented in 1948 by Rudolph Flesch, which can be adapted 
to several languages [32]. Such expression (equation 1) gives a score 
related to the difficulty of the text analyzed, drawing a value within 
the range of 0 to 100 as a result. The lower readability score, the higher 
the level of education that the transmitter is supposed to have.

 (1)

Table I shows the distribution of education levels according to this 
indicator. Therefore, a text made with short sentences and simple 
words would have a very high score, and a text made up of long and 
complex sentences would have a small value assigned.

TABLE I. Flesh Reading Ease Score Distribution

Flesch Reading Ease Categories
Score Level of difficulty
90-100 5th grade - Very easy
80-90 6th grade - Easy
70-80 7th grade - Fairly easy
60-70 8th to 9th grade - Plain English 
50-60 10h to 12th grade - Fairly difficult 
30-50 College - Difficult
10-30 College graduate - Very difficult
0-10 Professional - Extremely difficult

C. Word2Vec Model
In the area of natural language processing, words are generally 

interpreted as associated symbols that do not necessarily have to have 
meaning; thus, the word tourism could have an associated id such as 
id1. The problem of following this nomenclature lies precisely in not 
keeping a relationship between similar terms, and it is for this reason 
that space vector models have arisen, pretending to group words that 
belong to the same lexical family.

From this idea was born the Word2Vec model, which is mainly 
found in two forms: Continuous Bag-of-Words (CBOW) or Skip-Gram. 
The former consists of trying to determine the word in the middle of 
a text from the context taken from the rest surrounding the word of 
interest, and is the one used for the present work. On the other hand, 
the latter is based on trying to predict context of the text based on a 
given word of interest.

The way to do this is by using a technique called one-hot vector, 
which is based on creating a vector with as many zeros as words in 
the text and assigning a 1 to the position where the word of interest is 
located. Thus, for instance, if you have the sentence Today is sunny and 
you want to encode the word sun, the vector would look like [001].

The output of the Word2Vec Model is a vocabulary in which each 
item has an associated vector that can be used to identify similarities 
and relationships between all the words that characterize the images 
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from instagram, which in this case is composed of a 300-dimensional 
Word2vex model.

D. Principal Component Analysis
After completing the word encoding, it was decided to perform a 

step to reduce the dimensionality of the data from 300 to 2-dimensional, 
in order to both facilitate and optimize its subsequent classification.
It is important to note that technically one dimension would have 
been sufficient to explain the variability of the vectors (since the first 
component is able to explain 90% of the variability); however, two 
have been chosen in order to follow the recommended methodology 
and provide greater representation and explanation of the differences 
in the data. Principal Component Analysis, i.e. PCA, is a reduction 
dimensionality technique used to improve the understanding of a large 
dataset, minimizing the information loss by creating new variables 
that are not correlated [37] [38]. In this way, enough components have 
been retained to create a two-dimensional space, which explains or 
contains more than 90% of the variance of the data.

E. Unsupervised Clustering Algorithm: KMeans
Once the reduction of the vector space corresponding to the tags 

that were taken from the instagram images is completed, the next step 
consists of applying one unsupervised algorithms known as KMeans. 
The term unsupervised implies that the input data does not contain 
labels, so the clustering is performed by similarity in the vectors 
representing the chosen words.

A parameter k is defined, which refers to the number of centroids 
to be searched for in the dataset, i.e. the number of clusters to be 
obtained. These centroids correspond to the center of the cluster in 
question. Once the number of clusters is selected, the algorithm starts 
iterating to optimize the position of the centroids of each cluster. In 
such a way, it will only stop if the centroid position stabilizes after a 
number of iterations, or if a maximum number of iterations is reached.

1. Silhouette Score
Aiming to identify the optimal number of clusters to be chosen 

for the KMeans clustering algorithm, the average silhoutte method 
is evaluated in order to determine how well each item is classified 
within its cluster. The higher the average silhouette width, the more 
appropriate the item is classified. Calculations for different numbers 
of groupings show that the optimum is two, since it corresponds to a 
value of 0.76 according to the silhouette method, being the highest of 
all the tests performed (Table II).

TABLE II. Silhouette Method Coefficients

Nº clusters 2018 2021
2 0.7576 0.7699
3 0.6696 0.6781
4 0.6392 0.6484
5 0.6124 0.6268
6 0.5729 0.5640
7 0.5707 0.5658

III. Results

This section describes the data used in this study, discusses the 
challenges in collecting it and explains its format as a preamble. The 
enrichment process and its components are described, what builds up 
the inference pipeline, and the different machine learning approaches 
used are discussed - directly or indirectly - as well as their strengths. 
An extra section will describe the activity classification model that 
has been developed for this study, explaining the different stages and 
techniques required to build it.

A. Data Description and Enrichment
The data used in this study is a set of 10,000 Instagram posts tagged 

in Vigo, Spain [39] and comprises two different datasets: 5,000 posts 
from the last two weeks of May 2018 and 5,000 posts from the last 
two weeks of May 2021. The goal of dealing with these datasets is 
to try and find differences in visitors - namely, people posting at a 
given location - before an after an event expected to have impacted 
travellers’ and visitors’ behaviour, such as the SARS-CoV-19 pandemic. 
It is important to note that, while desirable, obtaining large amounts 
of posts from Instagram is not an easy feat, thus efforts to provide 
inference tools from low amounts of data are required.

Table III shows an example of the data used to conduct the study in 
table format. More information could be retrieved, but these were the 
only parameters our enrichments needed.

TABLE III. Data Format Example

image_url https://instagram...
caption Enjoy these moments...

username the_foobaz
full_name Eugenio Doe

Our data processing pipeline is shown in Fig. 2 as a set of independent 
processes that infer the different dimensions of interest. This process 
is referred as the enrichment of the data set because it infers valuable 
information from raw data. The overall pipeline consists of a wide 
range of machine learning and data mining techniques combined with 
the usage of external MLaaS1 platforms that allow us to get some 
promising results with small sets of data.

Face ++

M3 inference

Activity
classifier

Flesh
reading

ease

Fig. 2. Enrichment on data.

To obtain demographic information two machine learning methods 
are utilized: Face++ platform [30] and M3Inference [29]. The first uses 
facial recognition to identify faces and estimates their demographics 
based on them, while the second analyses the image and text data from 
the user to make the same inference. As explained before, the latter is 
used to obtain information where the former fails to recognize any 
face. The activity dimension is also inferred using machine learning 
and data mining techniques described later.

A different approach, however, is taken for the educational 
dimension, where instead of relying machine learning models the 
Flesch Readability formula was used. One such approach became 
the seed for more sophisticated evaluations, and even adaptations 
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in different languages. Moreover, it offered flexibility on multiple 
languages -making switching between them straight forward thanks 
to the python implementation found in [40].

Some of these systems are closed source, such as Face++ and 
Azure’s Cognitive Services [41] so no details on their techniques 
can be discussed, but provided their services cover the areas of facial 
and object recognition, it can assumed there’s a high degree of deep 
or convolutional neural networks at work given their outstanding 
performance on image classification tasks [42]. That is the case for 
one of the ways the demographic dimension of a subset of posts is 
obtained from the data set through Face++’s face detection web API, 
which searches for faces in images, analyses them and infers their age 
and gender, among other things, and returns that to the caller.

B. Clustering

1. Activity Classifier. Model Generation
Based on the work of [24] we made our own implementation of 

the activity classifier with the data we had. The overall process of 
generating the classifier is shown in Fig. 3, which mentions the 
techniques used in this approach.

The main parts of the process are explained as such:

1. Obtain visual tags from each image with Azure’s computer vision 
API [41] and make sentences by joining all of the tags into text. 
These tags can be anything that the API recognizes, such as: 
outdoors, beach, water, sand, bikini.

2. Train a Word2Vec [43], [44] with the sentences to generate a word 
embedding that learns relationships between words. For example, 
words that repeatedly appear in the same sentences together will 
be more similar than those that do not.

3. Reduce the vector space from the Word2Vec model using PCA [38] 
to project the two main components - which provided the highest 
variance - into a new 2D space in order to allow for more efficient 
clustering. Other approaches were tested, such as UMAP [45] 
and T-SNE [46], but after comparing the final clusters by means 
of image sampling and by the sets of words that defined them, it 
was concluded that PCA offered similar results in significantly less 
time. On T-SNE, it was decided not to be a good option to make 
a reusable model because it is not deterministic, therefore there 
is no guarantee that new similar data would be classified into the 
right clusters.

4. Compute the Silhouette Score [47] for different values of k to 
discover the most efficient value for the K-Means clustering 
algorithm.

2. Data Classification Interpretation
Fig. 4 shows the comparison between the age profiles found within 

each grouping. First of all, it is noteworthy that the first cluster 
contains a greater number of individuals than the second cluster, 
which is composed mostly of a female profile. The age focus is 
centered between 25-30 years for both clusters, showing a downward 
trend towards older ages and no difference pre- and post-pandemic. 
On the other hand, for the second of the clusters a greater comparison 
between the profiles can be seen, counting a lower presence of women 

for 2021. The center of age shifts more towards 30 years of age and the 
downward trend seen in the first cluster is lost.
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Fig. 4. Age comparison between clusters from 2018 (left) and 2021 (right)..

Moreover, Fig. 5 shows a box plot for each year, comparing the 
difference in the education profile of the publications between the 
first and second clusters, taking into account gender. In the first of the 
clusters, a higher level of Flesch’s pre-pandemic indicator in men can 
be seen, which is equivalent to a lower difficulty of the analyzed text. 
This tendency is also seen to a lesser extent in the case of women, who 
present a greater dispersion of the data and an average that remains 
around 50 in 2018, decreasing towards 40 by 2021. In the case of the 
second cluster, it is clear that for both women and men, the level of 
difficulty of the texts analyzed increased post-pandemic.
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Fig. 5. Age comparison between years from first (left) and second (right) 
clusters.

IV. Conclusions and Future Lines

This work has developed a methodology for analysing tourism 
through the prism of complex mathematical algorithms, based on 
unstructured data extracted from social networks.

Generate
k-means

Store 
Word2Vec

and K-Means
models
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Average
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Method to
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Word2Vec
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Obtain visual
tags

Image

Fig. 3. Activity classifier generation process.
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As a conclusion of this work, it is possible to appreciate the great 
potential offered by the analysis of information from social networks 
for the identification of tourism profiles. Serving in this case to locate 
differences between people visiting the city of Vigo between the years 
2018 and 2021. In the results, a more notable difference has been 
observed in the education levels of the profiles, rather than in the age 
ranges; being logical that most of them focus on lower ages where 
social networks are more successful.

Beyond that, the geolocated image extraction and analysis 
methodology implemented in the present work has great potential 
for comparisons on larger amounts of data and even between tourism 
profiles between cities.

Once the results obtained in this work have been analysed, new 
algorithms are being developed that integrate several data sources, as 
well as the improvement of enrichment techniques, always oriented 
towards decision-making in the tourism sector.
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Abstract

The rapid evolution of technology directly impacts the skills and jobs needed in the next decade. Users can, 
intentionally or unintentionally, develop different skills by creating, interacting with, and consuming the 
content from online environments and portals where informal learning can emerge. These environments 
generate large amounts of data; therefore, big data can have a significant impact on education. Moreover, the 
educational landscape has been shifting from a focus on contents to a focus on competencies and capabilities 
that will prepare our society for an unknown future during the 21st century. Therefore, the main goal of 
this literature survey is to examine diverse technology-mediated environments that can generate rich data 
sets through the users’ interaction and where data can be used to explicitly or implicitly perform a data-
driven evaluation of different competencies and capabilities. We thoroughly and comprehensively surveyed 
the state of the art to identify and analyse digital environments, the data they are producing and the capabilities 
they can measure and/or develop. Our survey revealed four key multimedia environments that include sites 
for content sharing & consumption, video games, online learning and social networks that fulfilled our goal. 
Moreover, different methods were used to measure a large array of diverse capabilities such as expertise, 
language proficiency and soft skills. Our results prove the potential of the data from diverse digital environments 
to support the development of lifelong and lifewide 21st-century capabilities for the future society.
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I. Introduction

Historically, educational research has been one of the most widely 
explored areas to improve teaching, learning and assessment [1]. 

Within this context, formal education has been understood as learning 
that happens within regular classrooms. However, a large body of 
research has explored the more informal learning constantly taking 
place across everyday activities that fall outside of a curriculum. 
Furthermore, the advent of the World Wide Web, followed by the 
spread of Internet usage, has changed how informal learning emerges 
in depth [2]. In this way, it also has led to a huge growth of online 
learning including not only Massive Open Online Courses (MOOCs) 
like Coursera1 or edX2 and language learning sites like Duolingo3 or 
Babbel4 , but also online portals where informal learning can emerge, 
such as websites that follow a Question-and-Answer format (Q&A), 
numerous online games, photo and video sharing platforms or 
social networking sites, amongst many others [3]. This kind of the 
platform can attract a diverse spectrum of users, especially those that 

1  https://coursera.org/ 
2  https://edx.org/
3  https://duolingo.com/
4  http://babbel.com/

are typically less interested in traditional learning approaches [4]. 
By creating, interacting with and consuming the content from these 
environments, users can, intentionally or unintentionally, develop 
different skills.

All the previously mentioned environments on the web, in turn, 
generate large amounts of data stemming from the interactions carried 
out by their users in such contexts. Consequently, it is important to 
highlight that big data can have a significant impact on education 
since it offers unprecedented opportunities to support learners and 
advance research in the learning sciences [5]. In addition, big data 
practices can help discover new and useful insights about the service 
of education providers, its students, competitors in private sectors and, 
most importantly, to gain its value for better educational outcomes [6]. 
According to Kizilcec et al. [7], research with heterogeneous samples 
of learners can provide a more inclusive science of learning that moves 
beyond tailoring to averages. This could help us to understand a better 
range of issues at the core of learning and technology research [8]. 
These topics are connected with the term datafication, which allows 
analyses of information across large data sets in more sophisticated 
ways [9]. According to Mayer-Schoenberger et al., datafication refers 
to the transformation of social actions into quantified data that permits 
real-time tracking and predictive analysis [10]. This is considered as a 
revolutionary research opportunity to investigate human behaviour 
[11] and an innovative way to inspect the behaviour of learners. 
Hence, within the context that we are exploring, the data generated 
by users in these environments hold the potential to infer valuable 
information about users’ competencies and capabilities.
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From an educational point of view, the landscape has been shifting 
from a focus on contents to a focus on competencies and capabilities 
[12], [13]. The rationale is that rapid technological evolution is having a 
direct impact on the skills and jobs needed in the next decade [14], [15]. 
Therefore, it is vital to raise a new generation that can self-regulate 
flexibly and rapidly acquire new skills and knowledge, as the world is 
changing in terms of economics, technologies, social and cultural life 
[16]. Accordingly, we need to focus on enhancing competencies and 
capabilities that will prepare our society for an unknown future during 
the 21st century. In this respect, interest in deploying modern techniques 
focused on both formal and informal learning has been rapidly 
growing in recent years. This has led to the fact that understanding 
learners and their contexts has become one of the most promising 
educational research topics during the past decade. For example, 
Redecker and colleagues [17] hypothesised that, by 2025, schools will 
have started integrating external learning resources and practical 
learning opportunities to address and implement students’ individual 
needs and preferences. Therefore, one of the most exciting goals that 
researchers set in this field is to evaluate competencies and capabilities 
that the user potentially acquires by interacting with specific digital 
environments. This evaluation can be used to provide personalised 
feedback and to understand better how these skills develop through 
the interaction with these environments [18]. However, the challenge 
is how to perform such evaluations since there is no systematic way 
of doing it. Moreover, all previous studies have focused on developing 
and measuring competencies based on one specific platform while 
no one, to the best of our knowledge, studied the complete picture of 
the multiple existing online portals that can be used for this purpose. 
Hence, our survey aims to broaden the current knowledge on this issue 
by reviewing the research body that has already performed data-driven 
evaluations of competencies across different multimedia environments. 
As a result, this work could be the basis for developing a framework 
that can generalise well to different digital platforms and capabilities, 
and this can help to assess the capabilities of the users and to bring 
about a change in the educational system and training environments. 
Accordingly, we will try to answer the following overarching 
research question (RQ): Is there evidence of the existence of diverse 
technology-mediated environments whose data can be used to evaluate 
competencies and capabilities that the users can gain? For this purpose, 
we formulated the following specific RQs:

RQ1.What types of multimedia environments generate rich data 
sets that can be used for capabilities measurement?

RQ2.How are the data for the analysis accessed?

RQ3.What types of data are found across the environments?

RQ4.What methods or techniques are applied to infer competencies 
and capabilities?

RQ5.What competencies and capabilities are measured and/or 
developed across the environments?

RQ6.Are the findings across the publications validated?

RQ7.What are the main limitations or challenges faced by the 
authors of the studies?

The remainder of this paper is structured as follows. In Section II, 
we focus on the background of our study and related ones. Then, in 
Section III, we present the description of the RQs that drive our survey, 
followed by the detailed representation of the research methodology, 
including the description of the search process, inclusion and exclusion 
criteria, data collection and coding process. The research findings are 
outlined in Section IV, while in Section V we discuss our key findings, 
extend the article with a discussion beyond the results and present 
the implications of our research and the limitations of the selected 

approach. Finally, our conclusions are presented and future research 
directions suggested in Section VI.

II. Background

A. Competencies and Capabilities
Although both the terms ‘competencies’ and ‘capabilities’ are used 

to describe human abilities and are very closely related to each other 
[19], there are significant conceptual differences between them.

Generally speaking, the word competency can be defined as 
“something we already have or might be aiming to gain” [20]. However, 
the term’s original definition may provide a deeper understanding 
of it. Initially, in 1982, a competency was defined by Boyatzis as an 
underlying characteristic of an individual that is causally related 
to effective or superior performance in a job [21]. Competencies 
are generally divided into functional competencies, used in daily 
activities, and integrative competencies, used to integrate and develop 
new components [22].

On the other hand, Lozano et al. [23] stated that competencies are 
externally demand-orientated as they are intended to provide the 
individual with the appropriate skills to solve external problems. In 
contrast, capabilities are not primarily externally demand-orientated, 
as they are guided by the exercise of individual freedom to choose 
and develop the desired lifestyle, and therefore the values individuals 
consider to be desirable and appropriate. Accordingly, the authors of 
[24] explained that an individual’s set of competencies reflects their 
capability (i.e. what they can do) while a job competency may be a 
motive, trait, skill, aspect of one’s self-image or social role or a body of 
knowledge. Consequently, capability approaches focus on developing 
the potential to achieve or acquire competencies, even if they are 
not present at a particular point in time, through certain personal 
qualities and attributes of individuals as well as ambition and effort 
[25]. At the same time, Nagarajan et al. [19] stated that capability 
integrates knowledge skills and personal qualities used effectively 
and appropriately in response to varied, familiar and unfamiliar 
circumstances. Finally, another important and related term is capacity. 
Morgan [26] stated that capacity is an emergent combination of 
attributes that enables a human system to create developmental value.

To sum up, competence is the quality or state of being functionally 
adequate or having sufficient knowledge, strength and skill, while 
capability is a feature, faculty or process that can be developed or 
improved [27]. Therefore, we can conclude that capabilities are 
made up of competencies that go beyond existing knowledge and 
experience. In this way, in our work, we refer to both, competencies 
and capabilities, when we use the term “capabilities”. Conversely, by 
using the term “capacity”, we refer to the overall ability of a person to 
achieve a goal or complete a task.

B. Related Work
We did not find any survey or literature review aiming to analyse 

data-driven evaluations of competencies and capabilities across 
several contexts at the same time. However, we did find studies that 
tackled one specific context or concept separately.

We found some surveys focused on detecting users online that have 
a high competency in specific skills, which is known in the literature 
as expert finding. Across these surveys, we found that one of the most 
established objectives within this context is detecting potential experts 
online. The authors of [28] aimed to review the existing literature to 
identify all the significant studies that addressed the task of expert 
finding in online communities and corporations. Accordingly to 
their goal, they summarised the existing graph-based and machine 
learning-based expert finding methods used. Similarly, Husain et al. 
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[29] conducted a systematic, state-of-the-art literature review of 96 
articles on expert finding systems and expertise seeking. This study 
aimed to explore the domains that use the expertise retrieval systems, 
the expertise sources, the methods and the data sets used for expert 
finding systems. However, the most representative study related to 
expert finding discussed here is [30]. This comprehensive state-of-
the-art survey reviewed 265 articles and proposed a framework that 
defines the descriptive attributes of Community Question Answering 
(CQA) approaches. The authors also introduced a classification of all 
approaches concerning problems they aimed to solve. From these 
studies, we can see that expert-finding is a common practice across 
those portals that could show users’ competencies in particular topics.

Furthermore, there is a considerable amount of literature exploring 
the benefits of video games for developing and measuring competencies 
and capabilities. For example, Connolly et al. [31] examined 129 
papers on computer and serious games. The game of every article 
was correlated with its genre, primary purpose as well as learning 
and behavioural outcomes. In their review, the authors found positive 
impacts on playing digital games on users with respect to learning, 
skill enhancement and engagement. The next review was conducted by 
Boyle et al. [32], who focused on 143 studies providing higher-quality 
evidence of the positive outcomes of games. While the previous work 
provided a useful framework for organising the research in this area, 
this article illustrated the increasing interest in the positive impacts and 
outcomes of games. Similarly, the authors in [33] investigated quality 
empirical studies associated with the application of games-based 
learning in primary education, mainly focusing on study design, the 
game genre, delivery platform, subject and curricular areas, as well as 
learning outcomes and impacts. We can see that in the field of games, 
the research focusing on exploring their benefits in terms of developing 
competencies and capabilities is fairly widespread. Moreover, we found 
related work performing a systematic review of publications about 
the potential of MOOCs in higher education aiming to investigate 
cognitive and behavioural learning outcomes, including obtained or 
mastered knowledge and intellectual skills [34].

The above review reveals that all previous studies explored how 
to develop and measure competencies based on one specific type 
of online environment. However, no single study, to the best of 
our knowledge, has provided a full picture of the multiple existing 
multimedia environments that can be used for this purpose. With this 
objective in mind, we surveyed the existing literature to study data-
driven evaluations of competencies and capabilities across various 
digital environments.

III. Methodology

First of all, we stated the RQs and, accordingly, several steps were 
taken to select the publications for our survey, including (1) a literature 
search for identifying relevant articles, (2) the inclusion and exclusion 
criteria, (3) a full paper review and coding process, and (4) synthesis 
and analysis. The entire methodology process is represented in Fig. 1.

A. Search
Our literature search entailed an ill-defined area arising from many 

research communities. This led to several challenges regarding setting 
a clear search methodology to conduct the survey. The main challenge 
was that we could not directly retrieve all the literature on this topic 
by simply using a set of keywords and searches. Therefore, we were 
not able to apply an utterly systematic search as proposed in the 
Preferred Reporting Items for Systematic reviews and Meta-Analyses 
(PRISMA) statement [35]. On the other hand, while conducting our 
non-systematic literature review, we mainly relied on a knowledgeable 
selection of relevant current, high-quality articles [36]. Although we 
had to adapt the search process to the context of the target research 
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Fig. 1. Overview of the methodology used to conduct the survey.
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area and, accordingly, change it, the rest of the methodology followed 
the PRISMA guidance and exemplars.

Initially, we identified keywords and formulated search strings 
according to our goal of exploring diverse multimedia environments 
in which data can be used to perform a data-driven evaluation of 
competencies and capabilities of different nature. We started the 
literature search with the following approach:

1. We looked for related papers using keyword search on various 
indexing platforms such as Scopus5 and Google Scholar6 . The 
examples of the keywords are as follows: “expert identification,” 
“information retrieval,” “game-based assessment,” “forum,” 
“question and answer portal,” “online learning,” “MOOC”, 
“competence,” “capability,” “skill,” “engagement,” “soft skills,” 
“language proficiency,” “correct on/at (the) first attempt”.

2. We explored the publications of the corresponding top conferences 
and journals related in the fields.

Firstly, we performed a fast initial paper screening to discard those 
that did not fit the survey by reading their title and abstract. More 
specifically, a paper was not included if there was no mention of the 
potential measurement and/or development of competencies and 
capabilities in its title. This probably meant that its primary focus was 
unrelated to our interest. In case the title, together with the abstract, 
did not provide sufficient information to justify its exclusion, the paper 
was not excluded. Next, we conducted the so-called ‘snowballing 
technique’ [37] comprising two methods: backward searching and 
forward searching. Backward searching included the review of 
the references of the publications fitting our survey while forward 
searching consisted in the examination of the papers that cited a 
known and relevant publication. We applied these methods to the 
publications that already proved to belong within our survey. Finally, 
the newly selected papers went through the same screening criteria as 
initially described by reading their title and abstract.

B. Inclusion and Exclusion Criteria
After performing the search and identifying the papers fitting our 

survey, we formulated several mandatory criteria for the final decision 
of whether to include the paper in the survey or not. Creating a valid 
set of inclusion and exclusion criteria required considerable trial and 
error pilot testing [38]. Accordingly, a paper was excluded if none 
of the following conditions was met (in other words, if at least one 
condition was met, the paper was included):

• The paper was published in the last five years.

• The paper represented a new environment or features that would 
deepen the results of the RQs.

• The paper was peer-reviewed.

• Reported outcomes in the paper included all the data needed 
for answering RQs outlined in Section I and were presented 
appropriately and consistently.

• The data from one paper did not overlap with the data from 
another paper.

5  https://scopus.com/
6  http://scholar.google.com/

We used, as a quality proxy, the type of publication and the venue, 
including full papers in conferences, book chapters and articles 
published in reputed journals. After that, we performed a more careful 
review of those papers originally selected. The abstracts were read 
again together with the methods and results sections. Through this 
process, we ensured that the selected publications measured concrete 
competencies and capabilities and performed their data-driven 
evaluation and thus correctly fitted the survey.

C. Data Collection
The final data collection included a total of 102 articles out of 

hundreds of initially selected publications. These articles are presented 
in ascending chronological order in Appendix B.

Most of the publications have a selection of keywords that define 
the research topic. We collected the keywords of all the papers selected 
for the survey, and we counted how many publications used the same 
keywords. The most frequent keywords are presented in Fig. 2.

The total sum of keywords is 415, while there are 329 different 
keywords. The average keyword was found 1.6 times, and its 
variance is 1.45. Based on the keywords (see Fig. 2) which define the 
publications’ main topics, we did observe a high variability in the type 
of keywords used. Therefore, we see that the research topic covers 
many areas.
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Fig. 2. Distribution of keywords across the articles selected for our survey.

D. Full Paper Review and Coding Process
In the coding stage, we identified variables that we consider as the 

most valuable to address the RQs stated in Section I. Based on the aim 
of our survey and the fact that we did not know in advance what data 
we could find, we followed an inductive coding scheme. This means 
that codes were created based on the qualitative data themselves. In 
Table I, we outline the variable coding scheme that we followed in our 
survey, indicating each code with its possible labels, which represent 
qualitative data. In the event of a paper deploying several experiments 
or using multiple methods [39]–[41], these were coded with several 
variables such as “Network analysis, NLP”. It is also important to 
mention that in the case of multiple methods, we coded only those 
used to infer users’ competencies or capabilities rather than to report 
results. The full results of the coding process per paper are presented 
in Appendix B.

TABLE I. The Variable Coding Scheme

Environment (RQ1) Data access (RQ2) Data type (RQ3) Methods (RQ4) Capabilities (RQ5) Validation (RQ6)
Content sharing & consumption Open data set Textual Machine Learning Expertise Yes
Games Public domain Biometric Statistics Language proficiency No
Online Learning API Clickstream Network Analysis Soft skills
Social Network Direct access Audiovisual Experiment/control Performance

Natural Language Processing Cognitive skills
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At the same time, from the coding process, three groups of 
publications emerged depending on their degree of relationship with 
the main goal of our survey:

1. The strong relationship group contains those papers that exactly 
matched the topic of the survey. This means that they proposed a 
method for identifying competencies or capabilities based on the 
data gathered by the user’s interaction with a particular digital 
environment. We assigned 56 papers to this group.

2. The weak relationship group is similar to the first one; however, 
instead of measuring capabilities, the work belonging to this group 
explored other data-driven behavioural characteristics of users 
related to capabilities such as engagement or influence, to name 
some examples. Although this specific behaviour was not within 
the primary focus of our survey, these publications might be useful 
for analysing the applied methods and the selected environments. 
For example, several studies have explored a user’s influence on 
others [42]–[46] or predicted dropout rate [47], [48]. We assigned 
31 papers to this group.

3. The high potential group comprises those papers that had goals 
less related to our survey objectives but still described thought-
provoking multimedia environments with large amounts of user 
data that could be used to perform a data-driven evaluation of 
capabilities. This group includes mainly those studies which did 
not provide evidence of using data generated through the user’s 
interaction with the environment; instead, these studies measured 
other characteristics of users not related to their competencies or 
capabilities (identified in RQ5). We discuss these studies in more 
detail in Section B. We assigned 15 papers to this group.

IV. Results of the Synthesis and Analysis

In this section, we highlight our findings discussing each RQ in 
detail. We start with a description of all the types of environments 
within the scope of our survey. Next, we describe the data access, 
followed by the data type and the applied methods that emerged after 
analysing the articles. Finally, we discuss particular competencies 
and capabilities measured and/or developed across the selected 
environments. We also present the analysis of the validation of the 
results across the selected studies, followed by the main limitations 
mentioned by the authors of the publications.

A. What Types of Multimedia Environments Generate Rich Data 
Sets That can be Used for Capabilities Measurement? (RQ1)

Four groups of environments were identified during the review process 
described in the methodology section, namely, content sharing & 
consumption (41 articles), video games (13 articles), online learning 
(31 articles) and social networks (16 articles). They can all generate rich 
data sets through the users’ interaction, which can be used to explicitly 
or implicitly perform a data-driven evaluation of competencies and 
capabilities. Next, we describe in more detail each one of them.

1. Content Sharing & Consumption
In this group of environments, we have all the platforms where 

users either intend to share content or consume it. Their categorisation 
is as follows:

• Q&A portals and forums. They include Quora7 [49], Reddit8 
[50], StackOverflow9 [51], [52], and Yahoo! Answers10 [53], among 

7  https://quora.com/
8  https://reddit.com/
9  https://stackoverflow.com/ 
10  https://answers.yahoo.com/

others. These environments are quickly becoming rich sources of 
knowledge on many topics not well served by general web search 
engines [54]. They can be defined as online discussion sites where 
users can post messages stating what they are interested in or 
replying to others. On these platforms, users can ask questions, 
give answers and also provide their assessments about the quality 
of questions or answers through votes and choosing favourites [55].

• Photo and video sharing online platforms. Hosting services 
for video are called Online Video Platforms (OVPs); they allow 
users to upload, play, store and transfer video content online. 
These include, among others, YouTube11 [56] and Vimeo12 . On the 
other hand, users of Instagram13 [57] can share both photos and 
videos, and Pinterest14 allows to share only images so that users 
create, organise and share content by creating visual bookmarks 
called pins [58], so it is possible to characterise the volume and 
coherence of users’ pinning activity in a given category [59].

• GitHub15. This platform [60] does not match any category 
above, but it still represents an appropriate and important portal 
corresponding to the stated goals. This service allows its users to 
host open-source projects and work collaboratively on them.

It is also worth mentioning that some papers discussed several 
content sharing & consumption platforms in their research scope. For 
example, the authors of [61] presented a method to create a detailed 
technology skill profile of a candidate. This was based on his code 
repository contributions through annotating user contributions on 
GitHub code repositories with technology tags found on StackOverflow.

2. Video Games
Even though the majority of video games are set out to entertain, 

nowadays there are many games created for other purposes, and their 
value as a learning tool has been widely accepted [62]. The explored 
video games that we found are categorised according to their main 
purpose into:

• Entertainment games. These are the commercial games that are 
played for entertainment purposes. For example, [63] described a 
racing game and explored the creation of its players’ engagement 
profiles. The games of this type have an easily understandable user 
interface, their main goal is to entertain, and they are designed to 
provide an immersive experience for the player through gameplay, 
narrative and challenges [64]. Moreover, this kind of game can help 
develop various competencies and capabilities (e.g., multitasking 
and problem-solving skills) without users even noticing their 
involvement in the educational process.

• Educational games. This type of game is designed for educational 
purposes, and numerous teachers have already tried to teach 
foreign languages, history or programming with these games [65]. 
The use of educational games attempting to digitise and optimise 
the learning process has increased significantly [66]. This is due 
to the initial investigations suggesting that it can be rewarding 
at many levels, including academic achievement, concentration 
and classroom dynamics in general. Many experiments were 
conducted seeking to create video games, which could be beneficial 
for the learning process [67]. After the first studies succeeded, an 
interest in educational video games attracted the attention of many 
researchers. Nowadays, it is an up-and-coming field opening new 
ways of conducting educational processes [68].

11  https://youtube.com/
12  https://vimeo.com/
13  https://instagram.com/
14  https://pinterest.com/
15  https://github.com/
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According to the stated RQs, one example we were interested 
in is [69]. This article described the Virtual Age game, which is 
effective for learning about evolution, as its authors claimed. For 
this purpose, the scientific concept of evolution was implemented, 
concretised and gamified. The game’s main idea is to create some 
extinct creatures, keep them alive and transmit them from one 
era to another. The results proved that Virtual Age is useful for 
learning about biological evolution.

• Serious games. These games are designed for purposes other 
than, or in addition to, pure entertainment. In other words, 
they can train specific skills and improve learning performance 
through real-world problem-solving [70]. The authors of [71] 
consider serious games as adaptive systems, as they continually 
adjust their responses to the learners’ actions for preserving 
favourable conditions for playing and learning. The difference 
with educational games is that serious games are not directly 
connected with educational goals but can aim to change the users’ 
behaviour, attitude, health or other features. Still, the educational 
purpose is not excluded.

In this paper, we consider serious games as a subtype of educational 
ones. For example, a serious game described by Kang et al. [70] 
provides an authentic learning context for space science and 
astronomy. Users have to find a suitable home in the solar system 
to relocate a group of six distressed aliens because their home 
planets have been destroyed. The authors provided an analytical 
approach to understanding in depth students’ sequential patterns 
of behaviour. At the same time, they showed that problem-solving 
strategies were different between low- and high-performing 
students.

3. Online Learning
Several types of online learning environments emerged after 

analysing the surveyed articles:

• MOOCs (Massive Open Online Courses). They are defined by 
Daradoumis et al. [72] as one of the most versatile ways to offer 
access to quality education, especially for those residing in far 
or disadvantaged areas. Taken as a whole, MOOCs can provide 
not only traditional learning materials but also make students’ 
forums or social media discussions available. There are many 
studies examining data from various MOOCs although, in our 
work, we mostly focus on the most well-known MOOC providers 
such as Coursera [73]–[76] and edX [77]. These MOOCs follow a 
similar way of providing the content of the courses, evaluating the 
received knowledge and, most importantly, sharing the same goal.

• Language learning websites and applications. Their main goal is 
to improve the language proficiency of their users. For example, 
one of the portals matching the criteria is Duolingo, a popular 
language-learning platform that applies gamification techniques 
[78].

• Traditional formal online learning. Here we include learning 
management systems, educational software platforms as well 
as virtual learning environments whose main goal is to support 
teaching and learning. There are several articles discussing the 
benefits of applying these systems such as Moodle16 [79] and 
WebCT17 [80].

• New applications. In this group, we classify other online portals 
that do not fit in any of the previous categories. Here we include 
all new applications developed for learning [81] which can be 
classified neither as MOOCs nor as language learning or traditional 

16  https://moodle.org/
17  https://blackboard.com/

learning. Moreover, in this group, some tools facilitate online 
learning. For instance, the authors of [82] presented an intelligent 
mobile learning system optimised for consuming lecture videos in 
both MOOCs and flipped classrooms. Another interesting example 
is an E-book system that allows students to preview their lessons 
before the class and to write questions. Moreover, they can take 
notes, mark part of a page as important content during the class 
and review the learning content after classes [83]. On the other 
hand, during the class, a teacher can monitor how many students 
are viewing the same page as the teacher, whether they are 
following the explanation or whether they are reading previous or 
subsequent pages [84].

4. Social Networks
Social networks are defined by Boyd et al. [85] as web-based services 

that allow individuals to (1) construct a public or semi-public profile; 
(2) articulate a list of other users with whom they share a connection; 
and (3) view and traverse their list of connections. These services have 
proved to be an exceptionally useful tool to interact with other people 
[86]. This has led many researchers to use them to find various trends, 
among which we can highlight Facebook18 [87], [ 88], Twitter19 [41] 
and LinkedIn20 [89].

By way of example, the authors of [90] worked on understanding 
the use of social networks and video games among teenagers. They 
concluded that the respondents felt the desire to satisfy their needs for 
pleasure and communication by using these environments, without 
assuming they were willing to merge it with the educational process. 
However, several studies proved that this is not an unachievable 
goal. For example, Boukes [91] investigated how the use of Twitter 
and Facebook affected citizens’ knowledge acquisition. In addition, 
there is research [92] done on analysing the effect of social networks 
engagement on cognitive and social skills.

5. Summary
Fig. 3 presents the distribution of the environments across the 

selected articles. The content sharing & consumption environment 
prevails in most published studies since there is a significant amount 
of research done on this topic covering various platforms.

40.6%

12.9%

30.7%

15.8%

Content sharing & consumption Games Online Learning Social Network

Fig. 3. Environments measuring and/or developing capabilities.

B. How are the Data for the Analysis Accessed? (RQ2)
The action ‘to access data’ is generally understood as the ability 

to retrieve, modify, copy or move data from different sources. The 
analysis revealed that there are four main ways of accessing data in 
the publications that we selected:

18  https://facebook.com/
19  https://twitter.com/
20  https://linkedin.com/
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1. Direct access. Having direct access to data means that the 
researchers own or were provided with the data. For example, 
this can happen if the researcher is working for the company [93], 
has direct access to the systems’ database [94] or is asking the 
organisation that owns the data for permission to access them [69].

2. Application Programming Interface (API). An API is a set 
of functions that allows building and integrating the software of 
applications. There is a variety of public APIs that we can interact 
with. For instance, the Twitter API21 enables programmatic 
access to Twitter in unique and advanced ways that can be used 
to analyse, learn from and interact with tweets, direct messages, 
users and other key Twitter resources. For example, data were 
accessed through an API by Bouguessa et al. [95] and Bigonha et 
al. [44]. Finally, some studies have focused on other APIs such as 
the Graph API of Facebook [96], Reddit API [50], Yahoo! Answers 
API [53] or GitHub REST API [97], amongst others.

3. Public domain data. Data are available in the public domain 
where researchers can easily access them. For example, the 
authors of [98] collected hundreds of thousands of weblog files 
from Coursera using data mining techniques. Similarly, Han et al. 
[99] developed their own web crawling software since Pinterest 
does not provide an official API for data collection, and Calefato 
et al. [100] developed a custom web scraper for Apache Software 
Foundation. However, it is worth mentioning that scraping large-
scale social media data from the web requires a high degree of 
engineering skills and computational resources [101].

4. Open data set. Data published as an open data set means that 
anyone can freely access these data. The difference between public 
domain data and open data set is that the latter is structured, well-
maintained data, and released under certain public licenses that 
specify how others can use it. Moreover, open data sets are easier 
to access; they are already clean and ready for analysis. For this 
reason, there is a significant amount of papers [40], [102], [103], 
which simply downloaded open data sets for conducting their 
research.

Fig. 4 summarises the results of the data access across the papers. 
As hypothesised, our findings show that a significant number of 
publications had direct access to data or used public domain data. Most 
papers either decided to use the generated data to objectively analyse 
the outcome and the benefits of the product or chose to use already 
available data in the public domain.
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Fig. 4. Data access distribution across the selected articles.

C. What Types of Data are Found Across the Environments? (RQ3)
Initially, we aimed to examine diverse technology-mediated 

environments that can yield rich data sets generated by users in these 
environments. Therefore, data play a significant role in our survey 

21  https://developer.twitter.com/en/support/twitter-api

because these data hold the potential to infer valuable information 
about users’ competencies and capabilities. Given the aforementioned 
methods to access data, the developed capabilities of users were 
retrieved by analysing various types of data, including:

1. Textual data type. It is the most common type of data used among 
the selected publications. Most of the work (e.g., [43], [44], [60], 
[104]–[109]) mentioning its use has in common that it employed 
textual data generated directly by users – questions and answers, 
posts, tweets or source code. At the same time, other work [110], 
[111] generated or extracted textual data describing the users’ 
statistics, including active time, the number of completed lessons, 
amount of lessons per day, test scores, test solutions, successes, 
difficulties, course progress, etc.

2. Clickstream data type. It represents the mouse clicks made by 
the user when interacting with the web environment. This is a 
widespread data type observed across environments – there are 
several studies in games, e.g. [63], [65], [112], using students’ 
clickstream log files to explore their behaviour. Another example is 
[66], where authors extracted different behavioural features from 
students’ evidence trace files logged by the game server such as 
their actions, time and performance on each specific assessment 
task, as well as general behavioural features not specific to 
assessment tasks and students’ pre-test scores. Analysing this kind 
of data could be useful for improving online education for both 
teachers and students [113] by understanding how students use 
course resources, what contributed to their persistence and what 
advanced or hindered their achievements [114]. Another powerful 
use of clickstream data is described by the authors of [115], who 
detected cheating in MOOCs using a rule model based on heuristics.

3. Audiovisual data type. These data include videos, images 
and audio files. These data can be retrieved from any type of 
environment and, with the right methods, they can be informative. 
For example, the study described in [116] was carried out using 
audiovisual data for automated prediction and analysis of job 
interview performance while the authors of [81] created a system 
called Social Skills Trainer. It consists of a virtual avatar that 
recognises the user’s speech and language information and can 
provide feedback to users to improve their storytelling skills.

4. Biometric data type. It is a body characteristic that can be 
measured or calculated. Theoretically, these data can be retrieved 
across different contexts; however, sophisticated instrumentation 
is needed to measure these data. For example, it is common to use 
sensors to detect eye-gaze or wearables to measure heartbeat and 
electrodermal activity (EDA). Therefore, researchers need to aim 
specifically to acquire such data as part of their research process 
since these data cannot be accessed easily. We found evidence of 
biometric data only in online learning environments for research 
purposes. In our context, biometric data could be useful for a 
better understanding of student engagement or stress resistance.

The most representative example of the research evaluating 
biometric data is the work carried out by Peng et al. [117]. The 
authors proposed that, by monitoring Heart Rate Variability 
(HRV), it is possible to detect a person’s cognitive performance. 
The experiment consisted in measuring the HRV of participants 
while they were taking part in the discussions and, through 
this kind of data, evaluating the discussion skills. Next, several 
models were adopted, such as Logistic Regression, Support Vector 
Machine and Random Forest. The results proved that participants’ 
HRV data could effectively evaluate the answer quality of Q&A 
segments as an automatic evaluation of participants’ discussion 
performance. This method outperformed compared with using 
traditional Natural Language Processing such as semantic analysis.
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A visualisation of data types per environment is illustrated in Fig. 
5. We can note that the vast majority of publications in environments 
such as content sharing & consumption and social networks use textual 
data while video games and online learning environments primarily 
generate clickstream data. However, all the environments mentioned 
previously might contain audiovisual data including images, videos, 
audios and biometric data such as heart rate [82] or fingerprints. Also, 
in general, we see a clear trend of the superiority of the textual data 
across most environments. At the same time, it is curious to mention 
that online learning environments can produce all types of data. This 
is probably because, for this group, we refer not only to traditional 
formal online learning and MOOCs but also to language learning 
platforms and all applications aiming to educate their users. These 
categories are very innovative; therefore, we could intend to use all 
possible data types.
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Fig. 5. Data types per environment.

D. What Methods or Techniques are Applied to Infer 
Competencies and Capabilities? (RQ4)

After exploring what types of data were retrieved across the 
publications, our goal was to examine the methods that were applied 
for their analysis. Accordingly, we found that several groups of 
methods used for analysing the data emerged. They include:

1. Statistics. They encompass different mathematical analyses 
covering many methods, tests and metrics, including Poisson 
models [118], Mann-Whitney U tests [119], Analysis of Variance 
(ANOVA) [70], Spearman’s Rank Correlation Coefficient [46], 
Student’s t-tests [102], among many others.

2. Machine Learning (ML). It is an Artificial Intelligence application 
by means of which systems can automatically learn and improve 
from experience without being explicitly programmed for a 
specific goal. Some of the most common ML algorithms include 
NN, Support Vector Machine (SVM) [120], Naïve Bayes, Logistic 
Regression [89] or Random Forest [97]. Many of the analysed 
publications, e.g. [82], [105], [117], apply a number of these 
algorithms to compare their performance.

The authors of [100] performed a quantitative analysis of data 
from the code commits and email messages contributed by 
the developers working on the large-scale distributed projects 
of Apache Software Foundation. They aimed to find evidence 
that personalities can explain developers’ behaviour. The 
authors applied a Principal Component Analysis (PCA) to 
group developers with similar personalities, and cluster analysis 
was performed to reveal developers resembling each other 
but also differing from the rest. For building the contribution 
likelihood model, a logistic regression model was used. One of 
the conclusions was, for example, that the propensity to trust 
others turned out to be positively influential on the result of 
code reviews in distributed projects.

3. Network analysis. It is an analytical method used to evaluate 
relationships between nodes that are a part of a connected network. 
Bouguessa et al. [121] stated that most of the existing approaches 
attempting to discover experts model the environment as a graph 
in which the nodes represent users and the edges represent the 
interactions between them. In this way, the authority score is 
generally measured through graph-based ranking algorithms such 
as PageRank, Hyperlink-Induced Topic Search (HITS), InDegree 
Algorithm, etc. [122].

In turn, the authors of [123] described the idea underlying the 
HITS algorithm as follows: “A good authority is one that is pointed 
to by many good hubs, and a good hub is one that points to many 
good authorities.” [p. 238] In simple words, the quality of a page as 
an authority depends on the quality of the pages that point to it as 
hubs and vice versa. The HITS algorithm was used by Jurczyk et 
al. [54] for predicting experts in Q&A portals, and its effectiveness 
was proved by performing a large-scale empirical evaluation.

4. Natural Language Processing (NLP). It combines various 
techniques from different computer science areas, linguistics, 
and artificial intelligence to interpret, process and analyse human 
language, often on a large scale. One of the papers using NLP is 
[50], where authors performed a semantic analysis by using a text 
analysis software called Linguistic Inquiry and Word Count, which 
counts words that belong to psychologically meaningful categories.

5. Experimental design. This approach can be used when 
researchers are interested in evaluating the impact that specific 
design decisions or characteristics can have on different outcomes. 
For example, they can conduct an experiment dividing participants 
into two groups, where the experimental group is the one that 
tests a new feature, whereas the control group does not test it. 
For example, Lesser [64] aimed to determine the effectiveness of 
digital game-based learning compared to other teaching methods 
related to music education. An experimental study consisting of 
test and control groups together with in-depth interviews led to 
the following results: students who had access to educational video 
games combined with the assistance of an instructor achieved 
higher mean scores compared to students who had access to either 
video games without instruction or instruction without video 
games. This author suggested that educational video games may 
be potentially used as an effective tool in the music classroom to 
teach musical concepts and skills as well as to increase student 
motivation, engagement and a hands-on approach to learning.
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Fig. 6. Methods per data type.

A visualisation of data types per method is illustrated in Fig. 6. 
It shows that many publications applied statistical methods and ML 
models. This is because statistics and ML are broad fields that include 
a variety of different subfields. Next, we analysed how the applied 
methods spread across the data types. As we see, on textual data, all 
the identified methods were performed. This can be explained by 
the fact that many more publications focus on this type of data, and 
therefore there are many more examples of it. Besides, using textual 



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 8, Nº4

- 190 -

data by default implies the possibility of applying various methods. 
Moreover, we can notice that ML is applied to all types of data. 
With a huge development of this field and the improvements of 
its methods, their utilisation across various data types has become 
increasingly widespread.

E. What Competencies and Capabilities are Measured and/or 
Developed Across the Environments? (RQ5)

For this RQ, we examined diverse technology-mediated 
environments with the ability to generate rich data sets through 
the users’ interaction. We observed that these data could be used 
to explicitly or implicitly perform a data-driven evaluation of 
capabilities. In this section, we summarise the main competencies 
and capabilities that emerged from the survey, namely, expertise, 
language proficiency, soft skills and patterns of behaviour that 
were targeted across the different studies.

1. Expertise
Expertise is defined by Herling [124] as the optimal level at which 

a person is able and/or expected to perform within a specialised realm 
of human activity. This broad group of capabilities includes:

• Computer science expertise. It is defined as proficiency in 
different programming languages, libraries or tools. The studies 
aiming to evaluate such skills mainly focused on portals highly 
related to the field of computer science such as GitHub [97], 
[125]–[127], StackOverflow [51], [128], [129] or both of them 
simultaneously [130]. In general, many researchers concluded 
that information technology capabilities are key drivers to achieve 
superior customer relations and innovation [131].

• Topical authority in a selected topic. The most suitable portals 
for finding this kind of expertise are forums and Q&A websites 
since they already focus on a particular topic and their users 
generate a substancial amount of data suitable for the analysis. 
This analysis revealed that the following portals have been used 
for this research objective: Yahoo! Answers [121], [132], Quora 
[49], [133], Reddit [103], AskMe forum22 [134], TurboTax Live 
Community23 [135], MedHelp24 [136] and Tianya Wenda25 [137].

There are many examples of successful work using data to detect 
topical authority in a selected topic with significant results. The 
most representative one is the research conducted by Abdaoui et 
al. [138]. The authors aimed to detect posts written by medical 
experts in health forum discussions. They managed to collect 
more than 28,000 textual messages from two specialised websites. 
Through these data, a supervised learning approach to distinguish 
posts written by medical experts and by patients in health forums 
was followed. This research shows that it is possible to detect 
topical experts.

• Learning outcomes metrics. We can find this kind of expertise 
only in online learning environments since these are the only 
ones providing tasks to students and evaluating the results. For 
example, Brinton et al. [139] presented two frameworks whose 
purpose is to represent video-watching clickstreams: one based 
on the sequence of events created and another on the sequence 
of viewed videos. The authors extracted students’ actions such as 
reflecting (repeatedly playing and pausing) and revising (plays and 
skip backs). The authors concluded that some of this behaviour is 
significantly associated with user performance in online learning.

22  https://ask.metafilter.com/
23  https://ttlc.intuit.com/
24  http://medhelp.org/
25 http://wenda.tianya.cn/

The aforementioned portals generate a significant amount of 
data, which can allow the detection of potential experts. Although 
this large volume of user-generated content is a potential strength, 
it also makes the problem of finding authoritative users for a given 
topic challenging [57]. According to Riahi et al. [39], experts are often 
not provided with questions matching their expertise and, therefore, 
new questions may not be matched with an expert properly; and 
hence they end up without receiving a proper answer. For this reason, 
improving expertise finding algorithms would be useful to enhance 
the user experience in these portals.

2. Language Proficiency
Language proficiency refers to a person’s ability to correctly use 

a certain language in terms of grammar, fluent speaking, lexical 
understanding, etc. We have found two main approaches to infer this 
capability:

• In environments specifically designed for developing language 
skills, i.e., language-learning portals such as Duolingo or Babbel, 
whose main purpose is to help users to fully learn a language 
through specifically tailored online activities and courses.

• When researchers collect data from other environments where 
users can exhibit evidence of language proficiency capabilities. 
For example, the authors in [140] investigated whether Twitter 
could support creative writing development and in [141] English 
language learners’ use of Instagram was explored.

While we found multiple studies detecting improvements in 
learning foreign languages when learners use various social networks, 
these studies frequently used experimental design to measure the 
impact of social networks on the use of language learning [87], [142]. 
Therefore, they were not directly using the data from learners to 
evaluate their language capabilities, and consequently, these studies 
are only weakly connected to our goal.

By way of conclusion, we did not find many studies that firmly 
fit our survey for this particular capability. One of those that fit 
well, however, is a spoken language proficiency assessment system 
called Dolphin [143]. Its goal is to automatically evaluate students’ 
phonological fluency and semantic relevance by analysing students’ 
video clip and verbal fluency tasks. The results proved that Dolphin 
could provide more opportunities to practice and improve their oral 
language skills, and at the same time, it could reduce teachers’ grading 
burden. The experiments demonstrated the effectiveness in model 
accuracy, system usage, teacher satisfaction rating and other metrics.

3. Soft Skills
Soft skills are described as a combination of interpersonal and 

social skills [144]. They are used to indicate personal transversal 
competencies and personality traits that characterise relationships 
between people [145]. We found several studies that can be divided 
into the following soft skills capabilities:

• Executive control skills. They are defined by Strobach et al. 
[146] as the control and management of other cognitive processes 
as well as cognitive skills, working memory and attention skills. 
One of the studies exploring the relationship between executive 
control skills and action video games is [146]. In this work, video 
gamers were shown to improve performance in dual-task and task 
switching situations in comparison with nongamers. Another 
sample study measuring cognitive skills, working memory and 
attention skills is the work carried out by Alloway et al. [92]. They 
measured the impact of social networks engagement on cognitive 
skills and social connectedness.

• Creativity. It can be understood as the ability to generate ideas 
that could be beneficial for problem-solving, communication and 
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entertainment. The authors of [147] stated that creativity could 
be inculcated, encouraged and trained. For this purpose, they 
developed a digital game-based learning system to foster students’ 
creativity.

• Problem-solving skills. They represent a range of attitudes and 
thinking skills that are used to find solutions to problems [148]. 
Chu et al. [149] proposed a game-based development approach 
for improving these skills. They conducted an experiment in 
an elementary school natural science course aiming to evaluate 
the performance of their approach. Finally, it was proved that 
the proposed game development-based learning approach could 
effectively promote the students’ problem-solving skills.

• Critical thinking. It is defined as ‘the intellectually disciplined 
process of actively and skilfully conceptualising, applying, 
analysing, synthesising and/or evaluating information gathered 
from or generated by, observation, experience, reflection, 
reasoning or communication, as a guide to belief and action’ [150]. 
Chootongchai et al. [79] stated that it is crucial to have a range 
of thinking and innovation skills, including critical thinking, 
collaboration and communication, to be successful at work and 
in life more generally. Accordingly, they developed an online 
learning system to enhance thinking and innovation skills for 
higher education learners.

• Social skills. We could only find one example of a study 
evaluating social skills. The authors of [81] developed a dialogue 
system called Automated Social Skills Trainer that can decrease 
human anxiety and discomfort in social interaction and help 
acquire social skills through human-computer interaction. The 
system includes a virtual avatar that recognises user speech as 
well as language information and gives feedback to users to help 
them improve their social skills.

4. Behaviour
Within this group, we mainly consider various behavioural 

patterns, including engagement, influence or dropout, amidst others. 
We cannot name them as capabilities, but they are essential for our 
survey because, as stated in Section B, through publications describing 
behaviour, we can learn of additional studies that hold the potential to 
perform a data-driven evaluation of competencies.

5. Summary
The distribution of the developed capabilities per environment is 

represented in Fig. 7.

We observe that all the stated environments prove to measure 
capabilities of a different nature. We also see that content sharing & 
consumption environment prevails in the development of expertise. 
This is because, in such environments, we consider many forums and 
similar websites where it is possible to observe experts from different 
fields.
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Fig. 7. Capabilities per environment.

F. Are the Findings Across the Publications Validated? (RQ6)
One of the most significant parts of the research reviewed in our 

survey is the validation of the results. Validation is intended to ensure 
that the proposed methods and their results proved satisfactory by 
conducting appropriate experiments. According to our survey topic, 
only the validation made by humans was considered since it has high 
reliability and validity.

A close inspection revealed that up to 81.4% of all the analysed 
studies do not validate their results. After a careful analysis of the 
publications that did not validate their results, we can conclude that 
the results’ validation was beyond their research goals. Another 
possible explanation could be that it was not feasible to validate the 
results. For example, it is not a trivial task to verify that soft skills such 
as adaptability or stress management skills were obtained.

Regarding the publications that did validate their findings, we saw 
that almost all of them verify the expertise search results (see Fig. 8). 
Expertise has an understandable way of validation. The most common 
one is described in [151]. This paper presented an approach to identify 
potential experts. The most noteworthy aspect of this work is that 
the authors also proposed a method to detect users likely to become 
experts in the future through their behaviour and estimation of their 
motivation and ability to help others. After building the models and 
having the results, a human evaluation was performed. The authors 
asked community managers to evaluate the potential experts identified 
by the algorithm, and the analysis revealed that there is a high agreement 
between the human evaluation and the performed algorithms.

Another interesting approach to performing validation is through 
another portal. For example, the authors of [130] followed a two-step 
approach. The first step was to measure developers’ commit activity 
on GitHub by considering both the quantity and the continuity of 
their contributions in isolated projects over time. The second step 
was to evaluate the generated developers’ expertise profiles against 
recognised answering activity on StackOverflow via a data set of users 
that were active both on GitHub and on StackOverflow.
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To sum up, it is important to conclude that we did not find many 
studies performing manual validation of their results. This could be 
related to the fact that human validation requires much more time 
and effort and, therefore, the researchers decided to give preference to 
other methods. As we can also see in Fig. 8, validation by humans was 
performed mainly in expertise finding through the content sharing & 
consumption environment.

G. What are the Main Limitations or Challenges Faced by the 
Authors of the Studies? (RQ7)

Limitations show potential weak points of the study, and 
researchers can encounter them due to constraints in research design 
or methodology. We can group the limitations that the authors faced 
as follows:

• Data. Data were crucial for our survey because our goal was to 
explore diverse multimedia environments generating rich data sets 
through the users’ interaction and where these data can be used 
to perform a data-driven evaluation of capabilities. Therefore, we 
examined the limitations related to data in much detail and reached 
several conclusions. Firstly, data access limitation is connected 
with difficulties encountered during the data retrieval, such as 
being limited in accessing data or not having the right to do so. 
One of the articles dealing with data access limitation is [152]. In 
this study, the authors claimed that many researchers who used 
data extracted from platforms with APIs faced the same limitation. 
Secondly, the authors of [151] stated that for expertise finding, 
they only considered a single Q&A site with a narrow purpose and 
an active team of professionals behind the scene. At the same time, 
a vast majority of studies, e.g. [44], [88], [104] aim to use more data 
of the already selected portal or to apply their method in a data set 
from a new portal as a part of theirfuture work. One more issue 
of not having large enough data sets can be that results cannot 
be accurate and reliable enough [93]. Therefore, it is vital to have 
enough data and to know how to deal with inaccurate, misleading 
or biased data [56]. In total, 13 publications raised this limitation.

• Methods. This limitation was also crucial since researchers’ 
results highly depend on the applied methods to measure the 
capabilities. There are several studies [93] stating that one of their 
main limitations was the way in which the selected method was 
applied. For example, Zhu et al. [137] stated that their category 
relevancy-based authority ranking approach needed a more 
accurate and stable method for parameter selection. Moreover, 
there is another type of work claiming that more analyses [43] 
or methods should have been applied. In total, we found eight 
publications with this limitation.

• Labelling. Labelling data comprehensively and efficiently is 
a widely needed but challenging task [153]. However, manual 
labelling of an unknown data set for ML is a tedious task for humans 
[154]. Manual labelling can be necessary if there is no automated 
data preprocessing system [155] and, by default, it can lead to 
limitations related to human reliability and possible consequences 
of human errors or oversights. Another issue is the scalability of 
manual labelling since it is a hard task when the amount of data 
is enormous. Moreover, human evaluation may also have biases 
because different raters may consider different criteria [132]. 
Finally, the time spent in the process of labelling directly translates 
into the high costs associated with research projects [156]. In total, 
we have found two publications facing this limitation.

In conclusion, we can point out that the weakest parts of the 
selected articles are the lack of data while the methodology could be 
improved in some studies. However, only 23 publications raised the 
limitations mentioned above; the rest of the articles mainly discussed 
future directions, not mentioning weak points.

V. Discussion

In this section, we first present a summary and discussion of our 
main findings. Next, we provide a discussion that goes beyond those 
findings. Finally, we will present the implications of our research and 
the limitations of the selected approach.

A. Key Findings
Here we summarise the main outcomes of our research work, 

highlighting the most important parts of our survey results.

First of all, four environments, namely, content sharing & 
consumption, games, online learning and social networks emerged 
from the coding process. Across these environments, we observed 
measurement and/or development of various capabilities such 
as expertise, language proficiency and soft skills as well as various 
behavioural patterns including engagement, influence or dropout, 
which we grouped as behaviour. The most striking result that 
emerged is that all environments are significantly correlated with all 
the capabilities stemming from the survey. Further analysis showed 
that the content sharing & consumption environment prevails in 
the publications. Similarly, strong evidence of the development of 
expertise was found in this environment.

In an attempt to perform this analysis, we first extracted ways of 
accessing data in the selected publications, that is, using data published 
as an open data set, using an API, using data from the public domain 
or having direct access to data. The last two substantially prevailed 
across the analysed studies. Next, four types of data emerged: 
textual, clickstream, audiovisual and biometric. Remarkably, the vast 
majority of publications in environments such as content sharing & 
consumption and social networks used textual data while video games 
and online learning environments primarily generated clickstream 
data. After exploring what types of data were found, we aimed to 
examine the data analysis methods. According to the selected articles, 
such analysis was conducted through various methods, namely, ML, 
Network Analysis, NLP, statistics and experimental design. Our study 
provided further evidence that all the methods mentioned above have 
been applied to textual data, but that the other types of data are not 
as flexible in terms of methods. Ultimately, we discussed whether the 
authors validated the results and what limitations they found in their 
work. We did not find many studies performing manual validation of 
their results; however, among those that did, validation of expertise 
finding through the content sharing & consumption environment was 
the most frequent. Lastly, we concluded that the main limitations 
raised as part of the selected articles could be the lack of data or the 
methods applied to them.

Fig. 9 shows a summary of the environments and their 
categorisation with the corresponding data types, their access type and 
applied methods to validate different competencies and capabilities. 
We present the results based on the surveyed studies; however, the 
existence of other types of multimedia environments remains an open 
question.

B. Extending Beyond the Results
We explored several digital environments that can generate rich 

data sets through the users’ interaction and where data can be used to 
explicitly or implicitly perform a data-driven evaluation of competencies 
and capabilities. From our survey, we can extract several general 
characteristics that environments needed to have for data-driven 
evaluation of capabilities. First of all, publications within the scope of 
our survey explored environments that can generate large amounts of 
data. These data can be accessed either with direct access to data or in 
the public domain, but at the same time, it is possible to do it through 
an API or to download an open data set. Either way, data of different 
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types were accessed, where clickstream and textual data formats prevail 
over audiovisual and biometric data. Data access and applied methods 
are based on the most common types of data; therefore, the rest might 
prove to be more challenging. Accordingly, other digital environments 
not found as part of this survey but which fit these criteria also represent 
potential opportunities to achieve this goal.

As a case in point, we would like to mention several specific 
environments found in our survey that do not measure capabilities but 
hold the potential to do so. One of them is Netflix26 – a media streaming 
platform described in detail in [157]. Unlike publications within the 
scope of our survey, this study described the Netflix recommendations 
system, which helps its users make better decisions. Nevertheless, the 
authors used vast amounts of data that describe what each Netflix user 
watches, in what way s/he does it (e.g., the device, time of the day, day 
of the week, the intensity of watching), the place in which each video 
was discovered and even the recommendations shown but not played 
in each session. We believe that these data could hold the potential 
to evaluate various competencies and capabilities such as language 
proficiency, among others.

Another example is the social payments platform Venmo27, which 
was one of the most surprising findings of our research. It does not 
match any of the environments detected during the review process, 
and it does not fit, a priori, the survey. However, we found one 
publication [152] aiming to understand users’ changes in behaviour 
over time. Its authors accessed nearly 340 million transactions. Each 
transaction consists of the transaction ID, sender, receiver, message, 
time created, amongst other kinds of metadata generated from public 
posts. Since the authors have already explored users’ behaviour, we 
believe that this portal has the potential for conducting the research 
according to the goal of our work.

Furthermore, interactive museums turned out to be another 
unexpected environment that attracted the attention of some 

26  https://netflix.com/
27  https://venmo.com/

researchers. The authors of [158] measured learners’ engagement 
by using multi-channel data such as eye-tracking, facial expression, 
posture and interaction logs. These data were captured from visitors’ 
interactions with a fully-instrumented version of a tabletop science 
exhibit for environmental sustainability called FutureWorlds. We 
consider it as an environment with ample opportunities for evaluating 
its users’ competencies and capabilities.

C. Implications/Limitations
Our initial objective was to develop a survey on previous work 

that has performed a data-driven evaluation of competencies across 
different multimedia environments. The rationale is that the world is 
shifting towards a focus on capabilities instead of content. Therefore, 
this issue is of the utmost importance as it will lead society to 
better adapt to the jobs of the future. Thus, we have forseen several 
implications of our results. While the research that we have found 
shows that it is methodologically feasible to measure competencies 
based on the data generated in those multimedia environments, it 
is unclear how to translate these findings into the formal education 
ecosystem. Some possibilities might include a more frequent utilisation 
of educational games and other digital environments as part of the 
classroom activities so that teachers can receive information regarding 
their students’ capabilities to provide personalised feedback. Therefore, 
more research, products and validations in formal educational settings 
will be required during the next decade. In that sense, our survey could 
become a starting point for further research, since it confirms the 
methodological viability of these approaches. Moreover, it examines 
new multimedia data-rich environments and their opportunities 
to support the development of lifelong and lifewide 21st-century 
capabilities. The current study has some theoretical and practical 
implications and limitations which will be outlined in this section.

1. Theoretical Implications
Any data set invariably constitutes a biased representation of 

the population [159]. Moreover, there are unfair practices against 
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members of vulnerable or underrepresented groups, which include 
the explicit use of protected data attributes such as age or gender, 
as well as indirect discrimination that occurs when group status is 
exploited inadvertently [160], [161]. Other biases in data may involve 
race or ethnicity. The authors of [162], for example, showed that a 
widely used algorithm, typically used for industry-wide approaches 
and which is affecting millions of patients, exhibits significant racial 
bias. Therefore, more work is required for ensuring the fairness and 
equity of the methods applied in these studies.

2. Practical Implications
We should like to discuss the research challenges and gaps 

that arise today within this topic. It is essential to mention that we 
observed a considerable potential based on many studies spanning 
diverse multimedia environments. We found that every single study 
applied different methodologies and processes to transform data into 
capabilities. This means that there is a significant effort invested within 
this process in the studies. This problem can potentially be improved 
by proposing a base framework that can be applied to infer capabilities 
based on data while generalising well across different digital 
environments; to the best of our knowledge, this kind of framework 
does not yet exist. Accordingly, we believe that our work can serve 
as a knowledge basis for building it. However, we have detected that 
there are not many examples of using audiovisual or biometric data 
in the studies that we explored. This could lead to having insufficient 
evidence of the development of methods that use those data types to 
measure some capabilities across various environments. Moreover, 
easy identification of an individual with very few data points leads to 
the restricted ethical use of data and their purposes. Therefore, while 
having the potential to be useful, it might not be possible to use some 
data given the aforementioned issue and the fact that users’ privacy 
must be respected.

3. Limitations
The most important limitation of this work that could influence 

the obtained results lies in the search process. This is because the 
present study only investigated the environments in which we 
could find evidence of measuring competencies and capabilities that 
emerged from the coding process (see Section D). Even though we 
covered the most relevant environments in the context of the data-
driven evaluation of competencies and capabilities, there could be 
other environments we are not aware of, and consequently, they 
are not included in our study. Despite this fact, we assume that we 
found evidence of capabilities evaluation across all the environments 
discussed throughout this survey.

4. Novel Contributions
The strength of the current paper is that we identified and 

reviewed studies that have been able to use different types of data 
and analyses to infer a range of competencies and capabilities in the 
four multimedia environments that emerged as part of the survey. 
As we mentioned in Section II, all previous studies explored how to 
develop and measure competencies based on only one specific type 
of online platform. Our work has provided a more complete picture 
of the multiple existing multimedia environments that can be used 
for evaluating different competencies and capabilities. What we 
learned in the survey is a key starting point for the potential change 
in the educational and training systems, suggesting new data-driven 
assessment possibilities that represent new steps forward to provide 
personalised feedback. At the same time, our work may motivate 
other researchers to perform additional experiments to learn of new 
digital environments holding the potential to measure and/or develop 
various capabilities.

VI. Conclusions and Future Work

This work represents a groundbreaking analysis of current 
literature examining diverse technology-mediated environments that 
can generate rich data sets through the users’ interaction and where 
data can be used to perform a data-driven evaluation of competencies 
and capabilities. This is the first time, as far as we know, that this 
kind of research was conducted. Despite facing an ill-defined area, 
this study deeply enhanced our current understanding of this open 
research line. In this regard, we provided an overview of the existing 
research as well as concluded that all the environments we discussed 
(content sharing & consumption, video games, online learning and social 
networks) proved their ability to generate rich data sets through the 
users’ interaction. We found evidence that all these environments 
are highly correlated with the measurement and/or development 
of various capabilities such as expertise, language proficiency and 
soft skills. According to the over one hundred surveyed studies, this 
measurement was done with the application of different methods (ML, 
Network Analysis, NLP, statistics and experimental design), which we 
also discussed in detail.

We believe that our survey encompasses numerous new approaches 
that confirm the viability of performing data-driven evaluations of 
competencies and capabilities. We are confident that based on our 
results, it is possible to develop a framework that can generalise 
well to different environments, data types and capabilities, and 
that this can help to conduct additional research by re-applying the 
framework in future studies. Accordingly, more research is needed 
to be able to transfer these ideas into formal education settings with 
new innovative products. In the future, teachers will be able to use 
such products to better assess the capabilities of their students and to 
provide personalised feedback. On the other hand, there is a need to 
develop this research evaluating the algorithmic bias issues as well as 
being respectful of students’ privacy. Our future work will focus on 
exploring several of these multimedia environments with the aim of 
developing our own algorithms for measuring the capabilities. More 
specifically, we will focus on the measurement of expertise and soft 
skills across different environments, trying to analyse different types 
of data by applying various methods.

Appendix

A. Acronyms
Acronym Reference abbreviation
MOOC Massive Open Online Course
Q&A Question-and-Answer format
CQA Community Question Answering
RQ Research Questions
OVP Online Video Platform
API Application Programming Interface
HRV Heart Rate Variability
ANOVA Analysis of Variance
ML Machine Learning
NN Neural Network
SVM Support Vector Machine
HITS Hyperlink-Induced Topic Search
NLP Natural Language Processing
EDA Electrodermal activity
PCA Principal Component Analysis
N/A Not Applicable

PRISMA
Preferred Reporting Items for Systematic reviews
and Meta-Analyses
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B. Results of the Coding Process

Title Environment (RQ1) Data access (RQ2) Data (RQ3) Methods (RQ4) Skills (RQ5) Validation (RQ6)
[134] CSC1 Public domain Text Network analysis Expertise No

[49] CSC Public domain Text ML Expertise No

[54] CSC Public domain Text Network analysis Expertise No

[57] CSC N/A Text Statistics Expertise No

[151] CSC Public domain Text ML Expertise Yes

[129] CSC Open data set Text ML Expertise No

[103] CSC Open data set Text Statistics Expertise No

[133] CSC Public domain Text Statistics Expertise No

[122] CSC Public domain Text Network analysis Expertise No

[128] CSC Open data set Text Statistics Expertise No

[138] CSC Public domain Text ML Expertise Yes

[55] CSC N/A Text Statistics Expertise No

[135] CSC Public domain Text ML Expertise No

[39] CSC N/A Text Network analysis, NLP Expertise No

[60] CSC API Text N/A Expertise Yes

[61] CSC API Text Statistics Expertise Yes

[121] CSC Public domain Text Network analysis Expertise Yes

[126] CSC API Text ML Expertise Yes

[136] CSC Public domain Text ML Expertise No

[132] CSC Public domain Text Network analysis Expertise Yes

[59] CSC Public domain Text ML Expertise No

[125] CSC API Text Statistics Expertise Yes

[137] CSC Public domain Text Network analysis Expertise Yes

[53] CSC API Text Network analysis Expertise Yes

[109] CSC Public domain Text Network analysis Expertise Yes

[50] CSC API Text NLP Behaviour No

[97] CSC API Text ML N/A No

[58] CSC Public domain Text Statistics N/A No

[46] CSC Open data set Text Statistics Behaviour No

[56] CSC Public domain Audiovisual Statistics Expertise No

[108] CSC Public domain Text Statistics Expertise No

[42] CSC N/A Text Statistics Behaviour No

[127] CSC Public domain Text NLP N/A No

[99] CSC Public domain Text Statistics Behaviour No

[51] CSC Open data set Text Statistics Behaviour No

[102] CSC Open data set Text Statistics Behaviour No

[157] CSC Direct access Text ML N/A No

[101] CSC API Text N/A N/A N/A

[141] CSC Direct access Text Statistics Language2 No

[40] CSC Open data set Text Network analysis, ML Behaviour No

[130] CSC Open data set Text Statistics Expertise No

[93] Video games Direct access Clickstream ML Expertise No

[69] Video games Direct access Clickstream ML Expertise No

[71] Video games Direct access Clickstream Statistics Behaviour No

[65] Video games Direct access Clickstream ML Expertise Yes

[70] Video games Direct access Clickstream Statistics Behaviour No

[66] Video games Direct access Clickstream ML Expertise No

[146] Video games Direct access Clickstream Statistics, Experiment3 Soft skills No

[147] Video games Direct access Clickstream Experiment Soft skills No

[149] Video games Direct access Clickstream Experiment Soft skills Yes

[155] Video games Direct access Text Statistics Behaviour No

[64] Video games Direct access Text Experiment Expertise No
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Title Environment (RQ1) Data access (RQ2) Data (RQ3) Methods (RQ4) Skills (RQ5) Validation (RQ6)
[63] Video games Direct access Clickstream ML Behaviour No

[112] Video games Direct access Clickstream Statistics Behaviour No

[100] Online Learning Public domain Text ML Soft skills No

[98] Online Learning Public domain Clickstream Statistics Expertise No

[78] Online Learning Public domain Text Statistics Language No

[82] Online Learning Direct access Biometric ML Expertise No

[81] Online Learning Direct access Audiovisual ML Soft skills No

[117] Online Learning Direct access Biometric ML Soft skills No

[73] Online Learning N/A Clickstream NLP Expertise No

[143] Online Learning Direct access Audiovisual ML Language No

[142] Online Learning Direct access Text Experiment Language Yes

[110] Online Learning Direct access Text Statistics, Experiment Language No

[83] Online Learning Direct access Text Statistics Behaviour No

[76] Online Learning Direct access Clickstream ML Behaviour Yes

[139] Online Learning Direct access Clickstream Statistics Expertise No

[74] Online Learning Direct access Audiovisual NLP Soft skills No

[114] Online Learning Direct access Clickstream Statistics Soft skills No

[75] Online Learning N/A Text Statistics Expertise No

[116] Online Learning Direct access Audiovisual ML Expertise No

[48] Online Learning Direct access Text NLP Behaviour No

[106] Online Learning Public domain Text Network analysis Behaviour No

[158] Online Learning Direct access Biometric ML Behaviour No

[111] Online Learning Direct access Text Statistics Language No

[47] Online Learning Public domain Clickstream ML Behaviour No

[120] Online Learning Public domain Clickstream ML Expertise No

[118] Online Learning Direct access Clickstream Statistics Behaviour No

[84] Online Learning Direct access Clickstream Experiment Behaviour No

[77] Online Learning Public domain Clickstream Statistics Behaviour No

[113] Online Learning Direct access Clickstream Statistics Behaviour No

[119] Online Learning Direct access Text Statistics Expertise No

[80] Online Learning Direct access Text Statistics N/A No

[79] Online Learning Direct access Text Statistics, Experiment N/A No

[94] Online Learning Direct access Text Statistics, Experiment Behaviour No

[52] Social Network Public domain Text Statistics Expertise No

[95] Social Network API Text ML Expertise Yes

[107] Social Network Direct access Text ML Expertise Yes

[140] Social Network API Text ML Language No

[41] Social Network Public domain, API Text ML Expertise No

[96] Social Network API Text ML Soft skills No

[89] Social Network Direct access Text ML Expertise Yes

[88] Social Network Public domain Text Statistics Language No

[105] Social Network API Text ML Behaviour No

[45] Social Network API Text Statistics Behaviour No

[87] Social Network Direct access Text Statistics, Experiment Language Yes

[43] Social Network API Text NLP Behaviour No

[44] Social Network API Text Network analysis Behaviour No

[91] Social Network Direct access Text Statistics Expertise No

[104] Social Network Public domain Text NLP N/A No

[92] Social Network Direct access Text Statistics Soft skills No

[152] N/A API Text Statistics Behaviour No
1  Content sharing & consumption
2  Language proficiency
3  Experimental design
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Abstract

This paper analyses changes in some items of the User Experience Questionnaire (UEQ) for use in the context of 
Costa Rican culture.  Although a Spanish version of the UEQ was created in 2012, we use a double-translation and 
reconciliation model for detecting the more appropriate words for Costa Rican culture. These resulted in 7 new 
items that were added to the original Spanish version. In total, the resulting UEQ had 33 items. 161 participants 
took part in a study that examined both the original items and the new ones. Static analyses (Cronbach's Alpha, 
mean, variance, and confidence interval) were performed to measure the differences of the scales of the original 
items and the new UEQ variant with the Costa Rican words. Finally, confidence intervals of the individual items 
and Cronbach’s Alpha coefficient average of the affected scales were analysed. The results show, contrary to 
initial expectations, that the Costa Rican word version is neither better nor worse than the original Spanish 
version. However, this shows that the UEQ is very robust to some changes in the items.

DOI:  10.9781/ijimai.2022.11.003

Results of a Study to Improve the Spanish Version of 
the User Experience Questionnaire (UEQ)
Mónica Hernández-Campos1*, Jörg Thomaschewski2, Yuen C. Law1

1 Instituto Tecnológico de Costa Rica, Cartago (Costa Rica)
2 University of Applied Sciences Emden/Leer, Emden (Germany)

Received 19 September 2021 | Accepted 26 October 2022 | Published 16 November 2022

I. Introduction

Nowadays, users expect devices, products and services that offer 
quite natural and easy-to-learn interactions. Especially the daily 

use of smartphones or tablets have brought the general expectation of 
users regarding the user experience of user interfaces to a high level, 
even if it is a complex business application. Simply said, users today 
expect a perfect user experience. A well-known definition of user 
experience is given in ISO 9241-210 (2019) [1]. Here, user experience 
is defined as “user’s perceptions and responses that result from the 
use and/or anticipated use of a system, product or service” [1]. Thus, 
user experience is seen as a holistic concept that includes all types 
of emotional, cognitive, or physical reactions regarding the actual or 
even perceived use of a product or service that occur before, during, 
and after use. Still, the standard does not provide a clear list of factors 
or methods for measuring user experience.

In many cases, questionnaires are used to measure the user 
experience of products or services because UX questionnaires are easy 
to use, and a common quantitative way to measure user experience 
[2]. There are various UX questionnaires, such as meCUE [3], SUPR-Q 
[4], UEQ [5], [6], VisAWI [7], and Web-CLIC [8]. One goal of using a 
UX questionnaire is the idea of getting a better understanding of the 
own product or service and making appropriate improvements.

All steps in a testing process, including design, validation, 
adaptation, administration, and scoring, should be designed to minimize 
construct-irrelevant variance and promote valid score interpretations 
for all examinees in the intended population. Removing all barriers 

allows for the comparable and valid interpretation of test scores for 
all examinees, which is central to the validity and comparability 
of test scores. For this reason, those responsible for all steps in the 
testing process should guarantee to minimize the potential threats 
to validation such as linguistic, communicative, cognitive, cultural, 
or age matters. These characteristics can impede some individuals 
in demonstrating their standing on intended constructs.  Often, a 
product or service must be offered in different languages. Thus, the 
measurement of the user experience should also be carried out in 
the languages in which the tool is available, so that users can do the 
evaluation in their native language. One of the most critical aspects 
is language and its cultural variations. According to international 
standards in testing, it is necessary to avoid the use of language that 
has different meanings or connotations for the test-takers as well as 
the use of unfamiliar words [9].

The User Experience Questionnaire (UEQ) is the one of very few 
standard UX questionnaires available in many different languages. 
At the moment, 36 language versions are offered (see ueq-online.
org). The language versions are usually conscientiously constructed 
and evaluated in the individual countries by local scientists. The UEQ 
maintainers then include the language version on their website ueq-
online.org and often stay in touch with local language version scientists 
beyond that. The Spanish version of the UEQ has been carefully 
created and evaluated (see [10], [11]). Particularly in Latin America, 
regional variations of the language have developed in each country. 
Although the words in each variation are generally understood by 
native speakers in other countries, slight differences in usage and 
meaning might hinder communication. Differences between European 
Spanish and American Spanish are even greater. 

In the case of the UEQ, unwanted and unknown effects of      
different meanings might exist for some of the items. Due to this 
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large cultural Spanish language area and the related different use of 
words and meanings, requests for changes to the Spanish version 
of the UEQ are sent to the UEQ maintainers from different research 
groups, and for the case of Costa Rica, this is no exception. In order 
to ensure the fairness and validity of the test and to avoid a language 
bias, a new set of words are proposed for some of the items. There are 
two possible outcomes from this investigation: 1) The proposed new 
words are a better fit, in which case the results of the UEQ will better 
represent the users’ experience; and 2) The UEQ is robust enough to 
accept modifications of some words, which will allow the use of words 
that are more familiar in the region, hence reducing the risk of item 
misinterpretation. Furthermore, there are also requests for adaptation 
of various items in other languages (e.g., for the French and Arabic 
versions), so the procedures and findings described here about Spanish 
adaptation are of more global importance.

This article analyses changes to the UEQ items to better understand 
the items in Costa Rica. For this purpose, 163 participants took part in 
a study that examined both the original items and the items with more 
culturally appropriate words. 

II. Construction of the German Version and Spanish 
Version of the UEQ

The original German version of the UEQ was created by Laugwitz 
et al. in 2006 [5] using a data analytical approach. An initial item 
set of 229 potential items related to the concept of user experience 
was created in several brainstorming sessions with usability experts. 
This initial set was then reduced to an 80 items raw version of the 
questionnaire by an expert evaluation. These 80 items raw version was 
used in several studies. In these studies, 153 participants answered the 
80 items. Finally, the scales and the items representing each scale were 
extracted from this data set by factor analysis (principal components, 
varimax rotation). Details concerning the construction process of the 
UEQ can be found in the works of Laugwitz and colleagues [5], [6]. 

The reliability (i.e. the scales are consistent) and validity (i.e. the 
scales really measure what they intend to measure) of the UEQ scales 
were investigated in 11 usability tests with a total number of 144 
participants and an online survey with 722 participants. The results 
of these studies showed a sufficiently high reliability of the scales 
(measured by Cronbach’s Alpha). As a result of this questionnaire 
construction, 6 scales with the following items were obtained.

Attractiveness: General impression towards the product. Do users 
like or dislike the product? The scale is a valence dimension. Items: 
annoying/enjoyable, good/bad, unlikable/pleasing, unpleasant/ pleasant, 
attractive/unattractive, friendly/unfriendly. 

Perspicuity: Is it easy to understand how to use the product? Is it easy to 
get familiar with the product? Items: not understandable/ understandable, 
easy to learn/difficult to learn, complicated/easy, clear/confusing. 

Efficiency: Is it possible to use the product fast and efficient? Does 
the user interface look organized? Items: fast/slow, inefficient/ efficient, 
impractical/practical, organized/cluttered. 

Dependability: Does the user feel in control of the interaction? 
Is the interaction with the product secure and predicable? Items: 
unpredictable/predictable, obstructive/supportive, secure/not secure, 
meets expectations/does not meet expectations. 

Stimulation: Is it interesting and exciting to use the product? Does the 
user feel motivated for a further use of the product? Items: valuable/inferior, 
boring/exiting, not interesting/interesting, motivating/demotivating.

Novelty: Is the design of the product innovative and creative? Does 
the product grab the user’s attention? Items: creative/dull, inventive/ 
conventional, usual/leading edge, conservative/innovative. 

Attractiveness is a pure valence dimension and consists of 6 items. 
Perspicuity, Efficiency and Dependability measure the goal-directed 
aspects, while Stimulation and Novelty measure the non goal-directed 
aspects. These scales are each measured with 4 items (see list above). 
In total, there are 5 scales with 4 items each and the scale attractiveness 
with 6 items. The entire questionnaire thus consists of 26 items.

It is easy to see in the list above that each item of the UEQ consists 
of a pair of terms with opposite meanings. So, a semantic differential 
was chosen as item format, since this allows a fast and intuitive 
response. Each item can be rated on a 7-point Likert scale. Answers 
to an item therefore range from -3 (fully agree with negative term) 
to +3 (fully agree with positive term). Half of the items start with the 
positive term, the rest with the negative term (in randomized order).

Examples: 

    Not understandable  o  o  o  o  o  o  o Understandable
                      Efficient  o  o  o  o  o  o  o Inefficient
Applying the UEQ does not require much effort. Usually 3-5 

minutes are sufficient for a participant to read the instructions and 
complete the questionnaire. The UEQ can either be used in a paper-
pencil form or as an online questionnaire. Analysing the results of the 
UEQ is also no effort, as a comprehensive Excel tool is available for 
this purpose on the website. This Excel tool also contains a Benchmark 
[12] for a better interpretation of the result.

As described in Rauschenberger et al. [10], a Spanish version of 
the UEQ was created in 2012. First, the German version of the UEQ 
was translated into Spanish by two scientists with human computer 
interaction (HCI) and UEQ experience, a native Spanish speaker 
(living in Spain) and a bilingual scientist (native German, Spanish level 
C1, living in Germany). The translation was done in joint discussion 
for each item. During translation, the English version was also used 
to better align the items. Afterwards, the Spanish version was back-
translated into German by an independent scientist (native German, 
Spanish level C2, living in Spain). If the words matched the original 
words, the translation was considered successful. Otherwise, the 
process was repeated until all words matched.

In a next step, the translation was checked with two different 
studies [11]. The web shop amazon.de and the communication 
software Skype were used, each with 94 participants. The two studies 
were conducted in Spain (Vigo) and found to have good internal 
consistency, determined with the Cronbach’s Alpha [11]. 

Later, international comparative studies with different test objects 
have also confirmed the good appropriability of the results of the 
Spanish UEQ version and its internal consistency (e.g. [12]).

III. Methods

As described above, the main purpose of this work was to adapt 
and validate the Spanish version of the original UEQ to Costa Rican 
culture. For this matter, we first translated the original German words 
to Costa Rican Spanish, using a double-translation and reconciliation 
model [14]. A native Costa Rican Spanish speaker with a C1 German 
level translated the words to Spanish, these were then translated back 
to German by a native German speaker who is familiar with Costa 
Rican Spanish (double-translation). From the resulting back-translated 
words, four pairs were completely different to the original German 
words. We reviewed and corrected the translations for these pairs 
(reconciliation). The resulting Spanish word list was finally compared 
to the Spanish version available at the UEQ website and the pairs that 
were completely different were selected. These resulted in 7 new items 
that were added to the original Spanish version. In total, the resulting 
UEQ had 33 items. The original items, the corresponding new items 
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and the affected scales are shown in Table I. The new UEQ was then 
applied in a study to compare the new items with their existing 
counterparts.

TABLE I. New and Original Items With the Item Number in the 
Questionnaire and With the Related Scale in Parentheses. For Better 

Understanding, the English Items Are Given in the Last Column

No New items 
& (Scale) No Original Items 

& (Scale)
Engl. Items 

& (Scale)

27
Tedioso/ 
Ameno 

(Atracción)
1

Desagradable/      
Agradable 
(Atracción)

Annoying/ 
Enjoyable 

(Attractiveness)

28
Incomprensible/ 
Comprensible 

(Transparencia)
2

No entendible/  
Entendible 

(Transparencia)

Not 
understandable/ 
Understandable 

(Perspicuity) 

29
Estorboso/ 
Facilitador 

(Controlabilidad)
11

Obstructivo/  
Impulsor de 

apoyo 
(Controlabilidad)

Obstructive/ 
Supportive 

(Dependability)

30
Repugnante/ 

Llamativo 
(Atracción)

14
Repeler/ 
Atraer 

(Atracción)

Unlikable/ 
Pleasing 

(Attractiveness)

31
Molesto/ 

Placentero 
(Atracción)

16
Incómodo/  
Cómodo 

(Atracción)

Unpleasant/ 
Pleasant 

(Attractiveness)

32

Según lo 
esperado/ 

Contrario a lo 
esperado 

(Controlabilidad)

19

Cubre 
expectativas/ 

No cubre 
expectativas 

(Controlabilidad)

Meets 
expectations/ 
Does not meet 
expectations 

(Dependability)

33
Poco práctico/  

práctico 
(Eficiencia)

22
No pragmático/  

Pragmático 
(Eficiencia)

Impractical/ 
Practical 

(Efficiency)

As described previously, the scale Attractiveness consists of 6 
items and all other scales consist of 4 items. In Table I, it is seen that 
3 items of the scale Attractiveness were modified (= 50%), 2 items of 
the scale Dependability were modified (= 50%), 1 item each of the scale 
Perspicuity (= 25%), and Efficiency (= 25%) were also modified. The 
items of the Stimulation and Novelty scales remained unchanged.

A. Procedure and Materials
The study was performed virtually, and all participants were asked 

to fill an online form. To start, participants read information and 
instructions about the study. This was followed by a short demographic 
questionnaire. Finally, they were presented with the 33 UEQ items. 

Participants were explicitly asked to evaluate the “Netflix” 
application, but were also asked in the online form to write the name 
of the application they were evaluating. This was then used to validate 
the data (see Methods subsection). 

B. Participants
163 participants were recruited during 2020 through the snowball 

strategy (56,4% male and 42,9% female). We shared the UEQ using 
social media asking for volunteers over 18 years old. They were not 
paid for their participation. All participants reported 100% experience 
using computers, and experience with the evaluated software “Netflix”. 

C. Methods
From the 163 completed questionnaires, we filtered out those who 

wrote something different than “Netflix” in the corresponding field. 
The questionnaires of those participants who did not complete the 

instrument seriously, for example, if all answers had the same value 
or if they were random, were also filtered out. For the latter case, we 
used a simple heuristic and checked the best and worst evaluations 
for the items in the same scale, if the difference was greater than 3 in 
any scale, all answers for that participant were discarded. In total, 2 
questionnaires were excluded from this study, for a total of 161 valid 
questionnaires analysed. 

To compare the new words to the original ones, we performed a 
series of tests first with the original set and then exchanging each of 
the seven items mentioned previously with its corresponding new 
word pair, for one-to-one comparisons, while for aggregated and 
average comparisons, all 7 items were substituted. 

First, we compared the means, variance, standard deviation, and 
confidence intervals of the answers for the affected scales.

Following this, a Cronbach’s Alpha Coefficient was calculated in 
order to measure the consistency of the scales of the new UEQ variant 
with the Costa Rican words. This was compared to the consistency 
of the scales of the original UEQ. The user experience questionnaire 
contains 6 scales: attractiveness, perspicuity, efficiency, dependability, 
stimulation and novelty, but only 4 of these (attractiveness, perspicuity, 
efficiency, dependability) were affected by the new proposed items. 
Cronbach’s Alpha coefficient and confidence intervals were calculated 
for each of these scales according to Bonett [15]. 

Finally, sample sizes (precision, error probability) were used to 
compare both versions and      factor analyses were carried out to find 
differences.

IV. Results

The results are split into two parts. First, the mean values of the 
items and the scales of the Spanish original UEQ are compared with 
the Costa Rican UEQ. Then, a comparison of the Cronbach’s Alpha 
coefficients is made.

A. Results of the UEQ Comparing Mean Values
To compare the original UEQ and the new UEQ variant with 

the Costa Rican items, Table II shows the descriptive statistics of 
the original items compared to the new ones. Mean (M), standard 
deviation (SD) and variance (V) were calculated for the answers of 
the participants for each of these items.  It can be seen in Table II that 
some mean values barely differed (Item No 28, 30, 31, 32), but other 
mean values lead to a noticeable difference (Item No 27, 29, 33). Thus, 
changes can be seen at the level of the individual items.
TABLE II. Descriptive statistics (Mean, Standard Deviation and 
Variance): comparison between new and original items

Item 
No

New Item 
No

Original
M SD V M SD V

27 1,5 1,2 1,3 1 2,4 0,5 0,7

28 2,1 0,7 0,9 2 2,4 0,6 0,8

29 1,8 1,1 1,2 11 0,6 1,3 1,6

30 1,9 0,9 0,7 14 1,9 1,0 1,0

31 1,9 0,9 0,9 16 2,1 0,9 0,8

32 1,2 1,5 2,3 19 1,2 1,5 2,1

33 1,9 1,2 1,4 22 1,3 1,1 1,2

An examination of the UEQ scales shows that the differences in the 
individual items can also result in different mean values in the overall 
result of the scales. Fig. 1 shows the mean values and the confidence 
interval with the changed items.
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Fig. 1.  Results of the evaluation of the test object “Netflix” by 161 subjects with 
the modified items with 5% confidence interval as error bar.

The mean values and the confidence interval of the original UEQ 
are shown in Fig.2. 
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Fig. 2. Results of the evaluation of the test object “Netflix” by 161 test persons 
with the original Spanish version of the UEQ with 5% confidence interval as 
error bar. 

For a more detailed comparison, the results of Fig. 1 and Fig. 2 have 
been combined in the Table III. Note that as previously described 3 
items of the scale Attractiveness were modified (= 50%), 2 items of the 
scale Dependability were modified (= 50%), 1 item each of the scale 
Perspicuity (= 25%), and Efficiency (= 25%) were also modified. The 
items of the Stimulation and Novelty scales remained unchanged.

TABLE III. Descriptive Statistics (Mean, 5% Confidence): Comparison 
Between New and Original Version of the UEQ

Scale
New Original

M Conf M Conf

Attractiveness 1,69 0,13 1,87 0,12

Perspicuity 1,97 0,14 2,04 0,14

Efficiency 1,60 0,15 1,45 0,15

Dependability 1,49 0,14 1,18 0,13

Stimulation 1,18 0,14 1,18 0,14

Novelty 1,07 0,17 1,07 0,17

Further statistical results, in addition to the mean value, the 
standard deviation and the variance were also examined (see Table IV).

Since the same participants answered the questionnaire in both 
cases, a smaller variance can be interpreted as a better quality of a 
scale. According to this, the scales Attractiveness, Perspicuity, and 
Efficiency are better in the original version (see Table IV).

TABLE IV. Descriptive Statistics (Mean, Standard Deviation and 
Variance): Comparison Between New and Original Version of the UEQ

Scale
New Original

M SD V M SD V
Attractiveness 1,69 0,82 0,67 1,87 0,75 0,57

Perspicuity 1,97 0,93 0,86 2,04 0,88 0,78
Efficiency 1,60 0,99 0,98 1,45 0,95 0,90

Dependability 1,49 0,87 0,76 1,18 0,87 0,75
Stimulation 1,18 0,92 0,85 1,18 0,92 0,85

Novelty 1,07 1,09 1,20 1,07 1,09 1,20

By comparing the mean values, no statement can be made as to 
whether one of the two questionnaires is better suited to measuring 
“Netflix”. Therefore, a comparison of the Cronbach’s Alpha coefficients 
is made in the following section.

B. Comparison of the Cronbach’s Alpha Coefficients
The value of the Cronbach’s Alpha coefficient can be used as a 

degree of reliability. A significant higher value of the Cronbach’s Alpha 
coefficient can be a signal for an improvement of the UEQ scales. 

In Table V, the average Cronbach’s Alpha coefficient is presented      
with 5% confidence interval for each scale. 

TABLE V. Average Cronbach’s Alphas and Confidence Intervals for 
the UEQ With New and Original Items

Scale
New Original

Avg. 
Alpha

Confidence 
interval

Avg. 
Alpha

Confidence 
interval

Attractiveness 0,87 0,83 0,90 0,84 0,80 0,87
Perspicuity 0,73 0,65 0,79 0,66 0,56 0,73
Efficiency 0,66 0,57 0,74 0,63 0,52 0,71

Dependability 0,57 0,45 0,67 0,53 0,40 0,64
Stimulation 0,69 0,60 0,76 0,69 0,60 0,76

Novelty 0,72 0,64 0,78 0,72 0,64 0,78

Again, the same participants answered the questionnaire and thus a 
higher value for the Cronbach’s Alpha coefficient can be interpreted as 
better reliability of a scale. All Cronbach’s Alpha values have slightly 
improved in the new UEQ version, but are within the confidence 
interval of the values of the original UEQ version (see Table V).

The data of the Table V are shown as graph in Fig 3 too for easier 
comparison.
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Fig. 3. Average Cronbach’s Alphas and confidence intervals (shown as error 
bars) for the UEQ with new and original items.
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A general conclusion should not be made from the slight 
improvement of the Cronbach’s Alpha coefficients (see Fig. 3), since 
on the one hand the increases are only small and on the other hand 
only the measurement of many different products could lead to a valid 
statement. These differences might be also be attributed to the fact that 
the new items were added at the end, which might have influenced 
the way in which the users responded, an in-between subjects test 
would be required to rule this out. Additionally, since the Cronbach’s 
Alpha is quite sensitive in a scale with only 4 items, one might expect a 
significant change if 50% of the items are replaced. A good description 
of different effects with Cronbach’s Alpha can be found in the work 
of Schrepp [16].

Another quality for the evaluation of questionnaire results is the 
Precision (deviation between true scale mean in the population and 
the estimated scale mean from the sample) and the Error-Probability, 
which can be calculated with the help of the standard distribution. 
These values can be taken from the Excel tool for the UEQ, as can 
all the values mentioned above (see www.ueq-online.org). In both 
cases, the new UEQ variant with the Costa Rican items and the 
original UEQ, have the same corresponding values for Precision=0.25 
and Error-Probability=0.01 (related to N=161). Although this shows 
that the study with 161 participants led to a trustworthy result, an 
improvement through the new items cannot be read from this either.

Furthermore, factor analyses were carried out and the loading of 
the items to the factors was considered (un-rotated, promax rotation, 
varimax rotation). Here, too, no noteworthy difference between the 
new UEQ variant with the Costa Rican items and the original UEQ 
could be detected, which is mainly due to the fact that when only one 
test item is used (in this case “Netflix”), all items primarily load on one 
or at most two factors. This was also expected in advance and simply 
means that (almost) all items fit the test object. Only the measurement 
of many different products would provide a higher significance here. 

The main result is: translated UEQ scales are very stable against 
deviations (replacement of individual items by items with at least very 
similar meaning).

V. Conclusions and Further Work

In this study, items from the Spanish language version of the UEQ 
were adapted to the language culture in Costa Rica and evaluated in 
a study with 161 participants using the subject “Netflix”. The aim of 
the study was to obtain an improved UEQ version for language use 
in Costa Rica. For this purpose, 7 item pairs were changed from the 
original UEQ and added to the original UEQ, so that the UEQ used in 
this study consisted of 33 item pairs.

 Due to the widespread use of the UEQ in the Spanish-speaking 
community and the desire for a more culturally appropriate language 
version of the UEQ, this study is of great interest. But even beyond 
Spanish language differences, the results are interesting for all 
researchers and practitioners who would like to change individual 
items of the UEQ, as it provides the procedure to modify, add, and test 
new items.

We have demonstrated a procedure in which the items are not 
simply changed, but are appended to the original UEQ. In this way, a 
direct comparison is made with the same participants by conducting 
the evaluation with the original items on the one hand and with the 
changed items on the other. Thus, the effects of the changes can be 
directly compared with the results of the original UEQ.

In this study, we were able to show that changes to the items can 
lead to changed results. However, it is not possible to determine 
whether a modified questionnaire has a higher validity or reliability if 
only one product (here “Netflix”) is evaluated. 

It could be established that the UEQ behaves very robustly in 
the face of carefully implemented changes. Contrary to original 
expectations, the changes did not have as strong an effect as originally 
expected. This means that both the items of the original UEQ and the 
items in the new Costa Rica version were understood by the subjects. 
Thus, the new Costa Rican version, which uses words that are more 
familiar in the region, can also be used in further studies, reducing the 
risk of item misinterpretation by the users, although a cross-national 
comparison is then not possible.

It was also found that when only one product is evaluated, it is 
not possible to obtain statements about a clear improvement through 
statistical analyses. Additional studies are needed to get a clearer 
picture here. 

In future studies, the translations of the newer UEQ+ [17] can 
be tested for this kind of robustness. The UEQ+ is a framework and 
currently provides 19 different scales, e.g. clarity [18]. From these 19 
scales, a questionnaire is created that fits the product [19].
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Abstract

Usability is a quality that a web page can have due to its simple use. Many recommendations aim to improve 
the web user experience, but there is no standardization of them. This study is part of a saga, which aims to 
order existing recommendations and guidelines by analyzing the behavior of 20 Information Technology (IT) 
developers. This publication analyzes the set of guidelines that determine "user responses" when they interact 
with a website. It is intended to group these guidelines and obtain data on the application of each of them. 
The test is carried out with 20 web developers without training or experience in web usability. The objective 
is to know if there are "user response" guidelines that a developer with no training or usability experience 
applies innate. Since web developers are also users, it is believed that there may be innate behavior that is 
not necessarily learned. The purposes of the work are: 1) Enumerate the most forgotten recommendations 
by web developers. This can help to think about the importance of offering specific training in this field. 2) 
Know the most important recommendations and guidelines, according to the web developers themselves. The 
investigation is carried out as follows: First, IT engineers were asked to develop a website; Second, user tests 
were performed and the most neglected and most applied guidelines were evaluated. The level of compliance 
was also analyzed, as developers lack experience in web usability and could be applying a guideline, but not 
correctly; Third, web developers are interviewed to find out what guidelines they consider necessary. The 
results are intended to help us understand if a web developer without training or experience in web usability 
can innately apply guidelines on "user responses". The objective of the study is to determine that there are 
guidelines that are applied intuitively and others that are not, and to know the reason for each situation. 
The results determine that the guidelines considered essential and those that are most applied innately have 
something in common. The results reveal that the essential guidelines and those that are most commonly 
implemented inherently share certain commonalities.
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I. Introduction

Web usability measures the quality of a user’s experience when 
interacting with a web page. To measure the experience, the 

relationship between the website and who uses it is analyzed. A web 
page, or website, refers to the navigation system, its contents, and the 
functionality it offers.

Thus, web usability aims to facilitate a user to use a website 
efficiently. This efficiency involves the access of the elements 
offered on the screen and the fulfillment of the tasks that the user 

intends. Many suggestions are published that improve the usability 
of web portals [1]. These “ideas” are classified into recommendations, 
heuristics, guidelines, etc. [2]. All these concepts are different and, 
therefore, seek different objectives.

Heuristics are design principles that allow interaction to be 
facilitated. The most popular ones were published by Jakob Nielsen in 
his book 10 Heuristics of Usability for User Interface Design (1995) [3]. 
They are useful, but experts have shown that their approach, mainly 
theoretical, is not the best answer to specific problems [4].

The guidelines have a similar objective to heuristics [5], [6]. Their 
foundations do not offer a theoretical framework that is broad enough 
to determine generality and applying them is more effective in specific 
cases [6]. So they are not always the best option because they are still 
too theoretical.

In our previous research, we have proposed to establish usability 
standards. Usability recommendations are the most useful for this [7]. 
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However, and although many lists of recommendations have been 
published [7], to date they have not been grouped, classified, or sorted 
in a standardized manner. Getting recommendations to be grouped, 
classified, and ordered would be very useful for web developers. This 
is one of the objectives of our research.

For our research, 103 recommendations were extracted from 
different sources. Within this selection, usability recommendations 
for specific domains have been avoided [8]. Next, the 103 
recommendations are divided into five groups that offer a classification 
[8]. Classifying recommendations helps in avoiding repetitions. The 
proposed groups are: 

(1) Recommendations to reduce “noise”

(2) Follow conventions

(3) Provide information quickly and understandably

(4) Efficient and understandable controls for users to enter information

(5) Give descriptive and understandable responses to user actions

After designing this ordered classification of usability 
recommendations [8], and after evaluating the recommendations of 
groups (1), (2), and (4), three scientific articles that evaluate these 
groups of recommendations [8], [9] were published.

This paper aims to evaluate the group (5) “Give descriptive and 
understandable responses to user actions”.

Of the 103 recommendations, there are 4 useful usability 
recommendations on this group [10]-[20].

It should be noted that the tests and interviews that were conducted 
during this investigation, involved participants without training or 
experience in web usability.

The participants are web developers. The idea of asking that these 
participants be newbies in web usability aims to make the evaluation 
objective and to be able to measure innate behavior during web 
development.

The mechanics of our research has been the following. 
In addition to offering the above 103 grouped recommendations, 

participants are selected for tests and interviews. The participants are 
20 web developers without training or experience in web usability. 

1. Each participant develops a web portal referred to a specific 
objective, each one chooses their own. 

2. Specific training on web usability is offered. This training is 
also divided into 5 blocks, so the knowledge of each guideline is 
acquired with precision. 

3. When the participants have already received the appropriate 
training, their web developments are evaluated. This evaluation 
is made in 5 parts, coinciding with the groups. The application 
of each of the corresponding group guidelines and their level of 
compliance is measured. 

4. A list of the groups is offered to the participants. They are 
interviewed to analyze the importance they attach to each of the 
guidelines. There are 5 interviews, one for each group. In this way, 
the results are more accurate.

5. Conclusions are drawn in this regard.

Though web developers have enough skills to develop websites, 
the purpose of this research is to assess if these skills (together with 
intuition) are sufficient to create usable Web sites and to measure 
objectively the deviation from this objective.

That is, what we intend to know is if a web developer intuitively 
applies web usability recommendations. And if compliance with the 
recommendation is correct. Or if, on the contrary, an IT engineer 
needs specific training on web usability, in addition to the acquisition 
of web development skills.

The research is divided into two objectives:

• Objective 1 is intended to determine the degree of application and 
the level of compliance with each of the fifth Group’s guidelines 
“Give descriptive and understandable responses to user actions”, 
by IT engineers with no training or experience in web usability.

• Objective 2 aims to know the importance that web developers give 
to each recommendation, after understanding its purpose. That is, 
after receiving training in web usability.

This article is organized as follows. In Section II we present 
some background on usability evaluation. In Section III heuristics 
and recommendations are extracted and grouped. In Section IV the 
research design is described. In Section V, results for each of the 
recommendations are presented and in Section VI we evaluate these 
results. In Section VII we discuss these results presenting the best and 
worst recommendations as valued by volunteers. In Section VIII we 
present our conclusions and suggest some topics for further research.

II. Background

A. Usability Evaluation 
Web usability not only measures the ease with which you browse a 

Web site, but also the effectiveness and efficiency with which it is done 
[10]. Many methods measure this. 

There are three broad ways to measure usability:

(i) Usability inspections. These inspections are abstract concepts 
that are supported by expert studies or observations. The most 
common are heuristic evaluations, cognitive patterns, and checklists 
[6], [11], [12]. Their purpose is to evaluate specific actions or problems 
[13], [14], [15].

(ii) User-centered methods. Unlike the previous ones (i), users 
participate in these tests. This means that they are more practical 
than theoretical. They are tests, physiological measurements, or 
interviews [16], [17], [18]. Web usability is measured by looking for 
potential problems, mainly. Through the interviews, you can know the 
opinions of the users. In this case, several questions are asked about 
their behavior, attitude, thoughts, and feelings during web browsing. 
Through physiological measurements or monitoring, physiological 
responses are obtained from users to a website. For example, a 
physiological measurement is to use eye-tracking to measure the 
movement of the retina and know which areas of the interface are 
the ones that stand out, and which ones go unnoticed. Through the 
tests, it is possible to measure the efficiency in the interaction of the 
user with the computer. For example, you can measure the memory 
capacity that a user has while browsing the web on a website that he 
had not visited for a while. It is also possible to assess satisfaction by 
analyzing the facial expressions of users [19].

(iii) There is a third method of website evaluation: an automatic 
evaluation. Since experts in the field of web usability recommend that 
measurements be made by people, in this work this method is not 
considered. This statement is justified because the evaluation aims 
to discover the ease of use of a website. And the ease of use comes 
from the intuition of the user (as a person). The great advantage of 
automatisms is that they are objective in their evaluation. However, if 
the evaluation is carried out by two people, they may offer different 
results due to subjectivity [32]-[35]. For research, we start from the 
fact that evaluations must be carried out by a person, and not by 
automatisms [20].

The proposals of this project are evaluated through interviews 
answered by web developers, without experience in usability, who 
also think like users, and through expert analysis.
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B. Heuristics, Guidelines, and Recommendations 
As stated earlier, the heuristic method aims to discover and improve 

human-computer interaction. Nielsen [21], [22] stands out in this field, 
although other proposals designed for specific domains [23], [24] 
[25], [26] are also useful. The intention of these proposal is to detect 
existing problems and create a theoretical action plan that avoids 
errors [27]. As they are planned for specific domains, they are not 
useful for evaluating general web design problems [4].

An example of heuristics would be: “This (concrete) website must 
differentiate text links” or “Single-column paragraphs are read faster 
than multiple column paragraphs” [6], [28]. The solutions are given 
for specific websites and may or may not be useful for other websites. 
Besides, there is no standard to follow [6], [29], [30].

It has already been mentioned that this research aims to select 
the most important general guidelines. Bibliography used to extract 
these guidelines [6], [11], [27], [28], [30], [31], [32], [33] includes 
103 generic recommendations [8], [28], [33] that are useful for any 
domain. These recommendations were extracted and analyzed for 
the purpose of this study.

An IT engineer is technically trained to develop a website but does 
not always seem trained in human-computer interactions. When it is 
not, its developments may not meet the needs of users [34] or even 
the specific needs of a domain [35], [36]. This “ignorance” or lack of 
training in human-computer interactions causes the application of 
web usability guidelines to be useless [37]. For all this, our project 
aims to discover if there is intuition during the application of the 
usability guidelines and if this application is fulfilled correctly. It is 
intended to demonstrate that there are recommendations for web 
usability that are intuitively applied and others that are not used, and 
the reason for each situation.

III. Recommendations

This publication focuses on the recommendations group (5) “Give 
answers descriptive and understandable to the actions of the users”. 
We aim to analyze these four useful recommendations with the 
assistance of 20 graduate students specializing in web engineering. The 
purpose is to know if these recommendations are applied innately and 
compliance is correct without the need for training. We also discover 
the importance that these IT engineers give to each recommendation 
once they understand their purpose.

A. Classification of Recommendations 
The 103 recommendations were extracted from different sources [6], 

[11], [42], [43] and divided into groups by our teammate Jordán Espada, 
who analyzed the 103 recommendations and their objectives and 
looked for similarities to be able to group them. He found five viable 
similarities, differentiated by their purpose, and created the 5 groups.

(1) Recommendations to reduce “noise” 

(2) Follow conventions 

(3) Give information quickly and comprehensibly

(4) Efficient and understandable controls for users to enter information

(5) Give answers descriptive and understandable to the actions of the 
users 

This grouping proposal has been designed and serves as didactic 
material in the Master in Web Engineering of the University of Oviedo.

Fig. 1 shows the grouping of web usability recommendations [38]. 
The 103 recommendations taken from different sources are ordered 
and reduced to 69. As indicated in Fig. 1, repeated or overly specific 
recommendations are eliminated. They are divided into 5 groups, of 
16, 8, 24, 17, and 4 recommendations. 

Given that groups 1-4 have already been published, this article 
presents the recommendations from Group (5) - Provide clear and 
understandable responses to user actions.

3.1 Classification of recomendations

Search for recommendations

Group 1
16 recommendations

Group 2
8 recommendations

Group 3
24 recommendations

Group 4
17 recommendations

Group 5
4 recommendations

Selection of 103 recommendations

Elimination of repeated 
or invalid recommendations

Division of select
recommendations in groups

Fig. 1. Classification of recommendations. 

1. Recommendation A: Being Able to Easily Identify Items Seen 
or Visited

This recommendation focuses on the website recognizing those 
elements that were visited or selected. 

For example, in a specific search of the web browser the websites 
in which the user has previously entered are presented in purple. The 
rest of the websites that you have not visited yet appear in blue. The 
elements that must be recognized are those on which the user applied 
actions of importance [39]. 

In Fig. 2 the second search result is represented in purple because 
it has been visited before. In this way, it alerts the user that this site is 
already “read”.

Fig. 2. Identify viewed or selected items. Google.

Fig. 3 identifies unread emails (with white background), emails 
already read (gray background). This is very useful for the user to 
quickly locate those emails that are unopened.

2. Recommendation B: Notice of Response to Actions
This recommendation intends that all user actions have outstanding 

notifications. For example, using color codes and standardized icons to 
represent the type of notification. These notifications can be errors, 
successes, warnings, etc. [40]-[41].  

In Fig. 4, a notification is presented for a product that has been added 
to the shopping basket. Alongside the notification, additional options 
are available, such as editing the basket or proceeding to checkout. 
However, the importance of this recommendation is underscored by 
the clear notification of a new item being added to the basket.
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Fig. 4. Identify added to basket. Amazon.

A notification is sent in Fig. 5 that warns that a conversation has 
just been deleted to the recycle bin. With this notice, the user can be 
satisfied knowing that he or she has deleted the conversation if that 
was his or her intention, or the user can rectify (Recommendation C) 
if the deletion of the conversation is a mistake.

Fig. 5. Notice of response to actions. Gmail.

3. Recommendation C: “Undo” to Go Back on Tasks Sensitive 
This recommendation allows user error tolerance. For example, 

requiring confirmation on some important tasks, such as a purchase. 
Although, sometimes, it is more efficient to use Undo than to request 
confirmation [42].

The purpose is to ensure that the user did not act by mistake.

As shown in Fig. 5, in addition to notifying the action that the user 
has just performed (delete a conversation), the user can go back by 
clicking on the “Undo” text link.

4. Recommendation D: Descriptive Information About Errors
This recommendation is intended to provide detailed information 

about an error, for example, why it occurred.

Sometimes you need to know if the error was made by the user 
or the system, or if there are problems with the information entered 
(for example, if unsolicited content has been sent as an unsupported 
symbol, if expected content is absent, if there is blank or invalid size/
format content, or if there is content not validated by business logic). 
Fig. 6 shows an example of descriptive information about errors in 
Dropbox application, when entering an email in use [43].

When this happens, it should be clear:

• What error has occurred

• Where has it happened? 

• How can it be solved

Fig. 6. Sing up in Dropbox. Dropbox.

IV. Research Design

This project studies the behavior of 20 Spanish computer engineers. 
The purpose is to discover if a web developer with no experience in 
web usability applies a useful recommendation intuitively because 
the intuition factor is relevant. If the existing recommendations are 
not applied intuitively, it can be deduced that IT engineers need to be 
trained in web usability.

Of the 20 students, 15 are men and 5 are women and have an 
average age of 23 years. They are students of the Master in Computer 
Engineering at the University of Oviedo. Everyone has a degree in 
Web Engineering, so everyone has the technical capacity to develop 
a website. However, none have experience in web usability. Web 
usability is a block of didactic content that will be taught in the 
Master in Computer Engineering at the University of Oviedo after the 
experiment described in this article.

As no participant formally knows web usability, despite having a 
high level of knowledge in web development, our team wants to know 
if an IT developer of these characteristics can innately apply any of 
the recommendations of web usability. This hypothesis is based on the 
basis that states that web usability is easily detectable by a user, and IT 
developers are users in addition to web developers.

Fig. 3. Identify viewed or selected items. Gmail  https://chrome.google.com/
webstore/detail/gmail/pjkljhegncpnkpknbcohdijeoejaedia?hl=es-419.
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It is also intended to measure the level of compliance with the 
recommendations that have been applied. Besides, finally, it is 
expected to know the importance that the web developers themselves 
give to each recommendation after training in usability.

For the experiment, a subject is assigned to each student (banking, 
restaurants, etc.). From this topic, they should design a website.

Therefore, 20 different websites are created by IT engineers who 
ignore web usability. After receiving training, participants are trained 
to evaluate their web designs. In this particular case, students receive 
training on the 4 recommendations collected and grouped in Group (5).

The purpose is to know the importance that a web developer 
recently trained in web usability attributes to each of the group’s 
recommendations, and if any of the developers apply the usability 
recommendations innately and correctly (see Fig. 7). 

3.2 Evaluation of group 5

Select 20 graduate students

Do an interview to
find out what

importance they
a�ach to each

recommendation
learned

Each student developed a website

OBJECTIVE 1
Evaluate websites by 
students and a expert

OBJECTIVE 2
Train the students on

usability especially about
“Give answers descriptive

and understandable
to the actions of the users”

Know the most and
least applied

guidelines

Know the best and
worst-fulfilled

guidelines

Fig. 7. Evaluation of group 5. Objective 1 and Objective 2.

To analyze the importance that each IT gives to each 
recommendation of the Group (5), surveys are carried out, (see Fig. 
7, left side). The level of importance is measured with a score of 0-10 
(Objective 1). As indicated above, the survey is conducted after web 
usability training to ensure that participants respond with knowledge. 
The measurement results are shown in Section V. 

Next, each website is tested. The tests are carried out by the same 
participants, but this time assisted by an expert supervisor in web 
usability.

Website measurements are scored always following the same 
criteria. An applied recommendation is scored with 1, and an 
unapplied recommendation is scored with 0. The application measures 
the participant’s intention to develop based on web usability. These 
results can provide useful information on whether web usability 
recommendations are innately used by inexperienced developers.

The degree of compliance is also measured with values from 0 to 
5. 0 means that the recommendation is not properly fulfilled. 5 means 
that the recommendation is met successfully. It may be the case where 
a recommendation has a value of 1 in application and 0 in compliance. 
This means that the recommendation is applied innately because it 
is considered useful even without notions in web usability, but it is 
applied incorrectly (Objective 2). The results of the tests performed 
can be found in Section V of this article.

The summary of the process is:

1. Postgraduate students, already experienced web developers, were 
tasked with creating websites on assigned topics.

2. The students underwent training in usability, specifically focusing 
on the guidelines presented in this document (OBJ 1).

3. A survey was conducted to gather the students’ perceptions 
regarding the application, fulfillment, and importance of the 
guidelines after the usability training (OBJ 2).

4. Each website was assessed by a usability expert to determine 
which guidelines were applied intuitively, which were not, and 
how this relates to the opinions expressed by each participant.

This comprehensive approach aims to understand the intuitive 
application of usability guidelines by inexperienced developers and 
how this aligns with their perceptions and usability training.

V. Results of the Experiment 

This section includes the results of tests a) and b) both with the 4 
recommendations previously seen.

A. OBJECTIVE 1. Test A) “Innate” Use of Usability Guidelines by 
Developers  

The first part of the experiment consists in that web developers 
create a website. After the development task, they are trained in web 
usability, particularly in the Group’s recommendations (5). Once web 
developers have been trained in web usability, they attach importance 
to each of the guidelines, according to their criteria. With well-
established knowledge, they evaluate their websites and measure 
the degree of application and the level of compliance in each of the 4 
guidelines of this group. This step is taken with the help of an expert.

The application of a guideline is scored with a 1. The non-application 
of a guideline is scored with a 0. This non-application means that the 
guideline should have been used but was not used. On some occasions, 
the guidelines were used, value 1, but were not met properly. For this 
reason, compliance is studied in the following section of the paper. 

Fig. 8 indicates that most applied guidelines belong to type B (Notice 
of response to actions) and D (Descriptive information about errors). 
90% of the participants applied them. The least applied guideline is A 
(Identify viewed or selected items). In this case, 60% of web developers 
applied it. Guideline C (“Undo” to return to sensitive tasks) was applied 
by 75% of IT developers.

Applicability

100,00%

A B C D

75,00%

50,00%

25,00%

0,00%

Fig. 8. Results of applicability.

Fig. 9 indicates that the major guideline complied with is D 
(Descriptive information about errors), with 78.5% compliance; then, 
the B (Notice of response to actions), with 77% compliance; these 
guidelines are applied in 90% of cases and three-fourths of the time 
were correctly applied. The worst compliments are the A (Identify 
viewed or selected items) and the C (“Undo” to go back on sensitive 
tasks), with 12% compliance. Guideline A stands out for properly 
fulfilling only 6% of the occasions. This recommendation is applied 
more than half of the time (60% of the time) and is incorrectly applied 
almost always. 
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Compliance
100,00%

A B C D

75,00%

50,00%

25,00%

-25,00%

0,00%

Fig. 9. Results of compliance.

B. OBJECTIVE 2. Test B) “Importance” Use of Usability 
Guidelines by Developers  

Fig. 10 represents the degree of importance that web developers 
attach to each recommendation. We have already published three 
groups before this, and we know that the levels of importance granted 
are usually high. In the case of this experiment, the recommendation 
considered the most important is C (“Undo” to go back on tasks 
sensitive), with 85%. Then the A (Identify viewed or selected items) 
with 82.5%. It is followed by recommendation B (Notice of response 
to actions) with 81%. Finally, the recommendation considered less 
important is the D (Descriptive information about errors) with 67%. 
Curiously, recommendation A has been considered one of the most 
important, having received training in web usability, and yet only 
60% of IT developers have applied it (in an innate form). Besides, this 
application has been quite wrong, with only 6% compliance. A similar 
case occurs with recommendation C, the most important with 85% 
and, although 75% of IT developers have applied it (in an innate way), 
only 12% have complied properly.

Importance
100,00%

A B C D

70,00%

80,00%

90,00%

50,00%

60,00%

30,00%

40,00%

0,00%

10,00%

20,00%

Fig. 10. Results of importance.

Fig. 11 compares the degree of importance given to each 
recommendation and the result of the Pearson coefficient of 
applicability.

Importance - Pearson of applicability

A B C D
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-025

0,00

Fig. 11. Statistical analysis of the importance - Pearson of applicability.

Our research only publishes the scatter plots of those 
recommendations whose relationship is moderate, with a value -0.40> 
or <0.40, or high, with a value -0.60> or <0.60. In this case, there is no 
objective relationship in any of the recommendations.

Fig. 9 establishes that the recommendations closest to a 
relationship of variables are the B: (Notice of response to actions) 
and the D: (Descriptive information about errors). But in none, there 
is a considerable relationship. That is, it can be concluded that all 
recommendations seem to contradict the theory of relationships, with 
the variables studied in this analysis of Importance.

The objective is to determine if a higher Importance causes a higher 
Applicability rate. That is if the guideline that is most applied is also 
considered the most important and vice versa.

Unlike Covariance, Pearson’s Correlation is independent of the 
scale of measurement of the variables. We use Pearson because the 
study aims to obtain the same index in all recommendations.

To interpret the results in detail, the dispersion diagram should be 
consulted. This diagram is used to analyze the strength and direction 
of the relationship between the variables. Although there have been no 
relationships in this analysis, the process is explained. The value of the 
correlation coefficient can vary from −1 to +1. The higher the absolute 
value of the coefficient, the stronger the relationship between the 
variables. An absolute value of 1 indicates a perfect linear relationship. 
A correlation close to 0 indicates that there is no linear relationship 
between the variables. In the analysis, the ratios obtained are: 0.07, -0.12, 
0.05 and 0.10, values too low to interpret that there is a relationship.

The sign of the coefficient indicates the direction of the relationship. 
If both variables tend to increase or decrease at the same time, the 
coefficient is positive and the line representing the correlation forms 
an upward slope. This occurs with guidelines A: (Identify viewed or 
selected items), C: (“Undo” to go back on tasks, and D: (Descriptive 
information about errors), whose results are positive (> 0).

If one variable tends to increase while the other decreases, the 
coefficient is negative and the line representing the correlation forms 
a downward slope. This happens with guideline B: (Notice of response 
to actions), whose result is negative (< 0).

C. Analysis of the IMPORTANCE – Pearson of COMPLIANCE
The relationship pattern between the Pearson coefficient of 

Compliance and Importance variables is analyzed. Conclusions are 
drawn about the relationship between their variables.

As with the previous analysis, there are no moderate or strong 
relationships in any of the guidelines. This means that no conclusions 
can be drawn about the relationship between variables or that said 
relationship is not decisive (see Fig. 12).
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Fig. 12. Statistical analysis of the importance - Pearson of compliance.

n the study of these variables all possible relationships are positive, 
which would mean that if there was a relationship, it would be direct. 
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That is, the greater the degree of importance attached to the guideline, 
there would be greater compliance. It should be remembered that 
compliance can only occur if the guideline has been applied. There are 
applied guidelines that have not been met, but not vice versa.

The most prominent relationship is that of guideline B: (Notice of 
response to actions). The previous analysis concluded that the more 
important, the less application. Now it is determined that the more 
important, the better compliance. 

On the other hand, it was previously demonstrated that this is a 
very applied guideline, and it was also concluded that the importance 
was not very decisive in the comparison because there were generally 
high scores.

This could mean that although there is no relationship between 
variables, it is a well-applied and well-fulfilled guideline. In this 
example, importance is not decisive.

D. Analysis of the APPLICABILITY and COMPLIANCE
The relationship pattern between the Pearson coefficient of 

applicability/compliance and Applicability variables and Pearson coefficient 
of applicability/compliance and Compliance variables is analyzed. 
Conclusions are drawn about the relationship between their variables.

The basis of the Pearson coefficient is that the more intense the 
concordance (in the direct or inverse sense), the product gets more 
value. It measures the statistical relationship between two continuous 
variables. If the association between the elements is not linear, then the 
coefficient is not represented. This is the case of the relationships in this 
study. It has already been shown that there is no relationship between 
the variables (neither in applicability nor in compliance). Therefore, we 
cannot offer useful dispersion diagrams nor will the relationships be 
explained again in the following analyzes. However, we offer the graphs 
that compare the results of these coefficients with the Applicability and 
Compliance results of the previous point, Fig. 13-16. 

It is necessary to emphasize that to obtain the Pearson coefficient 
results, the Importance variable was always analyzed, and it was 
compared alternately with the variable Application or Compliance. 

This means that these figures represent on the one hand the relationship 
between variables, and on the other, the result of Applicability or 
Compliance. What is intended is that, although there is no relationship 
between the variables studied, useful conclusions can be drawn from 
this experiment.

VI.  Discussion

Fig. 17 presents the relationship between the results of the 
variables. The most applied recommendations are B: (Notice of 
response to actions) and D: (Descriptive information about errors). 
A: (Identify viewed or selected items) is the worst applied. The best 
complied with recommendations are also B: (Notice of response to 
actions) and D: (Descriptive information about errors). It could say 
that these two guidelines are innately applied because even their 
compliance is adequate. The worst complied with recommendations 
are A: (Identify viewed or selected items) and C: (“Undo” to go back on 
tasks sensitive). Curiously, C: (“Undo” to go back on tasks sensitive) is 
applied spontaneously by 75% of users. However, almost all comply 
with some errors.
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Fig. 17. Importance-compliance-applicability.
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Fig. 16. Statistical compliance – coefficient Pearson of compliance.
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Fig. 15. Statistical compliance – coefficient Pearson of applicability.
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Fig. 14. Statistical applicability – coefficient Pearson of compliance.
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Fig. 13. Statistical applicability – coefficient Pearson of applicability.
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A. Best Rated Guidelines 
The best-applied guideline is D: (Descriptive information about 

errors), with 90% application. The best-complied guideline is D: 
(Descriptive information about errors), with 78.5% compliance. It 
could be said that this recommendation is not a “necessary” reason for 
learning, because it seems to belong to the nature of web development.

The same could be said of recommendation B: (Notice of response 
to actions). It has 90% applicability and 77% compliance.

Although it is determined that the importance factor does 
not provide too much information for offering such high values, 
recommendation B: (Notice of response to actions) is considered very 
important. However, D: (Descriptive information about errors) is the 
least important recommendation, with 67%. 

B. Worst Rated Guidelines
The worst applied guideline is A: (Identify viewed or selected items), 

with a 60% application. The worst complied guideline is A: (Identify 
viewed or selected items), with 6% compliance. This guideline needs, 
on the one hand, to be taught in usability agendas. Because it is the 
most unknown of the recommendations. Besides, on the other hand, it 
needs a lot of practice in training, because indeed all web developers 
have problems with errors. When web developers receive usability 
training, they give it 82% importance.

The next worst-performing address is C: (“Undo” to go back on 
tasks sensitive), with 12%. Unlike the A: (Identify viewed or selected 
items), the C: (“Undo” to go back on tasks sensitive) is applied by 75% 
of the participants. It could be said that this address, rather than being 
known, needs to be practiced by web developers.

VII.  Conclusions 

Our work aims to discover which usability guidelines related to 
“Responding to user actions” are considered more and less important 
for web developers, and also which are applied more and less. We 
tried to discover if there is a relationship between importance and 
application in these kind of web usability guidelines. 

To meet this research objectives, we designed two experiments. 
First, a team of 20 web developers without knowledge of web usability 
designed 20 websites. All web developers were unaware of the web 
usability recommendations that would be analyzed later. The goal was 
to find out if the application of any of these guidelines is innate or 
should be learned. Second, web developers trained in web usability, 
specifically in guidelines related to “Responding to user actions”, and 
responded to two surveys: 1) It aimed to know the level of importance 
that web developers give to each of the guidelines, once studied. 2) It 
aimed to evaluate the websites to know the level of compliance with 
these guidelines.

Data analysed in this research work suggest that there is no 
relationship between importance and application in this kind of 
web usability guidelines. Web developers without usability training 
habitually made mistakes related to A: (Identity viewed or selected 
items), For instance, in the user interface, include an “Undo” option to 
allow users to revert sensitive actions or tasks. They made few mistakes 
related to B (Notice of response to actions). Instead, once they have 
training in usability, they consider very important C (“Undo” to return 
to sensitive tasks) just one of the guidelines that they least applied 
on their websites. The guideline as less important was D (Descriptive 
information about errors) which is the second most used guideline on 
their websites.

VIII.  Future Research Lines

We have published the research carried out about the 
Recommendations Group 1, 2, 3, 4 [8]-[10], [16] and this is the research 
of Group 5. 

The next thing will be to test these results with more participants, 
including other questions of interest, for example, if there are patterns 
of behaviour while the web development and if this affects web 
usability, or if the application of the guidelines also depends on the 
area to which the website is intended. 

We also seek to validate the improvement of each guideline in the 
user experience. This is interesting to support this saga of papers that 
we have already published. At this moment we are working on the 
development of a validation tool.

And we also want to compare the improvement offered by each 
guideline depending on the level of experience the user has. 
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