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Editor’s Note

With the rapid development of information and communication 
technologies, artificial intelligence and IoTs, more and more 

advanced technologies, such as machine learning, reinforcement 
learning, neural networks and fuzzy systems, have been introduced 
into industrial practices. The application of advanced technologies 
has greatly promoted the process of industrial revolution. However, 
there is big gap between controlled simulation and real evolving 
environment, which results in the unsatisfactory performance of 
the typical algorithms in practical environments. For example, in 
Underwater IoTs, a dynamic and uncertain marine environment can 
cause equipment damage, resulting in huge financial losses. Therefore, 
improving the robustness and adaptability of algorithms and systems, 
and proposing new solutions in practical applications to meet the 
requirements of self-developing, self-organizing, and evolving systems 
is essential to promote intelligent industrial applications.

This Research Topic aims to collect researches focusing on 
addressing the problems of evolving system modelling, clustering, 
classification, prediction and control in non-stationary, unpredictable 
environments. The scope of this topic includes: (1) Robustness of 
environment modeling in evolutionary system, (2) Robustness of 
artificial intelligence algorithms, (3) Adaptability of neural networks 
and systems, (4) Prediction of intelligent algorithms in dynamic 
environments, (5) Improvement of robustness in deep learning 
algorithms, (6) Interpretability of predictive models in dynamic 
environments, (7) Application of AI technology in Industrial Internet 
of Things, (8) Uncertainty in Intelligent Transportation System, (9) 
The dynamic environment of Underwater Internet of Things, (10) 
Applications and migration of intelligent algorithms.

Specifically, the present Special Issue includes the topics described 
below.

Zhang et al. proposed a dataset containing a variety of elements.
They construct a corresponding out-of-distribution test set. They 
explored the distribution characteristics of efficient datasets in terms 
of angle element, and confirmed that an efficient dataset tends to 
contain samples with different appearance.

Roy et al. discussed using the Internet of Medical Things in the 
COVID-19 crisis perspective. This paper suggested an ensemble 
transfer learning framework to predict COVID-19 infection, which 
predicted the COVID-19 infected people with an F1-score of 0.997 for 
the best case.

Hurtado et al. presented a novel approach for Human Activity 
Recognition (HAR) in healthcare to avoid the risk of mortality caused 
by physical inactivity. The model took advantage of the large amount 
of unlabelled data available by extracting relevant characteristics.The 
proposed approach can properly classify movement patterns in real-
time conditions.

Saxena et al. proposed a network centrality based approach 
combined with graph convolution networks to predict the connections 
between network nodes. They also proposed an idea to select training 
nodes for the model based on high edge, which improved the prediction 
accuracy of the model.

Arroni et al. proposed an attention-based model that used the 
transformer to predict the sentiment expressed in tweets about hotels 
in Las Vegas. They crafted a transformer architecture model much 
simpler and smaller than the mentioned models for specific problems, 
which does no need a whole language representation.

Chen et al. proposed a new spatio-temporal attention graph 
convolution network (STAGCN) for sea surface temperature 
prediction. STAGCN can capture spatial dependance and temporal 
correlation. Experiments showed that the model can capture the 
spatio-temporal correlation of regional-scale sea surface temperature 
series and outperforms models under different sea areas and different 
prediction levels.

Andueza et al. used time series models, i.e., autoregressive 
integrated moving average and seasonal autoregressive integrated 
moving average to forecast the impact of COVID-19 on sales of 
cigarette in Spanish provinces.

Maestro et al. proposed a blockchain-based decentralized 
architecture for cloud resource management systems. They analyzed 
and compared the characteristics of the proposed architecture 
concerning the consistency, availability, and partition resistance of 
architectures that rely on Paxos/Raft distributed data stores. And 
they demonstrated that the proposed blockchain-based decentralized 
architecture noticeably increased the system availability.

Sinha et al. proposed a method to select web data sources for web 
data warehouse. This work was based on the probabilistic analysis of 
SAW and TOPSIS, which deal more efficiently with the dynamic and 
complex nature of web.

We would like to thank all of the contributors to the research topic 
including authors, reviewers, and the IJMAI editorial and production 
offices.

Jiachen Yang1

Houbing Song2

Muhammad Khurram Khan3  
1 Tianjin University (China)
2 University of Maryland, Baltimore County (USA)
3 King Saud University (Saudi Arabia)
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Abstract

At present, artificial intelligence is in a period of rapid development, and deep learning has begun to be applied 
in various fields. Data, as a key part of the deep learning, its efficiency and stability, will directly affect the 
performance of the model, so it is valued by people. In order to make the dataset efficient, many active learning 
methods have been proposed, the dataset containing independent identically distribution (IID) samples is 
reduced with excellent performance; in order to make the dataset more stable, it should be solved that the 
model encounters out-of-distribution (OOD) samples to improve generalization performance. However, the 
current active learning method design and the method of adding OOD samples lack guidance, and people 
do not know what samples should be selected and which OOD samples will be added to better improve the 
generalization performance. In this paper, we propose a dataset containing a variety of elements called a dataset 
with Complete Sample Elements(CSE), the labels such as rotation angle and distance in addition to the common 
classification labels. These labels can help people analyze the distribution characteristics of each element 
of an efficient dataset, thereby inspiring new active learning methods; we also construct a corresponding 
OOD test set, which can not only detect the generalization performance of the model, but also helps explore 
metrics between OOD samples and existing dataset to guide the selected method of OOD samples, so that it 
can improve generalization efficiently. In this paper, we explore the distribution characteristics of efficient 
datasets in terms of angle element, and confirm that an efficient dataset tends to contain samples with different 
appearance. At the same time, experiments have proved the positive influence of the addition of OOD samples 
on the generalization performance of dataset.

DOI: 10.9781/ijimai.2023.01.007
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I. Introduction

In recent years, with the development of artificial intelligence, deep 
learning is widely used in various fields, such as the detection and 

prevention of plant diseases and pests, the intelligent recognition of 
medical images and so on [1]–[6]. However, deep learning needs a 
large amount of data as the basis, which brings problems such as high 
data cost, difficult data acquisition and so on. In order to solve the 
demand problem of a large amount of data, people put forward few-
shot learning, which is committed to learning from a small amount of 
labeled data and obtaining generalization ability [7]–[10]. Methods in 
the field of few-shot learning have solved the problem of large-scale 
data dependence to a certain extent. However, although selecting 
samples with high information quality for training can effectively help 
neural networks improve performance, little attention has been paid 
to the quality of sample information. A sample with high information 

quality not only has less noise, but also has a large difference with 
the existing samples in the data set. That is, conducting data quality 
assessments can improve the model performances under the same 
budget, and reduce the sample collection budget with the same 
model performances. Therefore, it is of great significance to carry 
out data quality assessment and establish relevant baselines in typical 
applications such as identification and classification.

In addition to considering the problem of data quality, the changeable 
test environment is a practical problem that can not be ignored, which 
widely exists in industrial processing and manufacturing, automatic 
driving, field environment and so on [11]. For this problem of poor 
generalization of the model caused by the change of test data, also 
known as the difference of out of distribution(OOD), it is necessary 
to establish a data set that fully considers the change of scene factors 
to provide a fair comparison platform for relevant research. Although 
there have been many studies on the generalization of model 
algorithms, there is still a lack of data set construction. In particular, 
considering the changes of environmental factors, the construction of 
high-quality data sets without watermark and error label is of great 
significance to the promotion of subsequent related research.



 Special Issue on AI-driven Algorithms and Applications in the Dynamic and Evolving Environments

- 7 -

In order to solve the above problems, this work has built an all 
element image acquisition platform and formed a Complete Sample 
Elements (CSE) data set, which can support the research and analysis 
of independent identically distribution (IID) and OOD. Probability 
entropy and distance entropy are proposed to evaluate the quality 
of the data set and establish relevant test baselines. In the aspect 
of OOD test, taking the real shooting data in the actual dynamic 
environment as the test, the relevant baseline is established, and the 
impact of distribution differences on the performance of the algorithm 
is explored.

The structure of this document is as follows: section II introduces 
the relevant work at home and abroad, section III introduces the CSE 
data set, section IV is the experimental part of this paper, and section 
V presents the conclusions and future works.

II. Related Works

Image quality evaluation is a basic and challenging problem in 
the field of image processing. Traditional image quality evaluation 
is realized by human visual system (HVS) or objective image quality 
assessment (IQA) [12]–[14]. It can evaluate the distorted images such 
as blur, JPEG compression and noise, and realize the discrimination 
of distortion types. However, these quality evaluation criteria serve 
human subjective visual perception and have nothing to do with the 
improvement of machine vision task performance. The development 
of artificial intelligence has promoted people to pay attention to data 
quality from the perspective of improving task performance. Recently, 
some work has also paid attention to the data quality of classification 
task guidance, such as the active cleaning of data labels proposed by 
Bernhardt in 2021 [15]. In addition, some works have paid attention to 
the influence of sample information quality on model performances, 
and they have proposed some sample information quality assessment 
methods on this basis [16], [17]. However, current methods lack 
validation on large-scale datasets containing constituent elements.

In the real scene, there are differences between train data and test 
data. How to effectively improve the test effect is a very valuable 
research direction. Under the guidance of this research direction, 
a variety of theoretical research methods on task generalization 
represented by transfer learning have been formed, so as to reduce the 
dependence on a large number of target domain data [18]. From the 
perspective of research subjects, transfer learning can be divided into 
data-based transfer learning, feature-based transfer learning, model 
parameter based transfer learning and so on. The data-based transfer 
learning method focuses on the transfer of knowledge through the 
adjustment and transformation of data; the feature-based method 
transforms each original feature into a new feature representation; 
model based transfer learning uses sub modules such as classifier, 
extractor or encoder to make accurate prediction results for the target 
domain, such as classification or clustering results [19]–[23]. However, 
these works focus more on theoretical research, and the data used are 
still quite different from the real scene.

III. CSE - A Dataset With Complete Sample Elements

In this section, we propose a dataset with complete sample 
elements, abbreviated as CSE. This dataset will facilitate the following 
two research topics:

• In addition to the common classification labels, the dataset also 
labels the remaining elements. When the train and test sets exhibit 
IID distributions, the element distribution characteristics of 
efficient datasets can be analyzed.

• When the train and test sets exhibit OOD distributions, the influence 
of OOD samples on generalization performance can be analyzed.

The dataset is divided into 11 categories, each class can be 
subdivided into 5 subclasses, so there is a total of 55 subclasses, 
each subclass is sampled from the same object. In Fig. 1, we show a 
representation of the images in it. Each subclass has 216 images, with 
72 degrees and 3 distances. The background of the dataset is unified 
as a large checkerboard, and the size of the collected data is unified as 
640×480. Since there are objects with small size in this dataset, in order 
to ensure that the collected sample subject is located in the center, we 
use a cylindrical heightening pad to support tiny objects. The dataset is 
publicly available for researchers to download and study1.

0° 60° 120° 180° 240° 300°
(a)

(b)
Apple Bo�le Car Container Cup Doll Fleet Headphone Milk Pepper Plant

Fig. 1. Some samples of the CSE train set. (a) The examples of rotation; (b) All 
classes of the CSE dataset.

A. The Need to Structure Element-complete Datasets

1. For IID
For the train set and test set of IID distribution, there is redundancy 

within the train set. According to our test situation on the CIFAR-10 
dataset, the sub-train set selected by the active learning method can 
obtain performance close to the entire dataset on fewer datasets, 
which will greatly improve the training efficiency. However, the 
current active learning methods has shortcomings such as relying on 
the selection of base classes, and the results are not robust. Therefore, 
if we can provide a dataset with complete elements, and understand 
why these samples will improve the performance of the dataset from 
the distribution level of elements, this will help us in the evaluation of 
sample information selecting. It should be noticed that in the class of 
doll and fleet, the objects are too small that it should be supported by a 
cylinder. To minimize the impact caused by the cylinder, we crop these 
samples, so it would be like Fig. 2.

Fig. 2. Some samples of the "doll" class in the CSE dataset. Objects in the "doll" 
class are tiny, so all samples of this class are cropped. The front, side, and back 
of this class of samples look very different, so if the network has only seen 
some of them (such as the front and the side), the rest of the samples (the back) 
are high-informative.

2. For OOD
For the train set and test set of OOD distribution, the information 

about the test set provided by the train set is insufficient, which will 
lead to a plummeting performance of the network model. If OOD 

1 Here: http://aimip.tju.edu.cn/rgzn.htm
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samples are added to the train set, the network performance of the 
model will be improved; in future research, we will also try to calculate 
the distance between the train set and the test set and measure the 
similarity, and use the parts with high similarity to train the neural 
network, which will make the network more generalizable to the OOD 
test set.

B. How to Obtain a Dataset With Complete Elements
In order to make the sampling process automatic and controllable, 

we built a multi-DOF sampling platform, as shown in Fig. 3. The 
device is composed of three servo motors, which can realize front and 
rear, left and right, and up and down transforms, thereby changing the 
angle of the view captured by the camera.

Fig. 3. The platform to sample the CSE dataset.

C. Variable Settings Supported by IID Train Set
After selection, we decided to design the following three variables 

to control:

1. Rotation Angle
It is well known that for most asymmetric objects, the difference in 

viewing angle affects the observation results, and the same is true for 
neural networks. For example, as shown in Fig. 2, this figure shows 
the different angles of the front, side and back of the doll. For neural 
networks, especially those without any pre-training, they tend to 
think that these three angles are of different samples. The process of 
training is also the process of grouping samples of the same object 
from different angles into one group. The original intention of our 
design of the angle variable is how to choose an appropriate angle to 
reduce the number of samples in the train set as much as possible and 
improve the test accuracy as much as possible. We believe that this 
topic will be very helpful for future dataset simplification and dataset 
information Quantitative work.

When constructing the CSE dataset, we collect a sample every 5˝, 
and each sample can collect 72 images at the same camera distance. 
As for why 5˝ was chosen instead of 10˝ or 1˝, we have the following 
considerations. First, we believe that a full-featured dataset should be 
linear and smooth, so the angle of acquisition should be as small as 
possible, or as imperceptible as possible. However, collecting samples 
from an angle that is too small will greatly increase the number of 
samples, and many problems will follow: first, an excessively large 
number of samples will cause a serious burden on storage; second, 
an excessively large number of samples will prolong the training 
time; third, and most important point, repeatedly feeding a large 
number of samples with the same background and similar appearance 
to the model can easily make the model overfit, and even learn the 
background, object tray, and other elements incorrectly, which will 
cause a serious problem with the network model on which the object 

selecting method(distance entropy, probability entropy, etc.) relies. 
Therefore, considering the reasons above, we choose to collect a 
sample every 5˝.

2. Distance Between Object and Camera
The distance of the camera determines the proportion of the object 

in the sample. The farther the distance between the object and the 
camera is, the smaller the area of the object in the sample and the 
larger the area of the background. At the same time, the distance of 
the camera will also affect the viewing angle, as shown in Fig. 4. The 
farther the object is, the narrower the range that can be seen, which 
may bring an extra amount of information to the learning of the 
network model.

(b)

(a)

Fig. 4. The distance between object and camera also affects the sample. (a) 
Three distances when sampling a car; (b) Details of the farthest sample and 
the nearest sample under the same placement angle. As the text says, the 
connection line (orange) on the underside of the wheel varies with distance.

D. Design of OOD Test Set
Out-of-distribution test samples are encountered in some specific 

tasks. There are many reasons for the existence of OOD samples. For 
example, the initial design of the data set is not well thought out, or 
the data itself is difficult to collect in large quantities, and the train set 
can only be generated by simulation. How does the model make use 
of the OOD sample information it encounters? This is also the original 
intention of our design of the OOD test set.

Fig. 5. The comparison between train samples and the corresponding OOD 
sample.
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As shown in Fig. 5, when shooting the OOD test set, we randomly 
changed the background, randomly rotated the shooting angle, and 
randomly raised the shooting angle. These operations are very similar 
to the situation of OOD samples encountered in industry, since there 
are no such samples in the dataset. At the same time, the OOD samples 
are taken by mobile phones. Compared with the camera used to collect 
the train set, the default focal length of the mobile phone is shorter, 
and the captured samples will have some deformation compared with 
the train set, which is also a feature of the OOD samples.

IV. Results and Analysis

A. List of Backbones and Training Configuration
In order to verify whether the dataset we construct can effectively 

reflect the IID distribution and OOD distribution, we conducted several 
experiments with multiple backbone networks: ResNet [24], VGG [25] 
and WRN [26]. When we verify IID distribution, we use a uniform 
sampling of 25% of the train set as the IID test set. The purpose of this 
is to make the IID test set show a uniform distribution, and because 
the original train set is uniformly sampled, this sampling method will 
make this new IID test set present a similar distribution to the original 
train set, so the new IID train and test set can be approximated. When 
we verify OOD distribution, we directly use the test set and train set for 
OOD training and testing. All subsequent experiments are conducted 
under a single server with an Intel Core i7-12700KF CPU, dual nVidia 
GeForce RTX 3080Ti GPU and 128 GB memory with PyTorch.

B. Backbone Network Performances on IID and OOD Test Sets
The results obtained by training and testing on the backbone 

network are shown in Table 1. Note that the three backbone networks 
we listed all get 100% test accuracy on the IID combination, which 
proves that the IID train and test sets are IID distributions of each 
other, which is consistent with our assumption in IV.A. However, the 
three backbone networks perform poorly in the OOD combination. 
Given the undisputed high performance of the three backbone 
networks, it can also be shown that the OOD train and test sets are 
distributed in OOD.

In particular, we add a set of pre-trained comparison experiments 
in Table I. The control group has essentially the same parameters as 
the experiments using the three backbones, but with the ImageNet 
pre-trained model. It can be seen that a group of experiments using 
the ImageNet pre-training model is significantly higher in testing 
accuracy than the group that does not use ImageNet, which confirms 
the prediction in III.C.1. Using a train set with an interval of 5° has 
caused the model to overfit, as explained below. The result of VGG is 
a little bit lower, it is because the performance is weaker than ResNet 
and WRN.

TABLE I. The Test Accuracy of Several Backbones

settings ResNet VGG WRN
IID, non-pre-training 100% 100% 100%

OOD, non-pre-training 18.808% 17.636% 20.268%
OOD, pre-training 29.256% 26.343% 36.696%

Experiment parameters: batch size: 32; Epoch: 50; initial learning rate: 
ResNet & WRN: 0.01; VGG:0.1; step learning rate: decay epoch: [20, 30, 40], 
gamma: 0.1

First, using ImageNet and reducing the learning rate is to make 
the model "remember" the ImageNet distribution as much as possible. 
Second, ImageNet is similar to our OOD test set collection method, 
and the background environment is more variable, which it also does 
in OOD test set. It can be considered that ImageNet has a similar 
distribution to the OOD test set. Third, since the pre-trained model 

achieves convergence in the later stage, it means that the model 
has also learned the distribution of the OOD train set, and so it 
does in non-pre-training group. In the comprehensive comparison 
experiment, the test performance of the ImageNet group is higher 
than that of the non-pre-training group. Therefore, we have reason to 
believe that the use of ImageNet pre-trained network can effectively 
suppress the overfitting phenomenon. The information of ImageNet 
makes the model not affected by factors such as background and thus 
overfit. While the non-pre-training group appears some overfitting 
phenomenon, which further deteriorates the performance on OOD 
test sets. When we use the Grad-CAM [27] method to visualize the 
attention of the network, we can see that the non-pre-training group 
totally cannot pay attention to the objects, but the pre-training group 
can accurately recognize them, as it can be seen in Fig. 6.

Non-pre-trained

Pre-trained

Fig. 6. When visualizing the model by Grad-CAM, we can see clearly that the 
non-pre-trained group has a stronger overfitting phenomenon than the pre-
trained group.

C. Rotation Angle Distribution Features of Efficient Datasets
In order to explore the element distribution characteristics of 

efficient datasets derived from IID train set, we use two methods in 
active learning: distance entropy [28] and probability entropy [29]. 
We design a series of experiments: first, select 88(1%) IID samples as 
the base, add 88(1%) samples in each round of experiments, a total 
of 9 rounds. The subsets selected by these methods are re-trained on 
the ResNet18 network, and the IID test accuracy is shown in Fig. 7. It 
can be seen that the test accuracy of the subset obtained by selecting 
528(6%) samples can already reach 99%. We take the subset with 
528(6%) samples selected by distance entropy as an efficient train set 
for subsequent analysis.

Test acc. with IID train subset selected by di�erent active learning methods
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Fig. 7. The IID test accuracy of models trained on subsets selected by distance 
entropy method and probability entropy method.
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1. Irregular Objects
When an irregular object rotates around to collect several samples, 

each sample has a large change from other samples, such as samples 
of cars, ships, dolls, etc. We take the sample from the third doll in the 
nearest position as an example to explore the rotation angle element 
distribution characteristics of irregular samples in an efficient dataset.

As shown in Fig. 8, the samples with high information content are 
distributed at 110º-205º and 270º-330º. At these degrees, the object is 
basically at the front or back angle, and the sample taken after rotation 
changes greatly, so it brings more information; while the side angle 
of the object is almost the same as the 205º, 270º samples, so less 
information. In the repeated experiments, we also did a set of similar 
experiments with cars, and the results were similar, as shown in Fig. 9, 
except that the side is high information, and the front and back are low 
information. This shows that the wider surface with larger rotation 
variation of irregular samples has high information content.

110 ° 115 ° 125 ° 130 ° 150 ° 155 ° 165 °

175 ° 185 ° 190 ° 195 ° 205 ° 270 ° 275 °

285 ° 290 ° 295 ° 310 ° 315 ° 325 ° 330 °

Fig. 8. The dolls selected by active learning method. In the CSE dataset, the 
front and back samples of this doll are of much more information, but the side 
samples are of less information.

5 ° 10 ° 15 ° 25 ° 30 ° 35 ° 45 °

50 ° 55 ° 65 ° 70 ° 90 ° 95 ° 145 °

150 ° 155 ° 165 ° 170 ° 175 ° 185 ° 190 °

225 ° 355 °
Fig. 9. The cars in the efficent dataset. Different from the dolls in Fig. 8, the 
side samples are of more information.

2. Rotation-Invariant Objects
Some objects are rotationally invariant, such as apples, containers, 

etc. Their characteristic is that samples taken from any angle are 
similar. Our experiments show that the number of rotation-invariant 
samples in the efficient dataset is much less than the number of 
irregular samples, such as the first apple corresponding to only seven 
samples (in contrast, each subclass of dolls generally selects at least 
50 samples), and the angle has no regularity. Similar to our previous 
proof, rotation-invariant samples only need to find a few samples as 
representatives to obtain most of the information.

3. Approximately Rotation-Invariant Objects
There are also some objects that are approximately rotationally 

invariant in this dataset. Their main parts are rotationally invariant, 
but they also have other components that make them rotationally 
invariant, such as the handle of a cup. The characteristic of this type of 
object is that when the components that affect its rotation invariance 
are occluded, the samples have high similarity, as shown in Fig. 10. We 
take the sample of the second cup at the farthest position as an example 
to explore the rotation angle element distribution characteristics of 
approximately rotation-invariant samples in an efficient dataset.

0 ° 60 ° 120 °

180 ° 240 ° 270 °

Fig. 10. Examples of approximate rotation-invariant objects. When the rotation 
angle comes from 240˝ to 270˝, the cup seems nearly the same, which means 
the low information in the samples.

As shown in Fig. 11, the samples with high information content 
are distributed between 45º- 70º, 185º-210º, and 305º-355º. Under these 
several degrees, the cup handle is on the side or front of the cup body, 
and the change is more obvious when rotating the object, and the 
samples of the cup handle behind the cup are relatively similar, so only 
a few samples can be selected. At the same time, when the handle is in 
front of the cup, since the color of the handle is closer to the cup, and 
the difference when it is rotated is smaller than that when the handle 
is on the side (only the 70º samples are sampled).

45 ° 50 ° 70 ° 185 ° 195 °

210 ° 305 ° 310 ° 315 ° 325 °

330 ° 335 ° 345 ° 350 ° 355 °
Fig. 11. The cups in the efficent dataset. when the handle is behind the cup, it 
will be unlikely selected.

At the same time, after our further statistics, we found that the 
irregular objects samples have the highest ratio in efficient datasets, 
the approximate rotation-invariant samples are in the middle, and the 
rotation-invariant samples are the lowest. The above analysis not only 
verifies the hypothesis that the IID train set has high redundancy, but 
also classifies the sample features with high information. It is found 
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that the active learning methods will tend to select more differentiated 
samples to form a dataset, so that the selected samples have high 
information.

D. Effect of Adding OOD Samples on Generalization Performance 
of Models

In order to explore whether the addition of OOD samples will 
affect the generalization performance of the classification model, we 
designed the following experiments: 2% of the OOD train set samples 
of each class were selected to join in the OOD train set for training 
and the rest of the samples were used for testing, adding a total of 10 
rounds, up to 20%. The experimental results are shown in Table II. As 
with our assumption, a small number of OOD samples can greatly 
improve the generalization performance. It is worth mentioning that 
after reaching a certain threshold, more OOD samples will not improve 
the accuracy. In contrast, using the added 20% samples for training and 
testing the remaining samples, the accuracy even slightly exceeds the 
results of the OOD train set + 20% OOD samples. This is because IID 
samples bring little information gain to the OOD test set classification 
problem, and may even drag back.

TABLE II. The Test Accuracy of Adding OOD Samples, Tested on 
ResNet18

train IID Add OOD Test
100% 0% 18.808%
100% 2% 46.684%
100% 4% 62.132%
100% 6% 61.507%
100% 8% 71.484%
100% 10% 74.069%
100% 12% 83.008%
100% 14% 83.112%
100% 16% 80.446%
100% 18% 82.188%
100% 20% 84.635%
0% 20% 84.659%

V. Conclusion and Future Works

In this paper, we construct a dataset called CSE, which has various 
element labels such as rotation angle, object category, distance, etc., 
which can be used to explore the distribution of each element of the 
high-informative train set samples, and how to add samples to the 
OOD test set, which can improve the generalization of the model. 
We believe that the CSE dataset we constructed can promote the 
development of active learning interpretability and active learning 
algorithm design. At the same time, we also believe that analyzing and 
designing active learning algorithms from the perspective of elements 
will be a direction of active learning development.

We use the backbone network to obtain the performance of the 
dataset under the IID and OOD test sets, confirming that the dataset 
we constructed exhibits IID and OOD distributions. We put forward 
the conclusion that the active learning model tends to select more 
differentiated samples. In the IID experiment, after using the active 
learning algorithm on the IID train set to extract the efficient train 
set, the rotation angle is divided into three basic types for statistical 
analysis, which confirms this assertion. We put forward the conclusion 
that adding OOD samples will greatly improve the generalization 
performance of the model, and verified this thesis by gradually 
adding OOD samples for training and testing in the OOD experiment. 
Among them, the experimental results of IV.B and IV.D also prove that 
OOD will bring low performance, and even if the model complexity 

increases, it will not bring noticeable performance improvement. So 
when creating datasets in various fields, researchers should pay strict 
attention to how well the training data fits the ground truth or testing 
data distribution.

However, we also noticed that batch addition of active learning 
algorithms brings some problems, such as the possibility of similarity 
between samples added in the same batch. In future work, we will 
expand the element information (such as pitch angle, background, etc.) 
of the CSE dataset to establish a more complete dataset for subsequent 
research.
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Abstract

Health experts use advanced technological equipment to find complex diseases and diagnose them. Medical 
imaging nowadays is popular for detecting abnormalities in human bodies. This research discusses using the 
Internet of Medical Things in the COVID-19 crisis perspective. COVID-19 disease created an unforgettable 
remark on human memory. It is something like never happened before, and people do not expect it in the 
future. Medical experts are continuously working on getting a solution for this deadly disease. This pandemic 
warns the healthcare system to find an alternative solution to monitor the infected person remotely. Internet 
of Medical Things can be helpful in a pandemic scenario. This paper suggested a ensemble transfer learning 
framework predict COVID-19 infection. The model used the weighted transfer learning concept and predicted 
the COVID- 19 infected people with an F1-score of 0.997 for the best case on the test dataset.
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I. Introduction

With the advancement of computer science technology, healthcare 
devices are also smart and capable of recording the patient’s 

health information like Blood pressure, Body Temperature, and others 
with the help of different kinds of sensors. The captured information 
is further passed to Health experts using connected devices [1], [2], 
[3]. One Internet of Medical Things (IoMT) scenario is shown in Fig. 
1. Different components involved in setting up the IoMT environment 
are shown, along with a tentative flow of healthcare information 
between patients and health experts. In the IoMT environment, mainly 
two components are present- (i) different kinds of sensors and (ii) 
connective devices. The sensors are used to collect the patient’s health 
information, and networking devices are used to pass the collected 
information to the concerned medical expert. With IoMT environment, 
it is possible that multiple patients are being monitored by a single 
health expert at a time, which is almost impossible in the physical 
environment [4], [5], [6]. This paper discusses the recent medical 
issues -coronavirus in detail with a possible framework capable of 
predicting the COVID-19 with high accuracy.

The World Health Organization (WHO) got the first update on 
COVID-19 in December 2019 and then declared a public health 
emergency in January 20201. Coronavirus is a deadly virus that has 

1  https://www.who.int/emergencies/diseases/novel-coronavirus-2019?

spread over the world and has been a global health hazard since its 
inception [7], [8], [9], [10]. This virus first infected animals, then 
humans. If a human comes into contact with an infected animal, it will 
become infected. The coronavirus is commutable, which means that if 
one person becomes sick, all those who come into touch with them may 
also become infected. The coronavirus can spread through respiratory 
droplets when someone chats with others, sneezes or coughs.

Many health issues are started in human beings infected with 
the coronavirus. Such as respiratory failure, liver issues, and others 
[7], [11], [10]. The virus created both short and long-term health 
issues. When the person is infected, they are being cured with timely 
treatment. But, if the infected person has some pre-existing disease, 
then the chances of being cured are very less.

During the first wave of COVID-19, September 2020 received the 
highest case at 2,622,328 whereas, in the second wave, it increased to 
9,016,561 in May 2021. The USA is the most infected country whereas 
India is present in the second position. Brazil, UK and Russia stand at 
the 3rd, 4th and 5th positions.

In India, during the peak of the first wave, i.e., in September 2020, 
33,424 deaths were reported, whereas, during the second wave, 131,084 
death were reported in a single month of May 2021. These statistics 
indicate their impact on human beings. Every months thousands of 
lives are lost due to this virus. Even hospitals are full and unable to 
occupy the infected persons for treatment. During the second wave 
of the COVID-19, the shortage of Oxygen in various places was also 
reported 2,3.

2  https://www.dw.com/en/india-covid-oxygen-shortage/a-57425951, [accessed 
online: 08-10-2021]
3 https://www.bbc.com/news/world-asia-india-57911638, [accessed online: 08-
10-2021]
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Currently, the test name called reverse transcription- polymerase 
chain reaction (RT-PCR) is used to check whether the person is infected 
or not from COVID-19. However, RT- PCR test kits take around 4-6 
hours to provide the test result [12]. Meanwhile, many people may get 
infected by each other. The 4-6 hours time to get the result about the 
infection is an issue to stop it from spreading. The other alternatives 
that were developed recently include examining CT-scan [9], [13], 
Chest X-ray [8], [11], [14], reports and other symptoms of suspicious 
people. Many models reported in the literature have False Positive 
prediction issues, which means the test result is positive even though 
people are not infected.

The poor prediction rate and false prediction may have multiple 
reasons. One reason is less number of actual health reports of the 
infected person. This research developed a weighted ensemble 
transfer learning model for COVID-19 detection. The proposed model 
aims to minimize false-positive prediction cases. The model works in 
two folds: first, the Chest X-ray images are processed and passed to 
the pre- trained transfer model. Based on the training performances, 
the model’s weights are decided. Secondly, the outcomes of the 
three transfer learning models are weighted and ensemble to get 
the final results. Finally, the developed model can be embedded 
with an application for real-time COVID-19 predictions. The major 
contributions of this research include the following:

• A weighted ensemble transfer learning framework is developed in 
this research for predicting COVID-19 pa- tients.

• The proposed model uses only the Chest X-ray images for training 
purposes and achieves high accuracy with a minimal false positive 
prediction rate. The model can be embedded in the portable 
application for fast COVID-19 prediction.

The rest of the paper is organized as follows: Section II 
discusses the relevant work related to our objective. In Section III, 
the model overview is discussed. Section IV discusses a proposed 
methodology in detail. In Section V, the outcomes of the individual 
and ensemble learning models are presented, and finally, Section 
VI concludes this work.

II. Literature Review

This section discusses existing works for the detection of coronavirus 
disease. Most recent research uses the ben- efits of transfer learning 
models to design the COVID-19 predictive framework [14], [15], [16], 
[17]. In [18], Chest X-ray radiographs images are used to build the 
model for coronavirus detection. They have used multiple pre-trained 
Convolutional Neural Network (CNN) models during the experiment 
and achieved a 99.70% classification performance using the ResNet50 
model. A COVID-19 detection technique has been proposed in [19] 
using deep learning and transfer learning schemes. They have used 
X-rays and CT-scan images that are collected from many sources. 
Their modified CNN model achieved 94.10% accuracy, whereas, with 
a pre-trained model, 98% accuracy was achieved. A binary and multi- 
class classification COVID-19 detection mechanism has been proposed 
in [20]. The experiment was performed on raw Chest X-ray images. 
Their model achieved the classification accuracy 98.08% for binary 
classes and 87.02% for multi-class classification of COVID-19 patients.

Another model proposed using the Chest X-ray images for 
COVID-19 detection in [16]. The authors used an open source dataset 
for the model development. To develop detection mechanisms, the 
model uses VGG-16, OxfordNet with Faster Regions CNN. Their model 
achieved 97.36% accuracy for the best case. In [17], a CoroNet model 
for detection of COVID- 19 infection has been proposed. Their model 
was based on Xception architecture and pre-trained on the ImageNet 
Chest X-ray dataset. In [21], three deep learning-based s were used for 
the detection and diagnosis of COVID-19 cases. Deep neural network 
based CNN s are applied to the X-ray images of lungs to diagnose the 
disease. The results with the CNN model show maximum accuracy 
of 93.20%. A deep learning technique based on CNN and LSTM has 
been proposed in [22] for the diagnosis of COVID-19 disease. In this 
technique, feature extraction was handled by the CNN  and detection 
of the disease is handled by the LSTM model using extracted features. 
In [8], fine-tuned deep learning techniques have been proposed to 
speed up the detection and classification of COVID-19 disease. The 
research was conducted on two different datasets containing 959 
X-ray images. DenseNet121 shows higher accuracy, 97% for the first 
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dataset, and MobileNetV2 has 81% for the second dataset. In [23], 
authors proposed a diagnosis model for COVID-19 disease. They have 
used ResNet-50 and DenseNet-201 pre- trained networks for feature 
extraction and backpropagation neural network model to classify the 
results into multiple levels. Their model achieved 98.50% accuracy.

In [24], authors proposed an automated technique for COVID-19 
detection by using CT-scan images. Their ET- NET model has been 
evaluated on publicly available data using deep learning techniques. 
Two different approach used for detection of COVID-19 infection 
by [25]. Firstly, they used Artificial Neural Networks (ANN) and 
then Bidirectional Long Short-Term Memories (Bi-LSTM) model 
was used to design the proposed hybrid architecture. A modified 
ensemble deep learning models with the inclusion of extra layers has 
been proposed in [26]. For binary classification model their model 
achieves 99.49% accuracy and whereas for multi-class, the accuracy 
value was 99.24%. Machine learning (ML) and transfer learning s 
based COVID-19 detection model has been proposed in [27]. They 
have used 5,480 samples having two classes for their experimental 
purpose. Another work [28], uses a multi-stage transfer learning 
technique for diagnosis of COVID-19 using CT-scan images with 
86.70% accuracy. In [29], Lung CT-scan images are used for COVID- 19 
infection detection using ensemble classifier. The proposed detection 
model uses a transfer learning approach with eight different pre-
trained models. In [10], authors used an ensemble transfer learning 
models to build a COVID-19 detection model. They used Chest X-ray 
images to design the COVID-19 detection framework with pre-trained 
transfer learning models. The researchers have suggested multiple 
frameworks to address COVID-19 detection issues and have achieved 
good accuracy. However, one of the limitations of the existing research 
includes the dataset used for model development. This research uses a 
comparatively larger dataset to develop the model. Also used a novel 
weight assignment approach to build the ensemble framework. The 
model can be embedded with devices having Internet connectivity. 
This enables remote monitoring facilities in the healthcare domain 
and limits the crisis of health experts.

III. Model Overview

This section mainly highlights the configuration and work- ing of 
the Transfer Learning (TL) models and ensemble frameworks. First, 
the working of TL models are explained in detail, and then the reason 
behind selecting the few TL model will be discussed. At last, the 
working of the ensemble learning framework and weight generation 
process are explained in detail.

A. Transfer Learning
Along with technological developments, training deep learn- ing 

neural networks in recent years received many advance- ments. The 
main reason behind using the concept of TL is to utilize the existing 
complex and successful pre-trained models [30] learned from a huge 
data corpus, viz., (ImageNet model trained with 1000 categorical 
dataset) and transfer the learnt knowledge [31] to the simple task like 
binary image classifi- cation (COVID-19 Positive, COVID-19 Negative) 
having less number of data samples. The labelled data can achieve the 
optimal mapping of images, labels, and sentences. However, the issues 
of generalizability are still observed when the model is used with 
unseen and different datasets.

Mathematically, if ImageNet TL has input data (Is), the labels (Ls) 
have 1000 categories, and their corresponding output, i.e., the trained 
classifier, will be represented using Os.

The knowledge of the transfer learning can be represented as in (1).

S = {Xs, Ls, Os} (1)

Next, the aim is to utilize the source knowledge for building a 
new model with target input data Xt, labels Lt (COVID-19 Positive, 
COVID-19 Negative), and the model Ot (see (2).

T = {Xt, Lt, Ot} (2)

The classifier or model built by utilizing the knowledge of TL can 
be written as Ot(Xt, Lt|S), whereas a model built without using the TL 
can be written as Ot(Xt, Lt). It can be represented as in (3).

 (3)

The model built by utilizing the TL concept, i.e., (Ot(Xt, Lt|S) is 
probably more suitable for the said problem than the model developed 
without using the TL concept. This means assuming the large input 
sample X has labels L. The error e is assumed to be lesser with the TL 
concept-based model.

error[Ot(Xt, Lt|S), (X), L] < error[Ot(Xt, Lt), (X), L] (4)

where error (4) is a function used to calculate the error for input 
values, the pre-trained model generally helps the user save time, 
efficiency, and resources as tuning the parameter may not be necessary. 
The pre-trained models help extract the low-level features from the 
input images, such as shades and tints. The target model needs only to 
tune the parameter of the last few last layers.

Instead of directly using the transfer learning models and their 
weights in the proposed methodology, a weight gen- eration function 
architecture is used to assign weights to respective models. After 
referencing several research papers, we found that the transfer 
learners ResNet50V2, DenseNet201 and InceptionV3 have performed 
exceptionally well in image classification challenges. Hence, these 
three individual models have been used and explored for the study.

B. Ensemble Learning
The ensemble approach involves combining the predictive power 

of various learners to improve the overall performance and robustness 
of the model. The error in the predictive ca- pacity of a model can 
be decomposed into three errors—bias, variance, and variance of the 
irreducible error of the model. The model error can be described as 
Model-Error which is a collective sum of errors obtained from bias, 
variance, and irreducible error.

The term Bias error is used to describe how much the expected 
values vary from the actual value on average. A high bias results from 
under-performance where the model misses important trends during 
the training phase. Variance indicates the predictive capacity of a 
model on the same observation. A model tends to overfit with high 
variance and would perform worse in the validation data set. Various 
ensemble approaches have been proposed to address this bias-variance 
trade-off. The optimal scenario is to reach a minimum bias error and a 
minimum variance error. The reducible error (Bias error and Variance 
error) is the element that can be improved. We reduce the quantity 
when the model learns on a training dataset. We attempted to get this 
quantity as close to zero to reduce the overall error in the model’s 
predictive capacity. The fundamental error is the error that can not be 
removed. The error is generated because of noise in the observations 
or outliers in the data set.

The novel contribution to the research is that the dif- ferent transfer 
learning architectures were assigned weights depending upon their 
predictive accuracy over a dataset. The ensemble version is the 
weighted average of the individual transfer learning-based model’s 
performances obtained with the test dataset.
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IV. Proposed Methodology

The proposed deep ensemble TL framework works two-fold. Firstly, 
the TL models were to train the data set, i.e., Chest X- ray (CXR) images 
and generate the corresponding model files. Secondly, to test the real-
time inference of the proposed model, 5-Fold cross-validation was 
used on the validation set, and the corresponding accuracy and loss 
function graphs were plotted to check the model’s performance over 
increasing epochs on unseen data. Finally, the model files were used 
to predict the respective Chest X-ray images and their probabilities 
of belonging to that class. Fig. 2 shows the overview of the working 
steps involved in the proposed ensemble framework Fig. 3 shows the 
detailed steps of the proposed models, like the weight generation 
steps, the data used for the 5-fold cross- validation technique, the 
metrics used for the evaluation of the model and others.
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The data set used in this research was collected from  
https://www.kaggle.com/tawsifurrahman/covid19-radiography-
database, which has collated images from various sources. Considering 
the computational resource restraints, a part of the data set was used 
for the experiment consisting of 2000 images. The model classified the 
image into two classes (i) “COVID-19 Positive” and (ii) “COVID-19 
Negative”. A total of 2000 Chest X-ray images were used for the 
experiment. The detailed break up of the number of images in the data 
set has been shown in Table I. For optimal model performance, the 
training and validation sets have been split into 60%, 20%, and 20% 
ratios, respectively.

TABLE I. Data Distributions Used for Model Training, Validation and 
Testing Purpose

Class Train Test Validation Total
COVID-19 Positive 600 200 200 1000
COVID-19 Negative 600 200 200 1000
Total 1200 400 400 2000

The images correspond to the “COVID-19 Positive” class, and the 
“COVID-19 Negative” class was converted to “.npy” files and their 
appropriate labels. The “.npy” file format is NumPy’s basic binary file 
format for storing a single NumPy array on a disk. This way, the shape 
and the data type information necessary to create the array on a system 
with different architecture remains intact. This process leads to faster 
processing of data. All of the images from the source were 299x299 
pixels in nature, which had been converted to an appropriate size of 
224x224 pixels to suit the respective transfer learning architecture. 
The code structure appends the data and the images according to 
their respective classes and labels and stores it in a standard binary 
format, the “.npy” file. Threading was used for the parallel execution 
and utilized the multiprocessing capacity to optimal.  1 discusses the 
complete working steps of data preparation.

A. Model Training
Three pre-trained TL models, (i) ResNet50V2, (ii) DenseNet201 

and (iii) InceptionV3, were used during the training phase proposed 
model. The models were trained with 200 epochs, and the learning 
rate was fixed to 0.001, with a batch size of 32. The callback function 
was explicitly used to monitor the model performance by fixing the 
patience value of 5. This means, the model will stop training for 
further epochs if they encounter no improvement in the validation 
accuracy in five consecutive epochs. The model was compiled using 
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Adam Optimizer, with the exponential decay rate for the first moment 
being 0.90 and for the second moment being 0.999. The ensemble 
function calculates the weighted average of predicted models based 
on their weights, respectively. The individual weights were assigned 
based on predictive accuracy. A sigmoid function was applied to it to 
give the probability of occurrence.

The performance of the trained model on an unseen dataset was 
evaluated using the performance metrics like F1-score, Precision and 
Recall. The values of these metrics are calcu- lated using the parameter 
of the confusion metrics, such as true positive (TP), false positive (FP), 
true negative (TN), and false-negative (FN). Mathematically, these 
metrics are defined in Eqs. (5)-(8):

 (5)

 (6)

 (7)

 (8)

V. Results

This section discusses the experimental outcomes of the pro- posed 
deep ensemble TL models in different hyper-parameter settings. As 
discussed, a weight generation function was used to generate the 
weight of the individual TL models based on their prediction accuracy. 
The weights are generated using the sigmoid function, resulting in the 
class probabilities in [0-1]. Table III consists of the name of the models, 
the time taken for training, the accuracy obtained on the test dataset 
and the weights generated by the weight generation function.

TABLE III. Individual Model’s Accuracy and Corresponding Weights 
Defined by Weight Generation Function

Parameters ResNet50V2 DenseNet201 InceptionV3
Training Time 279 seconds 899 seconds 260 seconds

Accuracy on Test Data set 98.75% 99.75% 98.25%
Weights assigned 0.75235685 0.76147539 0.7513245

TABLE II. Details of the Parameters Used for Model Development With ResNet50V2, DenseNet201, and InceptionV3

Parameters ResNet50V2 DenseNet201 InceptionV3
Learning Rate 0.001 0.001 0.001
Batch Size 32 32 32
Number of epochs trained 20 35 19
Loss Function Sparse Categorical Cross Entropy Sparse Categorical Cross Entropy Sparse Categorical Cross Entropy
Training Time 287 seconds 987 seconds 310 seconds
Accuracy on Test Data set 98.75% 99.75% 98.25%
Weights assigned 0.75235685 0.76147539 0.7513245

Algorithm 1. Data preparation for model training

1: Input: Raw Images 
2: Output: .npy files 
3: BEGIN
4: create data()
5: data = [ ]
6: for category in categories do
7: a. path = location of the files
8: b. class num = categories.index(category)
9: c. files = loaded from path 
10: d. total = number of files 
11: e current = 1
12: for img in files: do
13:      1. try:
14:  a. img array = read image from path
15:  b. img array = resize the image
16:  c. data.append([img array,class num])
17:      2. except Exception as e:
18:  a. pass
19:      3. current += 1
20: random.shuffle(data)
21: images = [ ] 22: classes = [ ] 23: current = 1
24: for image, cls in data: do
25: a. images.append(image)
26: b. classes.append(cls)
27: c. current += 1
28: images = np.array(images).reshape(-1,image size, im- age size,3)
29: images = images/255.0
30: classes = np.array(classes) #Preparing .npy files
31: np.save(save filename images,images)
32: np.save(save filename labels,classes)
33: END

(a) COVID- 19 Negative (b) COVID- 19 Negative

Fig. 5. Chest X-rays of COVID-19 Negative patient.

(a) COVID- 19 Positive (b) COVID- 19 Positive

Fig. 4. Chest X-ray of COVID-19 Positive patient.
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TABLE IV. The Performance Obtained With ResNet50V2, DenseNet201, and InceptionV3 in Different K-Folds

Fold No. Fold 1 Fold2 Fold 3

Parameters ResNet50V2 DenseNet201 InceptionV3 ResNet50V2 DenseNet201 InceptionV3 ResNet50V2 DenseNet201 InceptionV3

No of epochs actually 
trained

37 23 23 37 30 34 19 29 25

Train Time 301 365 221 301 seconds 435 seconds 279 seconds 157 seconds 454 seconds 208 seconds

Accuracy on validation set 96.25% 93.25% 97.50% 98.00% 97.50% 96.25% 84.00% 98.25% 95.25%

Weights assigned 0.72237036 0.72237036 0.72487028 0.72424661 0.72487028 0.72611498 0.7051357 0.72048628 0.72237036

Ensemble Model’s Accuracy 97.25% 97.75% 97.00%

Fold No. Fold 4 Fold 5

Model ResNet50V2 DenseNet201 InceptionV3 ResNet50V2 DenseNet201 InceptionV3

No of epochs actually 
trained

27 28 19 29 31 37

Train Time 221 seconds 439 seconds 159 seconds 238 seconds 485 seconds 303 seconds

Accuracy on validation set 97.75% 96.50% 96.25% 97.75% 97.25% 97%

Weights assigned 0.72174321 0.72237036 0.72299665 0.73044372 0.73044372 0.72921135

Ensemble Model’s Accuracy 98.00% 97.75%
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Accuracy-Epoch Plot (Fold - 5)
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Fig. 10. The plot of accuracy and losses obtained with different epochs for Fold 5 of the cross-validation technique.
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Fig. 9. The plot of accuracy and losses obtained with different epochs for Fold 4 of the cross-validation technique.
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A. Performance With K-Fold Setting
To check the model’s performance on unseen data using the K-fold 

setting. The experiment was repeated with the same set of TL models. 
The value of K was fixed to 5. In K-Fold cross- validation, the data is 
split into K folds. K-1 folds act as a train- ing set for each iteration, 
whereas the remaining fold is a test set. This results in less bias and 
better performance because each observation in the original data set 
is optimally used.

The performance of the K-fold cross-validation technique was 
checked over an increasing number of epochs. The hyper- parameters 
values remain the same as the previous setting as discussed in section 
IV-A. In the proposed model, each transfer learner was individually 
trained for all the 5-Folds, and a corresponding ensemble accuracy was 
calculated for each fold. Table IV shows the experimental outcomes 
of K-fold settings with the value of the used parameter. The accuracy 
value obtained on different K-folds, i.e., Fold 1, Fold 2, Fold 3, Fold 4, 
and Fold 5, are 97.50%, 97.75%, 97.00%, 98.00%, and 97.75%, respectively. 
The accuracy value for the different K-fold settings lies between 
97.00% to 98.00%. For each fold, Accuracy vs Epoch, and Loss vs Epoch 
graphs are plotted to check how the model performs on the validation 
data (unseen). The plots are shown in Fig. 6 to Fig. 10.

B. Performance Comparison With Manual Weight Assignments
As shown in Table V, the performance of the proposed weighted 

ensemble TL framework achieved satisfactory performance. To verify 
the weights generated by the function, we have manually assigned the 
weights to the individual TL mod- els as shown in Table V and checked 
their performances. In the first case, the weight of DenseNet, ResNet, 
and InceptionV3 was 0.10, 0.60, 0.30. The model yielded precision, 
recall, and F1-score value of 0.990, 0.980, and 0.990, respectively. In 
the second case, the weight of DenseNet, ResNet, and InceptionV3 
was 0.50, 0.20, 0.30. The model yielded precision, recall, and F1-
score values of 0.995, 0.990, and 0.995. In the third case, the weight 
of DenseNet, ResNet, and InceptionV3 was 0.10, 0.80, 0.10. The model 
yielded precision, recall, and F1-score values of 0.987, 0.976, and 0.987. 
In the fourth case, the weight of DenseNet, ResNet, and InceptionV3 
was 0.10, 0.10, 0.80. The model yielded precision, recall, and F1-score 
values of 0.985, 0.970, and 0.99.

Finally, the model’s performance with the manual weight 
assignment technique was compared with the performance ob- tained 
using automated weight assignment techniques, where the precision, 
recall, and F1-score were 0.997, 0.995, and 0.997, respectively. The 
proposed automated weight assign- ment technique helps achieve 

better performance. The con- fusion matrix’s parameter values were 
as follows: the true positive (TP) is 197, FP is 0, TN is 197, and FN is 3, 
indicating that the model misclassifies only three samples among the 
total test sample. The confusion matrix obtained using the best model 
setting is shown in Fig. 11.
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Fig. 11. Confusion matrix obtained using the best model.

C. Performance Comparison With State-Of-The-Art
The experimental outcomes of the proposed weighted en- semble 

TL model were compared with the existing deep learning-based 
COVID-19 predictive models in Table VI. It can be seen that the 
proposed weighted ensemble TL models outperformed existing 
research. As compared to the listed research (Islam et al. [22], Khan 
et al. [17], Ozturk et al. [20], Shibly et al. [16], Hassantabar et al. [21], 
Maghdid et al. [19]), this research consider more number of data 
CXR samples to train and validate the model. Among the existing 
researchers, Islam et al. [22] achieved the best prediction performance, 
where the recall value was 0.993 and F1-score was 0.989. However, 
the proposed model achieved the F1-score of 0.997, outperforming the 
existing research.

VI. Conclusion

The healthcare industry is equipped with the latest tech- nologies 
to provide the best treatment for patients suffering from critical 
diseases. Recent technology like the Internet of Things (IoT) can 
also be used for various purposes in the medical field, like remote 
monitoring of patient health. This study suggested an Internet of 

TABLE V. Performance of Proposed Ensemble Model on Manually Weighted and Weighted With a Function

Models DenseNet ResNet InceptionV3 TP TN FP FN Precision Recall F1

Manual Weight Assignment

0.10 0.60 0.30 200 196 0 4 0.990 0.980 0.990
0.50 0.20 0.30 200 195 0 5 0.995 0.990 0.995
0.10 0.80 0.10 200 195 0 5 0.987 0.976 0.987
0.10 0.10 0.80 200 194 0 6 0.985 0.970 0.985

Weighted by function 0.75235685 0.76147539 0.7513245 200 197 0 3 0.997 0.995 0.997

TABLE VI. Performance Comparison With Existing Research

Models Number of samples Types of data Technique Precision Recall F1-score
Islam et al. [22] 1525 CXR CNN, LSTM – 0.993 0.989
Khan et al. [17] 284 CXR DCNN 0.93 0.982 –
Ozturk et al. [20] 127 CXR DCNN 0.98 0.951 0.965
Shibly et al. [16] 283 CXR RCNN 0.9929 0.976 0.984
Hassantabar et al. [21] 200 CT CNN and DNN – 0.960 –
Maghdid et al. [19] 431 CT and CXR CNN and Transfer Learning – 0.960 –
Proposed 2000 CXR Ensemble Transfer Learning 0.997 0.995 0.997
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Medical Things-assisted frame- work to fulfil medical experts’ needs 
during the COVID-19 pandemic. The proposed framework uses the 
weighted average of predictive accuracy of individual transfer learning 
models, namely ResNet50V2, DenseNet201 and InceptionNetV3. The 
ensemble learning framework uses the individual strength of the 
transfer learners to detect COVID-19 from the Chest X-ray images. 
The model performs well on the validation data set, which can be 
observed from the results of the 5-Fold cross- validation. The IoMT 
based model helps predict and monitor COVID-19 patients remotely 
with the embedded application. The proposed model’s performance 
can be improved by using the Regularization techniques such as Data 
Augmenta- tion and Generative Adversarial Networks. Despite its 
heavy computational requirements and complex structure, this frame- 
work is practical enough to provide optimal results on the validation 
data set. The dataset used in this research can be extended using some 
preprocessing techniques. The model works on the posterior-anterior 
(PA) view of X-Rays. Hence it can not differentiate anterior-posterior 
(AP), lateral views etc. The problem can be further extended to predict 
the mild and severe cases of COVID-19. This would reduce the load on 
the existing healthcare infrastructure. Also, there is a need for efficient 
radiologists to identify and confirm the results of the proposed model.

Declaration of Competing Interest

There is no Conflict of Interest.

References

[1] P. Verma and S. K. Sood, “Fog assisted-iot enabled patient health 
monitoring in smart homes,” IEEE Internet of Things Journal, vol. 5, no. 3, 
pp. 1789–1796, 2018.

[2] M. Kang, E. Park, B. H. Cho, and K.-S. Lee, “Recent patient health 
monitoring platforms incorporating internet of things-enabled smart 
devices,” International neurourology journal, vol. 22, no. Suppl 2, p. S76, 
2018.

[3] O. Taiwo and A. E. Ezugwu, “Smart healthcare support for remote 
patient monitoring during covid-19 quarantine,” Informatics in medicine 
unlocked, vol. 20, p. 100428, 2020.

[4] D. V. Dimitrov, “Medical internet of things and big data in healthcare,” 
Healthcare informatics research, vol. 22, no. 3, pp. 156–163, 2016.

[5] W. Sun, Z. Cai, Y. Li, F. Liu, S. Fang, and G. Wang, “Security and privacy 
in the medical internet of things: a review,” Security and Communication 
Networks, vol. 2018, 2018.

[6] F. Hu, D. Xie, and S. Shen, “On the application of the internet of things in 
the field of medical and health care,” in 2013 IEEE international conference 
on green computing and communications and IEEE Internet of Things and 
IEEE cyber, physical and social computing. IEEE, 2013, pp. 2053–2058.

[7] S. Chahar and P. K. Roy, “Covid-19: A comprehensive review of learning 
models,” Archives of Computational Methods in Engineering, vol. 29, p. 
1915–1940, 2021.

[8] S. Aggarwal, S. Gupta, A. Alhudhaif, D. Koundal, R. Gupta, and K. Polat, 
“Automated covid-19 detection in chest x-ray images using fine-tuned 
deep learning architectures,” Expert Systems, p. e12749.

[9] S. Shambhu, D. Koundal, P. Das, and C. Sharma, “Binary classification 
of covid-19 ct images using cnn: Covid diagnosis using ct,” International 
Journal of E-Health and Medical Communications (IJEHMC), vol. 13, no. 
2, pp. 1–13, 2021.

[10] P. K. Roy and A. Kumar, “Early prediction of covid-19 using ensemble 
of transfer learning,” Computers and Electrical Engineering, vol. 101, p. 
108018, 2022.

[11] S. Tabik, A. Gómez-Ríos, J. L. Martín-Rodríguez, I. Sevillano-García,  M. 
Rey-Area, D. Charte, E. Guirado, J. L. Suárez, J. Luengo, M. A. Valero-
González, P. García-Villanova, E. Olmedo-Sánchez, and F. Herrera, 
“Covidgr dataset and covid-sdnet methodology for predicting covid-19 
based on chest x-ray images,” IEEE Journal of Biomedical and Health 
Informatics, vol. 24, no. 12, pp. 3595–3605, 2020.

[12] A. Bernheim, X. Mei, M. Huang, Y. Yang, Z. A. Fayad, N. Zhang, K. Diao, 

B. Lin, X. Zhu, K. Li et al., “Chest ct findings in coronavirus disease-19 
(covid-19): relationship to duration of infection,” Radiology, p. 200463, 2020.

[13] A. Hiremath, K. Bera, L. Yuan, P. Vaidya, M. Alilou, J. Furin, K. Ar- 
mitage, R. Gilkeson, M. Ji, P. Fu, A. Gupta, C. Lu, and A. Madabhushi, 
“Integrated clinical and ct based artificial intelligence nomogram for 
predicting severity and need for ventilator support in covid-19 patients: 
A multi-site study,” IEEE Journal of Biomedical and Health Informatics, 
vol. 25, no. 11, pp. 4110–4118, 2021.

[14] V. Dwivedy, H. D. Shukla, and P. K. Roy, “Lmnet: Lightweight multi- 
scale convolutional neural network architecture for covid-19 detection 
in iomt environment,” Computers and Electrical Engineering, vol. 103, p. 
108325, 2022.

[15] A. Kumar, P. K. Roy, and J. P. Singh, “Bidirectional encoder representa- 
tions from transformers for the covid-19 vaccine stance classification,” in 
Working Notes of FIRE-13th Forum for Information Retrieval Eval- uation, 
FIRE-WN 2021, 2021, pp. 1216–1220.

[16] K. H. Shibly, S. K. Dey, M. T.-U. Islam, and M. M. Rahman, “Covid 
faster r–cnn: A novel framework to diagnose novel coronavirus disease 
(covid-19) in x-ray images,” Informatics in Medicine Unlocked, vol. 20, p. 
100405, 2020.

[17] A. I. Khan, J. L. Shah, and M. M. Bhat, “Coronet: A deep neural network 
for detection and diagnosis of covid-19 from chest x-ray images,” 
Computer Methods and Programs in Biomedicine, vol. 196, p. 105581, 2020.

[18] A. Narin, C. Kaya, and Z. Pamuk, “Automatic detection of coronavirus 
disease (covid-19) using x-ray images and deep convolutional neural 
networks,” Pattern Analysis and Applications, pp. 1–14, 2021.

[19] H. S. Maghdid, A. T. Asaad, K. Z. Ghafoor, A. S. Sadiq, S. Mirjalili, and 
M. K. Khan, “Diagnosing covid-19 pneumonia from x-ray and ct images 
using deep learning and transfer learning s,” in Multimodal Image 
Exploitation and Learning 2021, vol. 11734. International Society for 
Optics and Photonics, 2021, p. 117340E.

[20] T. Ozturk, M. Talo, E. A. Yildirim, U. B. Baloglu, O. Yildirim, and U. R. 
Acharya, “Automated detection of covid-19 cases using deep neural 
networks with x-ray images,” Computers in biology and medicine, vol. 
121, p. 103792, 2020.

[21] S. Hassantabar, M. Ahmadi, and A. Sharifi, “Diagnosis and detection 
of infected tissue of covid-19 patients based on lung x-ray image using 
convolutional neural network approaches,” Chaos, Solitons & Fractals, 
vol. 140, p. 110170, 2020.

[22] M. Z. Islam, M. M. Islam, and A. Asraf, “A combined deep cnn-lstm 
network for the detection of novel coronavirus (covid-19) using x-ray 
images,” Informatics in medicine unlocked, vol. 20, p. 100412, 2020.

[23] A. Aswathy, A. Hareendran, and V. C. SS, “Covid-19 diagnosis and 
severity detection from ct-images using transfer learning and back 
propagation neural network,” Journal of Infection and Public Health, vol. 
14, no. 10, pp. 1435–1445, 2021.

[24] R. Kundu, P. K. Singh, M. Ferrara, A. Ahmadian, and R. Sarkar, “Et-net: an 
ensemble of transfer learning models for prediction of covid-19 infection 
through chest ct-scan images,” Multimedia Tools and Applications, vol. 81, 
no. 1, pp. 31–50, 2022.

[25] M. F. Aslan, M. F. Unlersen, K. Sabanci, and A. Durdu, “Cnn- based 
transfer learning–bilstm network: A novel approach for covid-19 
infection detection,” Applied Soft Computing, vol. 98, p. 106912, 2021.

[26] F. Altaf, S. Islam, and N. K. Janjua, “A novel augmented deep transfer 
learning for classification of covid-19 and other thoracic diseases from 
x-rays,” Neural Computing and Applications, vol. 33, no. 20, pp. 14 037–14 
048, 2021.

[27] S. M. Rezaeijo, M. Ghorvei, R. Abedi-Firouzjah, H. Mojtahedi, and H. 
E. Zarch, “Detecting covid-19 in chest images based on deep transfer 
learning and machine learning s,” Egyptian Journal of Radiology and 
Nuclear Medicine, vol. 52, no. 1, pp. 1–12, 2021.

[28] J. F. H. Santa Cruz, “An ensemble approach for multi-stage transfer 
learning models for covid-19 detection from chest ct scans,” Intelligence- 
Based Medicine, vol. 5, p. 100027, 2021.

[29] N. S. Shaik and T. K. Cherukuri, “Transfer learning based novel ensem- 
ble classifier for covid-19 detection from chest ct-scans,” Computers in 
Biology and Medicine, vol. 141, p. 105127, 2022.

[30] R. Glatt, F. L. Da Silva, R. A. da Costa Bianchi, and A. H. R. Costa, “Decaf: 
deep case-based policy inference for knowledge transfer in reinforcement 
learning,” Expert Systems with Applications, vol. 156, p. 113420, 2020.



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 8, Nº1

- 22 -

[31] Z. Benbahria, I. Sebari, H. Hajji, and M. F. Smiej, “Intelligent mapping 
of irrigated areas from landsat 8 images using transfer learning,” 
International Journal of Engineering and Geosciences, vol. 6, no. 1, pp. 
40–50, 2021.

Dr Pradeep Kumar Roy

Dr Pradeep Kumar Roy received his M. Tech and PhD 
degrees in Computer Science and Engi- neering from the 
National Institute of Technology Patna in 2015 and 2018, 
respectively. He received a Certificate of Excellence for 
securing a top rank in the M. Tech course. He has been 
featured in the Top 2% of Scientists in the World list 
prepared by Stanford University, USA, in 2022. He is 

currently working as an Assistant Professor at the Department of Computer 
Science and Engineering, Indian Insti- tute of Information Technology (IIIT) 
Surat, Gujarat, India. He also worked at Vellore Institute of Technology, Vellore, 
Tamil Nadu, India. His specialization straddles question answering, text mining 
and information retrieval, social network, and wireless sensor networks. He 
has published articles in different journals, including IEEE Transactions on 
Artificial Intelligence, IEEE Transactions on Network Science and Engineer- 
ing, Neural Processing Letters, Computers and Electrical Engineering, IJIM, 
Neural Computing and Applications, Future Generation Computer Systems, 
Journal of Information Sciences, and others. He has also published conference 
articles at various international conferences, including ACL, FIRE, IEEE, 
Springer, and others.

Dr Ashish Singh

Dr Ashish Singh is currently working as an As- sistant 
Professor, School of Computer Engineering, Kalinga 
Institute of Industrial Technology, Deemed to be 
University, Bhubaneswar, Odisha-751024. He completed 
his BE and M.Tech in Computer Science and Engineering 
in 2013 and 2015, respectively. The Ph. D. degree has 
been received in Computer Science & Engineering from 

the National Institute of Technology Patna (Bihar), under Visvesvaraya Ph.D. 
Scheme for Electronics & IT Ministry of Electronics & Information Technology 
(MeitY) Government of India in 2020. His research areas are cloud security, 
trust management, healthcare security, Internet of Things, access control, Edge 
computing, and network security. He has published articles in different Journals, 
including Journal of Network and Computer Applications, ICT Express, Journal 
of Ambient Intelligence and Humanized Computing, Multimedia Tools and 
Applications, Computers and Electrical Engineering, Cluster Computing, 
IEEE Transactions on Industrial Informatics, IEEE Transactions on Network 
Science and Engineering, and others. He has also published many conference 
proceedings at prestigious international conferences. In a special section, he 
manages the editorial ship as a lead guest editor in Computers and Electrical 
Engineering and IEEE Transactions on Industrial Informatics Journal.



 Special Issue on AI-driven Algorithms and Applications in the Dynamic and Evolving Environments

- 23 -

* Corresponding author.

E-mail address: sandrohr@uma.es 

Keywords

Deep Learning, 
Healthcare, Human 
Activity Recognition, 
Semisupervised 
Learning, Spark 
Streaming Processing.

Abstract

Physical inactivity is one of the main risk factors for mortality, and its relationship with the main chronic 
diseases has experienced intensive medical research. A well-known method for assessing people’s activity is the 
use of accelerometers implanted in wearables and mobile phones. However, a series of main critical issues arise 
in the healthcare context related to the limited amount of available labelled data to build a classification model. 
Moreover, the discrimination ability of activities is often challenging to capture since the variety of movement 
patterns in a particular group of patients (e.g. obesity or geriatric patients) is limited over time. Consequently, 
the proposed work presents a novel approach for Human Activity Recognition (HAR) in healthcare to avoid this 
problem. This proposal is based on semi-supervised classification with Encoder-Decoder Convolutional Neural 
Networks (CNNs) using a combination strategy of public labelled and private unlabelled raw sensor data. In this 
sense, the model will be able to take advantage of the large amount of unlabelled data available by extracting 
relevant characteristics in these data, which will increase the knowledge in the innermost layers. Hence, the 
trained model can generalize well when used in real-world use cases. Additionally, real-time patient monitoring 
is provided by Apache Spark streaming processing with sliding windows. For testing purposes, a real-world case 
study is conducted with a group of overweight patients in the healthcare system of Andalusia (Spain), classifying 
close to 30 TBs of accelerometer sensor-based data. The proposed HAR streaming deep-learning approach 
properly classifies movement patterns in real-time conditions, crucial for long-term daily patient monitoring.
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I. Introduction

Physical inactivity is one of the main risk factors for chronic 
diseases such as cardiovascular, cancer and diabetes [1], [2]. 

Knowing the habits and types of activity carried out by people and 
their relationship with these diseases is a key task to design treatment 
strategies and prevention recommendations. Numerous advances in 
Human Activity Recognition (HAR) has been crucial to deepen in 
high-level knowledge about people’s daily life [3]. One of the main 
objectives of HAR is to provide long-term monitoring of people’s daily 
activities to allow medical doctors to get additional information of 
their patients to design care plans that may prevent or help against 
chronic diseases.

HAR has gained much attention in healthcare due to its wide range 
of applications, such as monitoring of geriatric patients specially focused 
on fall detection [4]–[6], as well as many other studies related to chronic 

diseases such as Parkinson, obesity, cardiovascular and neurodegenerative 
diseases [7]–[10]. These research activities have shown that HAR can 
effectively improve the quality of health care for some groups of people 
suffering from some pathologies or chronic diseases.

HAR mainly focus on two types of methods: video-based and 
sensor-based. Video-based methods provide a dense feature space to 
allow fine-grained analysis in HAR. However, it is exposed with a 
high complex background of images, since an environment with very 
strict conditions, such as well-positioned cameras and individuals, 
is required for data collection process with a high cost at the level 
of computing resources, energy consumption and price. Therefore, 
video-based methods remain limited in epidemiological studies where 
the evaluation of daily physical activity requires a reliable, accurate, 
and low-cost methodology. Sensor-based methods are widely used in 
scientific physical activity studies since they provide better adaptability 
in variable environments, high recognition accuracy and low power 
consumption. Furthermore, in [3] the use of accelerometers is exposed 
as the most used sensor in the literature since most wearable devices 
are equipped with them and have easy access. Additionally, the use 
of accelerometer is considered a reasonably competent sensor for 
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recognising of many types of activities since most of them are simple 
body movements. This work is motivated by an ongoing collaboration 
project in the context of a real-world healthcare system (in Andalusia, 
Spain). We focus on a sensor-based approach, with the main propose 
of discriminating basic posture change movements or activities of 
a group of patients with obesity and cardiovascular problems. The 
goal of the project is to provide tools to practitioners to follow the 
daily routine of their patients and thus prevent sedentary lifestyle. In 
this sense, many related studies in the literature have reported high 
classification accuracy [11]–[14]. However, most of them have been 
tested in academic datasets on young, healthy subjects, that can hardly 
resemble the conditions of a real patient’s environment. Besides, 
most of these experiments have been carried out under controlled 
environments, where activity conditions are restricted.

However, as observed in actual healthcare scenarios, a series of 
critical issues arise related to the limited amount of available labelled 
data to build a classification model regarding to the total volume and 
velocity of sensorised data. In addition, the discrimination ability 
of features is often difficult to capture for different classes, since 
the variety of movement patterns in certain group of patients, e.g. 
obesity and/or geriatric patients, is bounded and maintained over 
time. Another issue is the usual class imbalance of data registered in 
this kind of sensor data streams. Due to samples representing specific 
constant postures, such as sleeping, sitting, active, inactive, etc., are 
perceptually abundant, compared other ones (running, up-stairs, etc.). 
Therefore, these challenges demand the design and development of 
hybrid data-driven approaches, where semi-supervised models can act 
at the core of data processing workflows, usually involving modern 
Big Data technologies.

In this study, a streaming classification model for Human Activity 
Recognition in healthcare systems, is proposed for patient monitoring 
in real-time. This proposal is based on a combination strategy of public 
labelled/private unlabelled raw data integration, semi-supervised 
classification with Convolutional Neural Networks (CNNs) and Spark 
streaming processing.

Guided by practical requirements, accelerometer sensor-based 
data have been considered in this work since low power consumption 
and use of resources are mandatory through long-term daily patient 
monitoring in uncontrolled environments. In this sense, as sensorised 
samples are mostly unlabelled, a data fusion task is conducted with 
commonly used datasets in the literature (WISDM [15], PAMAP2 
[16], HUGADB [17] and USC-HAD [18]). These datasets have been 
previously labelled according to systematic procedures and share 
common attributes. This way, labelled and unlabelled samples are 
integrated for feeding the semi-supervised models to classify new 
incoming flows of data, through Spark streaming processing engine, 
by following a sliding window strategy.

In this approach, semi-supervised models are generated with 
Encoder-Decoder CNNs [19], which allows data augmentation by 
considering unlabelled samples and statistical features, hence embracing 
the global properties of the accelerometer time series. For testing 
purposes, a real-world case study is conducted with a group of more 
than 300 overweight patients in the healthcare system of Andalusia 
(Spain), classifying close to 30 TBs of accelerometer sensor-based data.

The main contributions of this study are summarised as follows:

• A streaming semi-supervised HAR strategy is proposed for 
monitoring overweight patients in the context of a real-world 
healthcare system, involving a data fusion task of accelerometer 
sensorised data from labelled/unlabelled samples.

• Thorough experimentation is conducted for model selection and 
validation, where a semi-supervised CNN-Encoder-Decoder is 
evaluated with varying amounts of unlabelled data.

• The resulting analysis workflow is deployed on a cluster of Spark 
nodes, so the continuous classification of 30 TBs sensor data is 
predicted for a group of patients. The proposed HAR streaming 
deep-learning approach properly classifies movement patterns in 
real-time conditions, which is crucial for long-term daily patient 
monitoring.

The remainder of this paper is structured as follows. Section II 
presents a review of related studies in the current state of the art. In 
Section III, methodology and approach are described. The experimental 
procedure is explained and results are analysed in Section IV. Finally, 
Section V contains concluding remarks and future work.

II. Related Work

The discovery of patterns of human activity has led to several 
studies on how to analyze the data collected through activity bracelets, 
smartwatches and smartphones [20]. Many classification methods 
have been used in previous studies, especially conventional approaches 
using Machine Learning algorithms [21] such as Extra Trees, AdaBoost, 
Random Forest (RF), Naive Bayes, k-nearest Neighbours (kNN) or 
Support Vector Machines (SVM). To name some representative studies 
of them, in [22] SVM was used to carry out the classification problem 
of HAR, collecting inertial sensor data through a smartphone mounted 
in the waist of the individuals. C4.5 Decision Tree and Naive Bayes 
classifiers were used to recognize 20 daily activities in [23]. In [24] 
kNN was declared the best classifier in comparison with C4.5 (J48) 
Decision Tree, Multilayer Perceptron Neural Network, Naive Bayes, 
logistic regression, and ensembles based on boosting and bagging. 
However, they still showed classification failures in similar activities.

Even when conventional approaches have obtained promising 
results with high-level classification accuracies in different controlled 
environments, these methods rely on feature-based classification 
guided by human domain knowledge, which supposes a heavily 
effort in the pre-processing data stage. Besides, the discrimination of 
very similar activities for these methods is still a difficult task. Deep 
Learning (DL) algorithms seem to be a good solution to overcome 
these problems since they conduct layer-by-layer structural modelling 
for specific feature extraction and allow the classification process after 
the segment pre-processing of raw data. One of the first approaches 
can be found in [25], where HAR classification is carried out with 
CNNs by extracting features without any domain-specific knowledge 
about raw-data. Also in [11], Convnets is proposed to perform 
efficient and effective HAR using smartphone sensors by exploiting 
the inherent characteristics of activities and 1D time-series signals, at 
the same time providing a way to automatically and adaptively extract 
robust features from raw data. Various state-of-the-art classification 
techniques under different scenarios are compared in [12], showing 
how deep neural networks perform with the best accuracy when the 
training data volume is drastically reduced.

Many other HAR studies have been implemented with deep 
learning methods, such as convolutional and recurrent approaches 
[9], [13], [14], [26]. In this sense, a thorough survey is reported in 
[3] where new challenges and trends are identified for this area. In 
concrete, two of these main challenges are related to the online/
streaming processing or sensorised data, and the requirement of 
dealing with unlabelled data. These are, in fact, the direct consequence 
of working in real-world environments, requiring the management 
of high volumes of continuously sensorised data. Recent proposals 
[19], [27] are based on suitable semi-supervised frameworks to cope 
with these issues, although they are still limited when tackling with 
scalable data processing.

Moreover, in order to alleviate some of the drawbacks encountered 
in the literature, we have made an exhaustive study of general features 
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in the existing methods, as exposed in [3], [20], [28]–[31]. We have 
distinguished four main challenges pertaining to human activity 
recognition. These features are presented below:

• Design issues:
1. Cost: Cost is a key factor for any technique. If accuracy of a 

solution is good but cost is too high, then it is of no practical use. 
Accelerometers are inexpensive, require relatively low power, 
and are embedded in most of today’s cellular phones [32].

2. Obtrusiveness: To be successful in practice, HAR systems 
should not require the user to wear many sensors nor interact 
too often with the application. There are systems which require 
the user to wear four or more accelerometers or carry a heavy 
rucksack with recording devices. These configurations may be 
uncomfortable, invasive, expensive, and hence not suitable for 
activity recognition.

3. Energy consumption: extending the battery life is a desirable 
feature, especially for medical applications that are compelled 
to deliver critical information (Long term monitoring).

4. Sampling rate (frequency): low sampling frequencies tend to 
lose information in specific movements.

• Data collection protocol drawbacks:
5. Real world environments (No controlled environment): The 

procedure followed by the individuals while collecting data is 
critical in any HAR. In [33] demonstrated 95.6% of accuracy 
for ambulation activities in a controlled data collection 
experiment, but in a natural environment (i.e., outside of the 
laboratory), the accuracy dropped to 66%!

6. Large volume of data: A comprehensive study should consider 
a large number of individuals.

7. Long term patient monitoring: most studies do not offer patient 
monitoring over time, which is essential to improve the 
problem of HAR.

8. Data collection Flexibility: people perform activities in a 
different manner which means that an acceptable number of 
subjects is needed for the study so that the trained model is 
flexible enough to work with other subjects.

• Model selection drawbacks:
9. Semi-supervised learning: Typically, HAR systems rely on large 

amount of labelled training data. However, annotating data 
can be challenging in some situations, especially when the 
granularity of the activities is great or the user is unwilling 
to help with the gathering process. Using semi-supervised 
learning, these unlabelled data can still be used to train a 
recognition model.

10. Deep Learning: Deep learning algorithms attempt to learn 
high-level features from data in an incremental manner. 
Nevertheless, in classical machine learning, domain experts 
must extract features from raw sensor data in order to make 
the patterns more visible for the learning algorithm.

• Model evaluation drawbacks:
11. Model generalisation: People certainly perform activities in a 

different manner due to particular physical characteristics. 
We have proposed to evaluate activity recognition systems 
based on the subjects rather than of the segmented windows. 
This prevents over-fitting on the subjects and helps to achieve 
better generalisation results.

12. Latency: Latency is a critical factor. If a solution is accurate but 
takes long time to provide the results, it is not practical.

13. Real time classification/real-time decision making: This is 
important for human activity recognition because getting the 
results in real time is a compulsion in many situations.

Table I shows a comparison between our approach and a set of 
related works found in the literature of HAR in this section, according 
to the list criteria exposed above. As can be observed, desirable features 
related to real-world environments as real-time processing of the 
sensorised data, dealing with unlabelled data and managing of high 
volumes of continuously sensorised data are covered by our approach, 
which represent an advantage with regards to these compared works.

The proposed approach is conceived to cope with these limitations 
by combining semi-supervised Encoder-Decoder CNN dynamic 
models with Spark streaming processing in the context of real-world 
healthcare environments.

TABLE I. Comparison of Related Works Found in the Literature in Human Activity Recognition. The Comparison Has Been Made According to 
Four Main Challenges Encountered in the State of the Art Pertaining to Human Activity Recognition. Additionally, Our Streaming Semi-

Supervised Deep-Learning Approach (SSSDA) Is Presented in This Table as SSSDA. It Is Worth to Note That Our Approach Represents an Advantage 
With Regards to these Compared Works in Terms of Real-Time Classification in Real-World Environments.

Features/HAR refs [22] [23] [24] [25] [11] [9] [13] [14] [26] [19] [27] SSSDA

1. Cost            
2. Obtrusiveness            

3. Energy            

4. Sampling-rate   -        ≈ 

5. Real-environment  ≈   - ≈      

6. Large data-volume        -    

7. Long-monitoring    ≈        

8. Data-flexibility        ≈  -  

9. Semi-supervised      ≈      

10. Deep-Learning            

11. Model-generalisation            

12. Latency -  - -  ≈    -  

13. Real-time classify -   ≈  ≈      
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III. Methodology and Approach

This section is devoted to present the data acquisition strategy 
and data pre-processing tasks conducted for data consolidation. The 
semi-supervised deep learning model used is also described. After 
this, the overall approach is detailed to illustrate how all the elements 
are integrated.

A. Data Acquisition Strategy
In this work, we have followed a combined strategy for data 

acquisition that consists in merging private patient’s sensor data 
and academic datasets. The former source comprises data streams of 
unlabelled attributes (patients’ movements) that have to be classified. 
The latter one considers a series of labelled datasets from related 
studies of human activity recognition time-series in the literature. 
The main purpose of this strategy is to generate an enriched dataset 
that, after a feature engineering process for data fusion, is suitable 
for feeding semi-supervised models, avoiding bias and overfitting 
problems as much as possible.

Sensor data are generated using GENEActiv1 wearable devices, 
which incorporate a MEMS triaxial accelerometer placed on the non-
dominant wrist of the study subjects.

Each measurement of this bracelet contains three real values on 
each of the sensor axes (’x-y-z’) with a sampling rate at 100Hz, range of 
+/- 8g and resolution of 12 bits. In this way, after a weekly observation 
period, a total amount of 30 TBs of raw movement data was collected 
from 300 patients’ daily activities. This final time series dataset is a 
set of observations X =  where each one is recorded at a 
specific time T and L as a length of time-step.

Nevertheless, as commented before, sensorised data still lacks class 
labelled features, which are required for model training. Therefore, a  
series of widely used datasets in the literature have been considered 
in the proposed approach, each one of them contributing with labelled 
samples for different, sometimes overlapping, activities. These datasets 
are: WISDM (Actitracker) [34], PAMAP2 [35], USC-HAD [36] and 
HuGaDB [37]. These datasets were previously labelled according to 
systematic procedures and sharing common attributes. The time-series 
recorded in these datasets have been collected from heterogeneous 
devices (smartphones and bracelets) located in different parts of 
the body, considering a different number of individuals and with a 
different sampling frequency (e.g. WISDM at 20Hz, HUGADB at 50Hz, 
USC-HAD and PAMAP2 at 100Hz) in the study. Moreover, they have 
been modelled to consider different sets of daily activities, which are 
recorded through different time intervals.

Therefore, a thorough pre-processing phase has been carried out to 
homogenise all these data sources, including those commonly detected 
activities among all the individuals in observation. In concrete, these 
shared activities are: running, walking, sitting, standing, up stairs 
and down stairs, which are used as labelled categories for the semi-
supervised models worked in this proposal.

B. Data Pre-Processing
Besides, raw data have been normalised through Z-score 

Normalisation. Feature standardisation makes the values of each 
feature in the raw data have zero-mean and unit-variance. This 
normalisation is formulated in (1), where x is the original feature 
vector, x' is the normalised value,  = average(x) is the mean of that 
feature vector, and σ is its standard deviation.

 (1)

 

1  https://www.activinsights.com/products/geneactiv/

Also, linear interpolation have been conducted to tackle with missing 
values and to fill gaps in raw data time series. This method searches 
for a straight line that passes through the end points xA and xB, as 
formulated in (2), where xi are observed data, Xi are the interpolated 
value(s) of missing data and α is the interpolation factor that varies 
from 0 to 1.

 (2)

However, the most relevant task in this regard has been re-sampling 
data. In particular, down-sampling and up-sampling are performed on 
data, since when dealing with “waves” in time-series, it is observed 
that low sampling frequencies tend to lose information in specific 
movements, where a high frequency is required to identify them 
correctly. For this reason, we must determine the wave frequency 
according to the type of recognition faced. Fig. 1 shows an example 
where raw data of a patient’s activities (“walking” and “cycling”) are 
collected by an accelerometer sensor on a wrist. After re-sampling, data 
are transformed for each activity at frequencies of 100Hz (top), 50Hz 
(middle) and 20Hz (bottom). The effect of this re-sampling is illustrated 
and it is possible to identify some losses in the data information as 
long as the frequency is decreasing. It can be observed in Fig. 1 a), 
where different waves peaks “disappear” provoking inconsistent data 
representations at different sampling frequencies. Therefore, a high 
re-sampling (100Hz) is performed to keep informative level in samples, 
while making data homogeneous for all the sources.

Another quite common, yet important, issue registered in HAR 
datasets is the class imbalance. Even more in real-world sensor 
data from the particular case of obesity patients, where the balance 
between classes is not guaranteed and biased to sedentary activities. 
For example, the “sitting” activity is more frequent in the case 
of overweight patients than the “running” activity, producing an 
important class imbalance that could lead learning models to behave 
with a bias towards majority classes. As a consequence, algorithms 
will fail in the classification of the underrepresented minority classes, 
which provokes a severe decreasing in the overall accuracy of the 
results [38].

In order to cope with class imbalance, several approaches have 
been used such as oversampling and under-sampling methods at the 
data level and many other solutions at the algorithmic level trying 
to trade-off the class imbalance in modelling time . In the context 
of HAR, Synthetic Minority Oversampling Technique (SMOTE) is 
a common over-sampling method used to generate new synthetic 
data of the minority classes. It has shown a great deal of success in 
several applications where SMOTE helps to enhance the classification 
accuracy for imbalanced datasets. For example, in data balancing was 
used through SMOTE oversampling approach, leading the worked 
model to reach high accuracy results.

By default, SMOTE re-samples all classes excepting the majority 
class, that is, the minority classes are increased to reach the total 
number of the majority class. However, the study in [39] suggested 
combining SMOTE with random under-sampling of the majority class, 
since a high over-sampling could provoke model over-fitting. For this 
propose, our methodology addresses class imbalance at training stage 
by balancing classes in two separate steps: firstly, SMOTE oversampling 
technique is used to over-sample those minority classes to have 50% of 
the number of examples of the majority class. Then, under-sampling 
using random elimination is performed on the majority classes, to 
have 20% more than the minority class. Then a difference of 20% 
between classes of samples is obtained, which helps the model to avoid 
problematic class imbalance, preventing the generation of synthetic 
data in a high percentage.
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C. Semi-Supervised Modelling
One of the main challenges arising in this study is the possibility of 

taking advantage of dealing with labelled and unlabelled data. In this 
sense, the use of semi-supervised learning techniques constitutes a 
suitable option to perform predictive analysis, since they allow to train 
models with, labelled and unlabelled samples, which mainly improve 
generalisation and avoid over fitting [19].

In particular, the use of CNN based approaches has been shown 
to perform successfully for HAR, since they provide hidden 
representations of data and to identify patterns in activity time-series 
[25], [27]. Therefore, considering a dataset with N pairs (x1, t1), (x2, t2), ..., 
(xN, tN), being xi a sliding window input with length T and ti the label 
representing a given activity, we adopt a similar semi-supervised 
strategy to a CNN Encoder-Decoder [27] in our approach. In this, 
labelled samples {(xi, ti)| 1 ≤ i ≤ N} are used together with unlabelled 
ones {xi | N + 1 ≤ i ≤ N + M} in training, to fit the model with both data 
sources (sensorised and academic).

In general, the encoder network maps a given input signal x ∈ X 
⊂  to a feature space z ∈ Z ⊂ , whereas the decoder takes this 
feature map as an input, process it and produce an output y ∈ Y ⊂ 

The rationale behind the CNN Encoder-Decoder for semi-
supervised classification is to include noise into all the layers of the 
network, so it works to minimise the distance between the clean input 
and the reconstructed decoder one. In this way, the learning procedure 
can be summarised in the following steps:

1. Labelled and unlabelled data are processed by the clean encoder to 
compute hidden variables in the middle layers ;

2. Both labelled and unlabelled data are corrupted with Gaussian 
noise and transformed to an abstract representation , by the 
noisy encoder;

3. Labelled data ( i, 1 ≤ i ≤ N) are used to perform the prediction task 
on a softmax based on cross entropy cost. The predicted classes 
are denoted with i;

4. The decoder works to reconstruct unlabelled samples  
( i, N + 1 ≤ i ≤ N + M) which are denoted with , so they should be 
as close as possible to the corresponding input (xi). To measure this 
similarity, square error is computed.

The cost function is formulated in (3) as an aggregation of the 
supervised cross entropy of the noisy output i predicting the class 
activity ti for the input xi (first term in this equation), whereas the 
unsupervised cost (second term in this equation) is the denoising 
square error between clean input xi and their noisy reconstruction 
output .

 (3)

Therefore, the semi-supervised CNN Encoder-decoder allows 
unlabelled samples from sensor streaming sources to take part in the 
learning model in training time, so it will avoid bias to certain classes 
and promote generality.

D. Overall Approach
A general overview of the proposed approach is illustrated in Fig. 2, 

where all the elements are organised, from data acquisition to model 
evaluation and human activity prediction. It partially follows the so-
called activity recognition chain (ARC), extensively studied in [44] as a 
general-purpose framework for processing time-series sensorised data, 
training and evaluating HAR workflows. These steps are thoroughly 
described next:

1. Data acquisition. As commented before, we have followed a 
combined strategy of self data collection from sensors together with 
public datasets, with the aim of feeding a semi-supervised model 
with unlabelled and labelled samples, respectively. Nevertheless, 
public datasets have been generated with different devices and 
human conditions, sometimes far from the habits observed in our 
patients (with obesity), so a preliminary exploration phase has been 
conducted to select that public dataset containing distributions 
more similar to our self-collected (private) data. In this regard, Fig. 
3 shows the boxplot distributions of the three accelerometer axis 
(x,y,z) for each of the four considered public datasets (WISDM, 
PAMAP2, USC-HAD and HuGaDB), taking into account the 6 
activities which have in common these datasets (walking, running, 
sitting, standing, downstairs, upstairs), as well as for our private 
data. After this process, the WISDM dataset is selected to provide 
our model with labelled samples, since it contains in overall the 
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Fig. 1. Raw data from accelerometer sensor of different activities: Walking (a) and cycling (b) at 100 Hz (top) and resampled data at 50 Hz (middle) and 20 Hz 
(bottom). It can be noticed that as the sampling rate decreases, aspects at high frequency are removed from the wave.
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closest axis distributions to the sensorised data of our patients. 
Therefore, we avoid the model to underfit with excessive data 
variation. When the instances are augmented using the WISDM 
dataset the model became more stable with smaller standard 

deviation. On the contrary, using all datasets together to train 
the model add additional variation and it deteriorates the model 
too much. In concrete, WISDM (Actitracker) dataset considers 6 
activities registered in a controlled environment: jogging, walking, 
ascending stairs, descending stairs, sitting and standing. A number 
of 36 individuals have taken part in these measures.

2. Data pre-processing. A second step of data processing is performed 
(as explained before) on labelled and unlabelled data, which 
involves interpolation for missing data imputation, re-sampling, 
class imbalance processing and normalisation. It is worth to 
note, we re-sampling WISDM dataset from 20Hz to 100Hz (same 
frequency of our private dataset) in order to keep data information 
as commented before in Fig. 1. The labelled dataset is then split 
into two subsets with 80% of selected samples for training and 20% 
of remaining ones for testing.

3. Segmentation. At this step, data samples are still structured in the 
time domain, since all the axis points are collected at a certain time 
instant from sensors. Therefore, a segmentation stage is required 
to transform these input data into the frequency domain, more 
suitable for training deep learning models as signal processing 
prediction tasks. To do so, for each axis attribute in the dataset, 
a temporal sliding window with size of 400, corresponding to 
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Fig. 2. General overview of the proposed approach that is presented as a HAR workflow. This workflow is composed of several steps: (1) Data acquisition: the 
data is acquire combining unlabelled data sensors (private dataset) and from public datasets. (2) Data pre-processing: these data is pre-process, which involves 
interpolation for missing data imputation, re- sampling, class imbalance processing and normalisation. Also labelled dataset is then split into two subsets with 
80% of selected samples for training and 20% of remaining ones for testing. (3) Data segmentation: a temporal sliding window with size of 400, corresponding 
to roughly 4 seconds of physical activity data, and overlap of 100 (1 second) is performed to labelled and unlabelled data. (4) Feature extraction and model 
training: a CNN Encoder-Decoder model is trained with labelled and unlabelled, capturing the most relevant characteristics of the training data in order to 
provide activity inference of the 30TB of unlabelled data. (5) Model evaluation: the model is evaluated with the test sets where confusion matrix and deviated 
metrics are obtained (Precision, Recall, F1-score) (6) Streaming processing and activity recognition: once the model is evaluated and provide us promising 
results an Spark Streaming classification process is carried out.
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Fig. 3. Boxplot distributions of the three accelerometer axis corresponding 
to WISDM, PAMAP2, USC-HAD and HUGADB, taking into account the 6 
activities which have in common these datasets (walking, running, sitting, 
standing, downstairs, upstairs). Also our private dataset was included in the 
bloxplot distribution.
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roughly 4 seconds of physical activity data, and overlap of 100 
(1 second), is performed. This overlapping among windows 
guarantees high numerosity of training and testing samples to 
train the model. To match the input shape of the CNN-Encoder-
Decoder, it is necessary to reshape the sample obtained in the 
previous step. Therefore, each window comes in the form of a 
matrix of values, of shape N x 400 x 3, where N is the number 
of samples resulting of the segmentation, 400 is the time window 
and 3 is the number of features to train the model (x-axis, y-axis, 
z-axis). In this segmentation, sliding windows are checked to 
contain samples from just one human activity.

4. Feature extraction and model training. This step entails the semi-
supervised learning task, which merges the labelled segments 
in the training set with those unlabelled from sensors. The CNN 
Encoder-Decoder involves up-sampling for maxpooling decoding, 
as well as convolutional operation for deconvolution [27]. As 
argued in [27], using this semi-supervised CNN Encoder-Decoder, 
it is possible to learn the network and features simultaneously 
from the data.

5. Model evaluation. Once the model is built, an evaluation step is 
carried out with regards to the test set, where confusion matrix 
and deviated metrics are obtained (Precision, Recall, F1-score, etc). 
It is worth noting that this test set is completely obtained from the 
public dataset (in this case WISDM), although the model has been 
trained with both, public and private data, so final predictions are 
expected to show certain model generalisation with moderate 
accuracies. The final goal is to get a prediction model suitable for a 
very dynamic data flow environment, but not for a specific dataset 
in a certain time period.

6. Streaming processing and activity recognition. Finally, a 
streaming processing task is deployed through an Apache Spark 
environment, in which new sensorised data are pre-processed to 
be predicted according to the model previously built. An internal 
segmentation step is carried out with streaming data by using a 
similar sliding window size as used in model training phase. This 
is then a continuous process of human activity label assignation of 
new samples regarding patient’s movements, which can be now 
monitored by practitioners.

The whole process is repeated with a certain frequency to rebuild 
models with updated data. Therefore, the framework to monitor 
patient’s movements will consider new individuals in a transparent 
way to the learning model, since new sensor data will be in the same 
Spark streaming source.

IV. Experimental Results and Analysis

In this section, we investigate the effects of training a semi- 
supervised CNN Encoder-Decoder using labelled data from one public 
dataset (WISDM) and unlabelled data from our private dataset.

The goal is to be able to classify the 30 TB of unlabelled data. The 
Convolutional Encoder will compress the input signal x into a space 
of latent variables (h = f(x)) , then learning how to reconstruct the 
data back from the reduced encoded representation. Meanwhile, the 
Convolutional Decoder works to reconstruct the input signal based 
on the information previously collected (r = g(h)), as observed in Fig. 
4. Therefore, the latent variable space h will capture the most relevant 
characteristics of the training data.

In this regard, the algorithm learns how to reconstruct the input 
by using the Adam optimiser [45] and using the mean square error 
as a loss function. Therefore, the model will be able to extract more 
significant characteristics from the unlabelled data that will help us to 
make predictions.
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Fig. 4. General structure of the CNN Encoder-Decoder, contains a clean 
convolutional Encoder, noisy convolutional encoder, and a convolutional decoder. 
Labelled and unlabelled data are processed by clean convolutional encoder and 
then corrupted with Gaussian noise. Then the convolutional decoder works to 
reconstruct the clean inputpxq from high-level representation r = g(h).

A. Model Selection
The full structure of our CNN-Encoder-Decoder model is shown 

in Fig. 2.

Encoder: The encoder network consists of three down-sampling 
blocks. Each down sampling block is composed of 1D convolutional 
layers with kernel size of 3, followed by a max-pooling layer. 
Additionally, for each block a batch normalisation is added to reduce 
internal co-variate shift [46], accelerating the training process of 
the model, and a dropout layer was added to improve generalisation 
performance and avoid over fitting. It then follows an structure 
[Conv1D + BatchNorm + MaxPooling1D + Dropout]

Decoder: Each encoder layer has a corresponding decoder layer. 
Thus, the decoder network consists of three up-sampling blocks 
composed of 1D convolutional layers with a kernel size of 3, followed 
by an up-sampling layer. As for the encoder, for each up-sampling 
block, batch normalisation and dropout layers were added, with a 
structure [Conv1D + BatchNorm + UpSampling1D + Dropout].

Bayesian optimisation has been used for efficient hyper-parameter 
tuning [47]. The hyper-parameters were tuned by performing 10-
fold Stratified Shuffle Split cross-validation on the training set using 
Bayesian optimisation, obtaining a filter size of 64 for each of the 1D 
convolutional layers, which is activated by the Restricted Linear Unit 
(ReLU) function. Moreover, each of the max-pooling and up-sampling 
layers contains a pooling size of 2 and the dropout was set to 0.1 for 
each one. The Bayesian optimisation was executed with a batch size of 
50, 500 and 1000, obtaining the best results with 50.
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In order to assess the performance of our classification methodology 
system, we split the available dataset into 80% train data and 20% 
test data. This was done based on the subjects rather than of the 
segmented windows. In this regard, train data contain from subjects 1 
to 32 of WISDM dataset and test data include the rest of the subjects 
(32 to 36). Thus, for each experiment four subjects out of 36 are always 
kept isolated to evaluate the model. This prevents over-fitting on the 
subjects and helps to achieve better generalisation results.

To comprehensively evaluate the model, we used several evaluation 
metrics to evaluate the classification results: accuracy, precision, recall, 
F1-score, loss function, receiver operating characteristic (ROC) and 
normalised discounted cumulative gain (NDCG), as shown in Table II. 
It should be noted, we opted to estimate the mean F1-score (Fm-score), 
that is the mean F1-score across all the classes. It’s shown in (4) and 
(5), where TP is the number of true positives in prediction, FP are the 
false positives and FN are the number of false negatives.

 (4)

 (5)

The CNN Encoder-Decoder has been implemented in TensorFlow 
using Keras. The experiments to evaluate the model have been 
executed on a machine with 16 CPUs (Intel(R) Xeon ® Gold 6130 CPU 
2.10GHz). After each epoch of training, we evaluate the performance 
of the model on the validation set. Each model is trained for at least 
50 epochs. Training stop condition is configured if there is no increase 
in validation performance for 10 subsequent epochs. We select the 
epoch that showed the best validation-set performance and apply the 
corresponding model to the test set.

B. Sensitivity to Unlabelled Sample Size
In this section, we study the performance of our semi-supervised 

CNN Encoder-Decoder model trained with varying amounts of 
unlabelled data. The amount of the unlabelled data will be proportional 
to a percentage of samples of the labelled data used for training. 
Therefore, we evaluate the metrics of our model trained using 
unlabelled data of 10%, 20%, 30%, 50%, 80%, 100%, 150% proportion of 
labelled data used for training, as shown in Table II. The number of 
unlabelled samples varies from 97,814 (10% of train labelled data) to 
1,467,222 (150% of train labelled data).

Fig. 5 shows how the Fm-score evolves when varying the number 
of unlabelled examples in the experimental results. Fm-score generally 
decreases when there are more unlabelled samples as expected. This 
is explained by the fact that unlabelled data comes from a different 

dataset then including variation. However, it can be observed in Fig. 
5 that for percentages of unlabelled data less than 100%, we obtain a 
high Fm-score in the result.

TABLE II. Metrics Obtained With Varying Number of Unlabelled 
Examples in Training Set. The Amount of Unlabelled Data Is Taken 
As a percentage of the Training Set of the Labelled Data (WISDM 

Dataset). The Number of Unlabelled Samples Varies From 97,814 (10% 
of Train Data) to 1,467,222 (150% of Train Data)

Metrics: Public data (labelled) + Private data (Unlabelled)
% acc loss recall Fm-score roc ndcg
0 0.981 0.069 0.981 0.981 0.998 0.998
10 0.976 0.075 0.977 0.967 0.995 0.997
20 0.971 0.076 0.949 0.949 0.992 0.993
30 0.951 0.148 0.940 0.938 0.991 0.990
50 0.947 0.151 0.925 0.926 0.990 0.988
80 0.905 0.292 0.905 0.903 0.987 0.985
100 0.875 0.319 0.872 0.871 0.983 0.984
150 0.685 0.601 0.685 0.655 0.941 0.981
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Fig. 5. Fm-scores obtained with varying number of unlabelled examples in 
training set.

Thus, our approach can potentially learn the network and features 
simultaneously from the data using unlabelled data in our CNN 
Encoder-Decoder model. Therefore, it is possible to use this model 
as core predictor. To do so, we have chosen the amount of 80% of 
unlabelled data to classify the 30 TB from sensors, since at this point, 
the model is still getting good results (Fm-score = 0.90).

More in depth, Fig. 6 shows the resulting confusion matrices when 
varying the amount of unlabelled data with 10%, 50% and 80% in the 
model training. It can be observed that the model achieves promising 
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Fig. 6. Illustration of confusion matrices showing the sensitivity of the networks for each individual class when varying 10%, 50% and 80% of unlabelled data 
when training the semi-supervised CNN-Encoder-Decoder.
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predictions for activities walking, running, sitting, standing and upstairs 
even when increasing the number of unlabelled samples. In contrast, 
the model start to show limited predictions in detecting downstairs, 
since, if we see the patterns between walking and downstairs, they 
are characterised with very close signal shapes in movements, as 
mentioned in [15]. This is general an acceptable precision, since even 
for 80% unlabelled data it still gets good predictions for all classes.

As we know, it is hard to assess performance in unlabelled data, 
but we still need to know if it passes “the eye test”. For this propose, 
we classify a randomly chosen sample of unlabelled data in order to 
demonstrate that the distributions of the predictions are reasonable. 
It is shown in Fig. 7 (format date is month-day hour) how the main 
activity is resting (sitting and standing) as we expected. It’s normal 
since this unlabelled data correspond to one of the 300 overweight 
patients in the healthcare system of Andalusia. In the same way, 
during the night (from 00:00 to 08:30 approximately) the patient is 
totally resting (sitting) . Later, the patient is standing and starts to 
be more active. Then around 12:00, the patient seems to starts to do 
moderate physical activity (running and upstairs). It can be seen that 
on both days at 12:00 (06-05 12:00 and 06-06 12:00) the patient carries 
out physical activity. This could be explained by the fact that patients 
follow the doctors’ instructions doing daily exercise to avoid sedentary 
life. Afterwards, the patient does some short movements and finally, 
after 00:00 resting is the main activity.

It should be note, the classification has been carried out according to 
the labels that we have from the WISDM dataset, however our private 
dataset provide us a long-term monitoring of patient’s daily activities 
where we can find more activities and transitions between activities. 
Even so, the results obtained in Fig. 7 seem quite reasonable to us for 
this first approach in which we try to address the problem of HAR in 
a real world case without previously labelled activities in our dataset.

C. Additional Experiments
Additional experiments have been implemented to demonstrate 

the feasibility of the proposed semi-supervised methodology. A first 
experiment was carried out to see whether the model was able to 
pass “the eye test” without taking into account the semi-supervised 
approach. In consequence, the model was trained only with raw data 
from WISDM dataset. After that, a classification task was performed 
from a randomly chosen sample from our 30TB private unlabelled 
dataset. As expected, the model didn’t pass “the eye test” without using 
unlabelled private data in the training phase (Fig. 11).

Moreover, the proposed methodology has been synthetically 
evaluated by using another public dataset as a simulation of the 

unsupervised portion. In this sense, HUGADB dataset has been 
considered as “unlabelled dataset” and WISDM as labelled dataset. 
HUGADB dataset was classified with and without considering our 
proposed semi-supervised methodology. Finally, the model was 
evaluated if it can predict the activities in HUGADB dataset. In this 
experiment, we concluded that using the semi-supervised approach 
give us better predictions as observed in Table IV in Appendix. 
The same experiment was carried out with PAMAP2 as “unlabelled 
dataset”. See Appendix for more details in the experiments.

D. Computational Performance
To carry out the streaming classification process, a deployment 

of the complete approach has been conducted on a virtualisation 
environment operating on an on-premise high-performance cluster 
computing platform. This infrastructure is located at the Ada Byron 
Research Center of the University of Malaga (Spain). It comprises 
several units of virtualisation that allows to visualise the performance 
of the cluster. Concretely, this platform has 10 virtual machines, each 
one with 16 cores (CPU 16 x 2.10 GHz), 128 GB RAM and 1 TB of 
virtual storage (adding up to 176 cores, 1408 GBs of memory and 10 
TB HD storage). These virtual machines have been used with the 
role of Worker node (Apache Spark) to make the activity predictions. 
The Master node, which runs the Keras CNN Encoder-Decoder, 
is hosted in a different machine with 16 cores at 2.10 GHz, 128 GB 
RAM and 5,000 TB of virtual storage space. All these nodes use Linux 
4.15.0-118-generic 64-bit distribution. The whole cluster uses Spark 
3.0.1.

Additionally, an NFS distributed file system has been configured 
to be able to access the sensorised data from all the machines. The 
Master node will physically store the data (server), while the Worker 
nodes will behave as clients to access the data remotely. In this way, 
it is possible to perform the activity prediction in parallel from the 
different machines connected to the same network to access remote 
files as if they were local ones.

For the parallelisation of Spark streaming processes the 
classification of activities accessing a directory at the NFS distributed 
system. The data is passed in streaming from the repository. Each of 
the CSV files that are included in the directory will behave as a Spark 
streaming batch that will go through a segmentation process by time 
windows (400 rows corresponding to 4 seconds of monitoring activity) 
as observed in Fig. 2. Finally, the CNN Encoder-Decoder model trained 
will predict the activity of each batch in streaming. The results are 
saved in text files using the same name as the original CSV files (See 
Code Snippet 1).
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Code Snippet 1: Spark streaming segmentation and classification by 
batch
//Read csv in Streaming with Spark from directory
df = spark.readStream(directory)
//Load the CNN-Encoder-Decoder model 
model = keras.load(model)

classify(batch, batch_id, model):
     // we set time window to 400 (4 seconds of activity)

     time_window = 400
     // raw data segmentation by time Window
     batch.map(lambda x,y: [raw_data],time_window)
     // group by time_window 
     batch.reducebyKey(lambda x,y: x+y)
     // activity prediction of raw data 
     batch.map(lambda r: model.predict(r))
     // save the result 
     batch.saveAsTextFile(batch_id+ .txt)

// Streaming classification for each batch
df.foreachBatch(classify(batch, batch_id, model))

The performance of the proposed streaming solution has been 
evaluated through a series of experiments to measure the performance 
in terms of Speedup (SN) and the Efficiency (EN). Thus we analyse the 
computational effort and the data management process. The standard 
formula of the Speedup calculates the ratio of T1 over TN, where T1 is 
the running time of the analysed algorithm in 1 processor and TN is 
the running time of the parallelised algorithm on N processing units 
(processors or cores), while the Efficiency (EN) is calculated as shown 
in (6).

 (6)

Table III shows the running time in seconds used by the Spark 
streaming classification approach running on 40, 80 and 160 cores 
with different batch sizes of raw data. This way, we have centred on 
file sizes of 64 MB, 128 MB, 256 MB, 512 MB and 1 GB, since they 
are the average size of CSV files that are in the 30 TB of data. In this 
sense, we measure the computational influence of using different 
number of cores with different batch size. This table also contains 
the corresponding Speedup and Efficiency values to the resulting 
times. As mentioned, the running time is reduced in relation to the 
increase in the number of cores used in the parallel model. The highest 
reduction in time is obtained when our approach is configured with 40 
cores in parallel, for which the running time is reduced from 28.10 s to 
6.29 s in the case of the smallest batch size (64 MB), and from 462.75 
s to 8.18 s with the biggest batch size (1 GB) used in the experiments. 
Also, in terms of efficiency, the highest percentage, 141.48%, is reached 
with 40 cores with a batch size of 1 GB reaching the best efficiency. 
In contrast, it decreases as the number of resources gets larger. 
This behaviour was somewhat expected as the particular cluster 
configuration involves computing overheads due to virtualisation 
and network communications, so a trade-off setting is reached with 

less nodes, but stabilising from 80 nodes in advance. Considering the 
results, it is worth mentioning that both cluster configurations (80 and 
160 cores) yield similar speedup and efficiency values, which indicates 
that the bottleneck is due to the parallel infrastructure, so increasing 
the number of cores do not compensate the synchronisation and 
communication costs.

Therefore, according to the results the best configuration to obtain 
the maximum performance in the streaming classification process 
with Spark, are observed when using the cluster resources with 40 
cores and a batch size of 1 GB (Fig. 8). In this regard, we can consider 
our Spark streaming classification methodology as a real-time 
classification since we can classify 1 GB in 8.18s, that is approximately 
12,000,000 of samples rows, what is equivalent to almost one week 
of daily patient activities monitoring ( 30 TBs in 2 days and 8 hours).
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Fig. 8. Running time in seconds (logarithmic scale) of the Spark Streaming process 
classification executed on 40, 80 and 160 cores in the cluster computing platform.  

In terms of computational effort, we have plotted the Load one 
measure of the entire cluster while running experiments with 40 and 160 
cores with a batch size of 1 GB in Fig. 9 and Fig. 10 respectively, to check 
the overall CPU load. In particular, the Load one computes the number of 
threads at kernel level that are running and being queued while waiting 
for CPU resources, averaged over the last minute. We could interpret this 
number in relation with the number of hardware threads available on 
the machine and the time it takes to drain the run queue. Fig. 9 captures 
a short time (close to minute 8:00) in which the master node (Spark 
driver) delivers tasks to the worker nodes and they start to undertake 
data processing jobs when we run the experiment with 40 cores and 1 
GB of batch size. The Load one measure in Fig. 10 shows an increasing 
activity in minute 9:20 approximately, even more than in the previous 
experiment when increasing the number of cores to 160.

V. Conclusions

This article presents a novel approach for Human Activity 
Recognition in healthcare systems for obesity patient monitoring. It 
comprises a combination of public (labelled) and private (unlabelled) 
raw data integration, semi-supervised classification with CNN 
Encoder-Decoder and Spark streaming processing with sliding 

TABLE III. Experimental Results Spark Streaming Computational Performance

Running Time (seconds) Speedup Efficiency
Batch Size T1 T40 T80 T160 S40 S80 S160 E40 E80 E160

64 MB 28.10 6.29 7.15 7.08 4.46 3.93 3.96 11.16% 4.91% 2.47%
128 MB 69.17 4.71 4.03 4.22 14.68 17.16 16.39 36.71% 21.45% 10.24%
256 MB 124.65 5.74 10.44 10.94 21.72 11.92 11.39 54.29% 14.92% 7.12%
512 MB 244.28 5.85 34.34 34.05 41.76 7.11 7.17 104.39% 8.89% 4.48%

1 GB 462.75 8.18 124.56 115.21 56.57 3.72 4.02 141.48% 4.64% 2.51%
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window, to allow continuous activity recognition. The proposal has 
been validated in the context of a real-world case study with a group 
of 300 overweight patients in the healthcare system of Andalusia 
(Spain), classifying close to 30 TBs of accelerometer sensor-based data 
in real-time conditions, which is crucial for long-term daily patient 
monitoring.

The experimental results demonstrate that our proposed method 
can achieve significant Fm-scores training the model even with 
100% of unlabelled data (proportion of data labelled used for train), 
since from this point the results decrease below to 0.8 of Fm-score. 
Finally, we choose the amount of 80% of unlabelled data, since at 
this percentage, the model reach a trade-off result (Fm-score = 0.90) 
between Fm-score and amount of unlabelled data added to the model. 
Moreover, in order to demonstrate the performance of our model we 
observe that the distributions of the predictions in unlabelled data are 
reasonable, as shown in Fig. 7.

In addition, an Spark streaming process for the activity classification 
was implemented in a cluster computing platform to be able to classify 
the raw data sensor in real-time. For this propose, we found out the 
best configuration to minimise the running computation time of the 

streaming classification, using the cluster with 40 cores and predicting 
with streaming batch size of 1 GB, being able to classify one week of 
daily patient monitoring in approximately 8 seconds.

The proposed approach represents a step forward to meet the 
challenges identified in a recent survey [3], which mainly consist 
in the generation of real-time activity recognition platforms and 
the development of more accurate unsupervised modelling for this 
problem. As argued by authors of this survey, the performance of 
deep learning still relies on labelled samples to a large extent, which 
added to the fact that acquiring sufficient activity labels is expensive 
and time-consuming, makes unsupervised activity recognition an 
urgent task. Our semi-supervised deep learning on Spark streaming 
processing is a solution in this direction.

Future lines of research include the generation of advanced 
visualisations and alarms system to support practitioners in healthcare 
in patient monitoring. From the perspective of prediction models, the 
development and use of new ensemble semi-supervised methods will 
enhance the precision in this kind of environments, where unlabelled 
data continuously flow in streams and should be properly processed 
as fast as they are captured.
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Appendix

In the following we present the complete list of Additional 
Experiments presented in section IV subsection C. These experiments 
have been carried out to study the impact of specific design decisions 
in the context of the downstream task.

A. First Experiment
In this first experiment, we wanted to see whether the model 

was able to pass “the eye test” without taking into account the semi-
supervised approach. For this propose, the model was trained only with 
labelled data from WISDM dataset without considering our private 
unlabelled data in the training phase. Afterwards, the prediction 
of a randomly chosen sample (five days prediction) from our 30TB 
private unlabelled data set was performed, as shown in Fig. 11. Can 
be observed that the model predicts running and walking downstairs 
as the main activities of the patient even during the nights and rarely 
predicts the activities of standing and sitting, despite the fact that these 
are the most prevalent behaviours among obese patients. Overall, it 
may be said the model is not able to make reasonable predictions if the 
unsupervised task is not used in the training regime.

B. Second Experiment
In a second experiment, the proposed semi-supervised 

methodology has been synthetically evaluated by using another 

public dataset as a simulation of the unsupervised portion. In this 
sense, HUGADB dataset has been considered as “unlabelled dataset” 
since it contains in overall the closest axis distributions to the 
sensorised data of WISDM dataset and the lowest standard deviation 
in the data as shown in Fig. 3. Hence, we study the performance of 
our semi-supervised CNN Encoder-Decoder model trained with a 
combination of WISDM as public annotated data WISDM and 70% 
of HUGADB dataset as a simulation of the unsupervised portion to 
classify the activities in HUGADB, as observed in Fig. 12. First, the 
model has been trained only with labelled data from WISDM without 
considering unlabelled data in the training phase. Afterwards, the 
model has been validated in the remaining 30% of HUGADB dataset, 
as shown in Fig. 12a. Subsequently, to demonstrate the feasibility of 
our semi-supervised approach the model has been trained again but 
this time 70% of HUGADB has been taken into account as a simulation 
of the unsupervised portion in the training phase. As previously, the 
model has been validated in the remaining 30% of HUGADB dataset, 
as shown in Fig. 12b. It can be appreciated that our semi-supervised 
approach improves the predictions results from 0.414 to 0.704 in terms 
of Fm-score, as shown in Table IV.

This second experiment has been repeated with another public 
dataset as a simulation of the unsupervised portion to verify the 
quality of the semi-supervised approach. In this case PAMAP2 has 
been selected since it contains different axis distributions to the 
sensorised data of WISDM dataset and the highest standard deviation 
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in the data as shown in Fig. 3. It’s shown in Table IV, how the semi-
supervised methodology increases the predictions results from 0.129 
to 0.667 in terms of Fm-score. Also, in Fig. 13 the semi-supervised 
strategy increases the accuracy in all the classes.

TABLE IV. Metrics Evaluation With Varying Number of Unlabelled 
Examples in Training Set. HUGADB and PAMAP2 Datasets Have Been 
Taken as a simulation of the Unsupervised Portion to Synthetically 

Evaluate the Proposed Semi-supervised Methodology

Metrics: Public data (labelled) + Public data (Unlabelled)

Labelled/Unlabelled % acc recall Fm-score
WISDM/HUGADB 0% 0.461 0.461 0.414
WISDM/HUGADB 70% 0.722 0.722 0.704
WISDM/PAMAP2 0% 0.173 0.173 0.129
WISDM/PAMAP2 70% 0.667 0.667 0.667

In spite of improving the quality of results with our semi-
supervised approach, the model starts to show limited predictions 
in detecting some activities. For example, for the model it’s difficult 
to predict downstairs and walking, since, if we see the patterns 
between walking and downstairs, they are characterised with very 
close signal shapes in movements, as commented before in the paper. 
Furthermore, static activities can be recognised easily than periodic 
activities (running, walking, etc.). However, highly similar postures 
(sitting and standing) create great complexities in case of separation 
due to notable overlapping in feature space as observed in Fig. 13b. 
In general, the dimensionality of HAR classification problem can be 
reduced by classifying into three basic types: Non Activity (sitting    
and    standing), Moderate Activity (walking, walking downstairs and 
walking upstairs) and Intense Activity (running) as shown in Fig. 12c 
and Fig. 13c. It’s worth to note that we can obtain promising results 
that will allow us to provide patient activity information to doctors 
which is essential to prevent obesity. In conclusion, it can be said that 
the semi-supervised approach achieve improvements in the results, 
when trying to predict activities from a dataset that the model has 
never seen before. With the semi-supervised strategy the model can 
extract important features from the unlabelled data that help us to 
make better predictions.
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Abstract

The task of determining whether or not a link will exist between two entities, given the current position of the 
network, is called link prediction. The study of predicting and analyzing links between entities in a network 
is emerging as one of the most interesting research areas to explore. In the field of social network analysis, 
finding mutual friends, predicting the friendship status between two network individuals in the near future, 
etc., contributes significantly to a better understanding of the underlying network dynamics. The concept 
has many applications in biological networks, such as finding possible connections (possible interactions) 
between genes and predicting protein-protein interactions. Apart from these, the concept has applications in 
many other areas of network science. Exploration based on Graph Neural Networks (GNNs) to accomplish 
such tasks is another focus that is attracting a lot of attention these days. These approaches leverage the 
strength of the structural information of the network along with the properties of the nodes to make efficient 
predictions and classifications. In this work, we propose a network centrality based approach combined with 
Graph Convolution Networks (GCNs) to predict the connections between network nodes. We propose an 
idea to select training nodes for the model based on high edge betweenness centrality, which improves the 
prediction accuracy of the model. The study was conducted using three benchmark networks: CORA, Citeseer, 
and PubMed. The prediction accuracies for these networks are: 95.08%, 95.07%, and 95.3%. The performance 
of the model is comprehensive and comparable to the other prior art methods and studies. Moreover, the 
performance of the model is evaluated with 90.13% for WikiCS and 87.7% for Amazon Product network to show 
the generalizability of the model. The paper discusses in detail the reason for the improved predictive ability of 
the model both theoretically and experimentally. Our results are generalizable and our model has the potential 
to provide good results for link prediction tasks in any domain.

DOI:  10.9781/ijimai.2023.02.001

An Efficient Bet-GCN Approach for Link Prediction
Rahul Saxena1,2, Spandan Pankaj Patil3, Atul Kumar Verma1, Mahipal Jadeja1, Pranshu Vyas1, Vikrant 
Bhateja4, Jerry Chun-Wei Lin5 *

1 Department of Computer Science and Engineering, Malaviya National Institute of Technology Jaipur, Jaipur (India)
2 Department of Information Technology, Manipal University Jaipur, Jaipur (India)
3 Department of Electrical Engineering, Malaviya National Institute of Technology Jaipur, Jaipur (India)
4 Department of Electronics Engineering, Faculty of Engineering and Technology, Veer Bahadur Singh Purvanchal University, 
Shahganj Road, Jaunpur-222003, Uttar Pradesh (India)
5 Department of Computer Science, Electrical Engineering and Mathematical Sciences, Western 
Norway University of Applied Sciences, Bergen (Norway)

Received 5 July 2022 | Accepted 12 October 2022 | Early Access 1 February 2023 

I. Introduction

Social Networks have been the primary source of information 
exchange between people for more than a decade now. The flow of 

information in this era depends heavily on the interactions of people 
with their peers and friends, such as liking a post, following a page, 
buying products, etc. Both the social networking websites and the 
e-commerce website are influenced by this fact. Miao et al. [1] discusses 
the impact of online customer reviews on product returns. The study 

found that the influence is even greater for sellers with good quality 
or branded products. Ullal et al. [2] also concluded in their study that 
customer reviews can significantly influence the selling and buying 
behavior of e-commerce companies. There are many such studies that 
prove how important the connections a person has are. A person’s 
opinion and thinking are strongly influenced by the views and activities 
of their social environment. This ideology, in turn, is used by companies 
to identify the potential customers/buyers in the near future. This is 
done by analyzing the network of existing customers and identifying 
people who have the same preferences, characteristics, etc. This 
correlation in the characteristics of the two people forms the basis for 
a friendship relationship between them. This concept of link analysis 
and prediction is not only useful in product recommendation, but also 
in various areas of network science. Link prediction in network science 
is an important research area to understand the growth and evolution 
of the network. The idea of link prediction [3], [4] and analysis is of 
great importance in community detection, influence analysis, anomaly 



 Special Issue on AI-driven Algorithms and Applications in the Dynamic and Evolving Environments

- 39 -

detection, recommendation, etc. [5] where the available information 
plays an important role in identifying the linking patterns. Further, 
link prediction has a substantial role in the study of protein-protein 
interaction patterns and prediction of the linkage between the 
unconnected protein molecules [6]. Similarly, Marcus et al. [7] have 
used the link prediction to study the time-evolving criminal network. 
Likewise, there are many applications and related areas where link 
prediction has played a significant role. Although researchers have 
proposed various link prediction models and methods, still there is a 
lot of scope for improvement. With the advancements in deep learning 
for graphs, the task of link prediction has gained increased attention. 
This is because deep learning techniques for graphs provide highly 
accurate predictions over the limited training data.

In this paper, we present the task of link prediction using a Graph 
Convolutional Network (GCN). The key to this idea lies in the selection 
of the training pool based on network centrality. This idea is explored 
in detail in section 4 of the paper. As a result, the link prediction 
task has higher accuracy given a limited training dataset, since the 
aggregation of the neighborhood improves due to the selection of 
edges based on their importance. Therefore, the contributions of the 
manuscript can be highlighted as follows:

• We proposed an efficient GCN-based link prediction technique 
where the links of the training set are selected based on edge 
betweenness centrality.

• The utilized justification of edge betweenness centrality is based 
on the selection of the training set for GCN.

• Detailed comparison of the results obtained with the current state 
of the art methods for link prediction.

The flow of the paper is organized as follows: Section I gives a brief 
introduction to link prediction, its applicability, and the contribution 
of the manuscript. Section II gives an overview of the state of the art in 
link prediction methods. Also, Graph Convolutional Networks (GCN) 
and their applicability to the task of link prediction are discussed in 
this section. Section III discusses the proposed method, its correctness 
and modification of the conventional GCN-based link prediction. 
The section also addresses the importance of network centrality 
to the link prediction task. Section IV highlights the experimental 
setup, description of the considered datasets and explanation of the 
proposed model. Section V discusses the results obtained with the 
proposed model. In addition, the results are compared with other 
state-of-the-art implementations over the datasets. Finally, Section 
VI summarizes the results of the study and highlights some future 
directions to be further explored.

II. Literature Survey

This section gives a brief literature review of the state of the art, 
highlighting link prediction and Graph Convolutional Networks. It 
also discusses the latest graph deep learning based architectures and 
frameworks to tackle the task of link prediction. The section focuses 
on the need and scope of deep learning techniques for link prediction.

A. Link Prediction
The task of link prediction can be defined as predicting whether or 

not two nodes will form a link in the future.

So, given a graph, if two nodes are not connected at time t, what is 
the probability that they will be connected at time (t + 1)? Taking this 
idea further, there may be many unconnected nodes in the graph at a 
given time. So the task is to correctly predict the possible connections 
between nodes at a given time in the network.

To formulate this more formally, consider a graph G(V, E) defined 
as follows:

V: Set of vertices or nodes in the graph such that

V = {v1, v2, … vn} ∀ n ≥ 1
E: Set of edges or links as E = {e1, e2, … em} ∀ m ≥ 1
This is the graphical structure at time t0. At some time t1 > t0 the 

graphical structure evolves as G(V, E') suchthat E' = {e1, e2, … ek} ∀ m ≥ 1 
and k ≥ m. Our goal is to predict the edge set E'' for the graph G 
with the same number of nodes and an increased number of edges 
as a result of linkages between the disconnected nodes of the graph 
based on the information at time t0 of the graph. This edge set should 
approximate the actual edge set E'.

Fig. 1 shows a graphical network in which the dashed edges 
represent the possible connections between the unconnected nodes at 
a given time in the near future. An interesting fact about the creation 
of connections is that each group of nodes tries to complete its Triadic 
closure [8]. According to Granovetter’s theory of Strength of Weak Ties 
[9], if there is a connection between nodes A-B and A-C, then there 
is a strong tendency for linkage between B-C. The statement is about 
the triadic closure property for graphical networks. As an extension 
to this, there are many node groups in the network in which a pair 
of nodes attempts to close triads. The links between such pairs of 
nodes have a high probability of appearing in the future. This is one 
of the main ideas behind link prediction. Another idea for predicting 
a link between pairs of nodes is based on the different degree of 
expansion of the network inside and outside the group. According 
to Bi et al. [10], the network expansion inside the community is 
high. The nodes outside the community have fewer linkages, or 
very few nodes are connected. Apart from these, there are several 
other concepts for building networks such as stochastic block model 
[11], stochastic block model with Bayesian context, and stochastic 
block model with spectral clustering [12], which is the basis for link 
establishment between nodes. Another class of concepts are measures 
of proximity of nodes such as common neighbors, Jaccard coefficient 
[13], Adamic/Adar [14], Preferential Attachment Model [15] etc., 
based on which link establishment between nodes can be expected. 
These are the conventional approaches to link prediction that have 
evolved over time. Various improvements to these general ideas have 
been developed to achieve better and more efficient results. However, 
the increasing size of networks, aggregation of features in the form of 
node attributes and information, dynamic evolution of the network, 
and many other factors pose challenges to the computational ease 
and predictive ability of the methods. Machine learning/deep 
learning based approaches to the problem of link prediction are 
therefore attracting increasing attention. Combining these general 
ideas with artificial intelligence (AI) and machine learning (ML) 
based approaches has proven to be successful. The results obtained 
are very accurate. The remainder of the discussion in this section 
therefore focuses on the current state of the art in deep learning-
based approaches to link prediction over the graph.

?

?
?

?
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B

C D

E

Fig. 1. Network as Graph with possible edges or links between the nodes.
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B. Graph Convolutional Networks (GCN)
Graph Convolutional Networks (GCNs) have emerged in recent 

years as powerful machine learning methods for graph processing 
[16]. The basic idea behind the operation of convolutional networks is 
neighborhood aggregation, where the features of each node play a crucial 
role in decision making. Unlike an image, the structure of the graph is 
irregular and cannot be mapped to a fixed grid (see Fig. 2). Therefore, 
the structure of the graph also plays an important role. For this reason, 
the conventional Convolutional Neural Network (CNN) based approach 
cannot be used for graph structures. A GCN uses both the network 
structure and the features of the neighboring node to evaluate the folded 
value over the considered node. This additional information about 
the context of the node in the form of the network structure plays an 
important role in the prediction and classification tasks.

Fig. 2. Image structure v.s. graph structure [17].

The task of modeling a Graph Convolutional Network (GCN) for 
a graph is solved by two mathematical approaches: Spectral Graph 
Theory and Spatial Graph Theory. Spectral Graph Theory requires a 
Fourier transform based computation of translation in the frequency 
domain to create a graph Laplacian [17]. Since this requires a detailed 
mathematical explanation, we will only explain the main steps here. 
At a high level, the spectral graph convolution in the Fourier domain 
is defined by applying the filter gθ to the input signal x:

 (1)

gθ: A diagonal matrix diag(θ) parameterized by θ ∈ Rn

Since the operator based on spectral graph convolution is a position 
invariant of the nodes of the graph, the graph Laplacian matrix L for a 
graph G of dimensions N × N is given as:

 (2)

Here A stands for Adjacency Matrix, I for Identity Matrix, and D 
for Diagonal Matrix. Their product gives the aggregate sum and D−1/2 

normalizes this product to suppress the effect of high degree nodes. 
Moreover, L can be factorized using U, which contains eigenvectors of 
L and Λ with the corresponding eigenvalues. Since L is a positive semi-
definite matrix and U is the Fourier basis, the Fourier transform over x 
can be defined as follows:

 (3)

Hence the inverse is presented as:

 (4)

If F is the Fourier domain space, the graph convolution operator can 
be defined as an elementwise product:

 (5)

Comparing equation (5) with equation (1), the final convolution 
equation of the graph can be given as follows:

 (6)

such that:

 (7)

With gθ filled with the learning parameters , the output on layer 
k can be defined as follows:

 (8)

Here, fk1−1 and fk are the number of input and output channels in 
layer k, respectively,  is the output channel in layer k.

However, this spectral convolution has certain limitations. First, 
computing the eigenvalues of the graph matrix is a computationally 
intensive task. Second, for very large graphs, the aggregation of 
neighborhoods for large values of k becomes computationally 
intensive and degrades the aggregation results. To solve these 
problems, only a neighborhood of a few hops should be considered 
in the localization of the filtering process. Therefore, spatial graph 
convolution methods have gained increasing attention. Thus, by 
adding formal parameters to the equation (2) and approximating the 
depth of the network to two, an embedding based on a 2-layer GCN 
model can be defined as follows:

 (9)

Here K is defined as D−1/2AD−1/2. The ultimate task is to learn the 
weights for the model, where C × H are the trainable weights for W(0). 
Similarly, HXF are trainable weights for W(1). Here, C refers to the 
dimensions of the feature vectors, 'F' refers to the dimensions of the 
resulting vectors, and 'H' is the number of hidden layers. The expression 
in equation (9) can be further extended depending on the hidden layers 
in the network. The depth of the network is based on the intuition of 
the contribution of the k path length of the neighborhood. However, 
in general, graph networks do not have much impact on neighborhood 
interactions beyond 2 − 3 path lengths [18]. Therefore, the results of 
GCN networks at 2 − 3 level are remarkable and impressive; otherwise, 
the model suffers from the overfitting condition. The final layer of this 
spatial GCN model is guided by a softmax function to make predictions. 
The cross-entropy loss function is considered for training the model:

 (10)

Here YI is the set of values with their respective labels. The 
hyperparameters of the model are set to optimize this loss metric, 
including the learning rate, epochs, layer sizes, etc. A detailed 
discussion of these parameters can be found in section V of the paper. 
Further improvements to the model, such as changing the aggregation 
function, using weighting preferences to cluster the neighborhood, 
etc., provide a path to advanced versions of GCN such as Graph 
Attention Model, GraphSage, etc. In the following subsection, we 
discuss the state of the art regarding the role of GCN/GNN in efficient 
link prediction execution.

C. Graph Neural Network Based Approaches to Link Prediction
Since the last decade, the world has been experiencing a boom in 

the research area of graphical neural networks. GNN is a special kind 
of neural networks characterized by the structures of graphs. Semi-
supervised link prediction using label propagation was first introduced 
by Kashima et al. [19]. This model of link prediction is applicable to 
multirelational domains and uses auxiliary information such as node 
similarity. A new fast and scalable algorithm for semi-supervised link 
prediction was proposed by Raymond et al. [20] for both static and 
dynamic graphs.
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Menon et al. [21] proposed a model that predicts links through 
Matrix factorization. This model gains knowledge of latent features 
from the topological structure of the graph. Moreover, the author 
considered the problem of class imbalance during optimization with 
stochastic gradient descent and scales. Gao et al. [22] addressed the 
problem of predicting temporal link prediction. This model integrates 
the information of graph proximity, global network structure, and 
node content. The prediction approach called SLiPT (self-training 
based link prediction using a temporal network) shows better 
prediction accuracy and was proposed by Zeng et al. [23]. Berton 
et al. [24] dealt with graph construction in supervised and semi-
supervised classification.

To improve performance, Kipf et al. [25] proposed VGAE 
(Variational Graph Auto-Encoder). This approach uses latent variables 
and gives better results in predicting links in citation networks. 
Another approach by Yang et al. [26] defines a new proximity matrix 
and formulates BANE (Binarized Attributed Network Embedding). In 
contrast to these methods, Tran et al. [27] focused on a simple but 
effective architecture. This architecture, named MTGAE (Multi-Task 
Graph Auto-Encoder), works for unsupervised link prediction and 
semi-supervised node classification. In the same year, Hisano et al. 
[28] worked on performance improvement using a simple discrete-
time graph embedding approach for link prediction for both temporal 
cross-sectional network structures. Pan et al. [29] defines (ARGE and 
ARVGE) adversarial graph embedding framework and demonstrates 
the efficiency of the algorithm through experiments.

To reduce the information loss, Di et al. [30] recently presented 
an approach to expand the normal neighborhood when aggregating 
GNNs. This approach is suitable for graph link prediction, 
supervised and semi-supervised graph classification, and graph edge 
classification. Recently, Zhang et al. [31] have advanced research 
in link prediction using the SegNMF method. This method claims 
to provide better accuracy in temporal link prediction than the 
previously developed method.

All the state of art methods discussed above take into account the 
spatial embeddings of the node into account where the nodes are 
selected randomly for training the model. Further, the test data taken 
for predicting the accuracy of the model for link prediction task is very 
small (5 - 10%). Further few recent state of art models proposed for link 
prediction task in [27], [32], [33] are designed for solving problems of 
specific domain only. The complexity of these models tend to increase 
with the increase in the size of the network. So, the models do not 
guarantee to generalize well for networks of different nature, size 
and domain. Thus, the applicability of GNNs for this task on various 
problems in different domains can still be improved and extended. In 
summary, following gaps are identified and these gaps motivate us to 
propose the solution:

• There are no/limited approaches for predicting links between 
nodes in a graph with limited information available for training 
the network [34], [35].

• There is no centrality-based approach that can improve the 
prediction capability of GCN model to identify connections 
between nodes.

• There is a need for a generalized model which is dependent upon 
the structural aspects of the underlying network and independent 
of the application [27], [32],[33].

III. Bet-GCN Approach to Link Prediction

This section discusses how edge betweenness centrality measure in 
combination with Graph Convolutional Network (GCN) enhances the 
task of predicting links between unconnected nodes of the network. 

The content of this section has been divided into the following 
subsections:

• Basics of edge betweenness centrality.

• Link prediction as a binary classification problem.

• Justification of edge betweenness based training set selection.

A. Basics of Edge Betweenness Centrality
The concept of network was proposed by Roethlisberger et al. 

[36]. This concept defines the importance of a node based on various 
attributes such as the degree of a node, closeness with the nodes in its 
neighborhood, the number of nodes for which it is central, etc., i.e., 
it identifies the potential of the underlying node in terms of guiding 
and channeling the flow of information in the network. Based on 
this, there can be several centrality measures, e.g., degree centrality, 
closeness centrality, PageRank and hits centrality and betweenness 
centrality, etc. In the paper by Saxena and Jadeja [37], all these 
centrality measures are discussed in detail. Moreover, we investigate 
the suitability of the centrality measures to find out important nodes 
depending on the problem or task. In this section, we restrict ourselves 
to the betweenness centrality measure. The interconnectedness 
centrality measure is a centrality measure based on the shortest path. 
Thus, the importance of a node is recognized based on the maximum 
number of shortest paths in which it participates. This path-based 
measure, proposed by Freeman et al. [38] has two conjectures: i) node 
betweenness ii) edge betweenness. However, one is the implication of the 
other. The notion of edge betweenness centrality suggests that an edge 
is involved in the maximum number of shortest paths. Looking at the 
Fig. 3, the edge AB has the highest betweenness centrality compared 
to other edges in the network. This is because the edge AB is part of 
most shortest paths between any pair of vertices of the given graph. 
Consider two sets: set X = {A, F, G, H} and set Y = {B, C, E}. All shortest 
paths from any vertex of set X to any vertex of set Y use edge AB.

B

C E

A

F

G
H

Edge with high
betweenness

centrality

Fig. 3. Graphical network with edge AB as high betweenness centrality edge.

Formally, to identify the betweenness centrality of node x, we have:

 (11)

Here σyz is the total number of shortest paths leading from y to 
z, and σyz(x) refers to the number of these paths that pass through 
x. Thus, the more shortest paths emanating from node x, the more 
central node x is. Edges that have one of these nodes as an endpoint 
have high edge betweenness centrality. Edges with high betweenness 
centrality are especially important in a large network. Endpoint nodes 
of an edge with high betweenness centrality are more reachable in 



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 8, Nº1

- 42 -

the network with shorter path lengths. Thus, this property allows 
us to take advantage to increase node coverage. We use this concept 
to improve the performance of the GCN. An in-depth analysis and 
execution of this concept is presented in Section IV of the paper. In the 
following subsection, we discuss the approach to link prediction in a 
given network as a binary classification problem.

B. Link Prediction as a Binary Classification Problem
The task of link prediction is to determine whether or not a pair 

of nodes will have a link between them in the future. Consider 
a graph G(V, E) at a given time t with V as a set of nodes and E 
as a set of edges, as shown in Fig. 4a. The graph shows various 
possible links between pairs of nodes that can occur at time t + δt 
(represented by dotted lines). At time t + δt, as shown in Fig. 4b, 
some expected connections appear (shown by bold edges in the 
graph), while some of them do not. Graph Convolution Networks 
(GCN) captures the properties of the nodes in addition to the 
topological and structural information of the network. This helps in 
finding close correlations and probable neighbors of a node based 
on their behavioral similarities in the network. However, to do this, 
we must first model the problem in a structure of < feature, target > 
pairs to apply a graph-based machine learning model.

(a) Graphical network at time t

(b) Graphical network at time t + δt

A

B

C

D

F

E

A

B

C

D

F

E

Fig. 4. Evolution of Graph G from time t to time t + δt.

Each node has a feature set (vector) associated with it. It consists 
of a collection of information about the node, its properties, etc., that 
define and identify that node in the network. An edge has two nodes 
as its endpoint, so the final feature set in this case is a combination of 
the feature vectors of the two nodes that form the edge. If we consider 
the edge as (u, v), where u and v are the nodes under consideration, 
the final feature vector is as follows:

feature vector = feature vector(u) ⋃ feature vector(v)
Further, depending upon whether the two nodes u and v are 

connected or not, target (label) can be defined as:

target = 1 , if (u, v) is connected

           = 0 , otherwise

Thus, by separating the connected and disconnected nodes with the 
labels 1 and 0, respectively, we can create a pair (see Table I). It is now 
possible to process the data with a machine learning model to make 
predictions. For the given graph G, we can select a pool of edges for 
training the GCN model. Here, each edge is accompanied by its label. 
Also, the GCN model uses the node feature information to train the 

model. The edges of the test dataset can be randomly selected to test 
the accuracy of the model for the binary classification problem, i.e., 
predict 1 for each connected pair and 0 for each unconnected pair.

TABLE I. Graph Edges With Labels

Connected Edge Label Unconnected Edge Label
A-B 1 B-C 0
A-C 1 C-E 0
B-D 1 C-D 0
B-F 1 D-F 0
E-F 1 E-D 0

For real networks, the model is created by randomly hiding some 
edges from the network. The remaining network is then used to train 
the GCN. The hidden edges are then used to test the adequacy of the 
model. This simulative technique is as good as analyzing the temporal 
transition of the graph because: i) we do not have timestamp snapshots 
of the real networks at persistent intervals and ii) the network 
changes its structure gradually. Thus, the network is not significantly 
perturbed. For these two reasons, we consider only a single real graph 
as input. In the following subsection, we discuss and analyze how 
edge betweenness centrality based training set selection improves the 
efficiency of the GCN model for link prediction.

C. Justification of Edge Betweenness Centrality Based Training 
Set Selection

So far, we have discussed the edge betweenness centrality measure 
and the strategy for solving the link prediction. In this subsection, we 
will analyze the basis of our proposal:

Training set selection based on edge betweenness centrality 
improves GCN training efficiency. For this purpose, let us consider 
a graph G(V, E) for which holds:

V: Set of vertices or nodes defined as {v1, v2, ..., vn} ∈ V
E: Set of edges or links defined as {e1, e2, ..., ek} ∈ E such that n, k > 1
Let X be the feature matrix defined as:

 (12)

In general, we have n > m (size of training data (number of nodes) 
> length of a feature vector) to avoid the condition of overfitting 
during the training process.

Now a set of edges is chosen from the set E to generate a test set 
t1 containing t1. The t1 is a subset of E containing all connected pairs 
of nodes. For all these edges (or node pairs), the class label set l1 is 
defined as 1. Now, a few random unconnected node pairs are selected 
from the set Complement(E) or  to generate another test set t2. The 
corresponding label set for the node pairs of the set t2 is defined as l2 
with label value 0. Combining the test sets t1 and t2, the final test set t 
can be defined as:

 (13)

Corresponding to it, the label set L for this test set t can be defined as:

 (14)

Deleting edges from the graph G creates a graph G', where the 
edge set of G' is defined as E' = E − t. From this residual graph, the 
training set is constructed in the same way as the test set. Based on 
this training set, the predicted set of labels for the edges selected from 
the test set t is obtained as L'. Thus, the objective of the problem can 
be formulated as follows:

(1) To obtain predicted label set L', we use the GCN model for the 
edges in test set t, which approximates the label set L i. e., Min.
(L' - L) ∀ edges in t.
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(2) With respect to identification of such a subset, the following 
observations are made:

• The subset of edges (or node pairs) selected based on the 
betweenness centrality measure improves the training 
efficiency of the model.

• The probability of random selection of such an edge set to 
produce a predicted label set L' is nearly zero.

(3) Let us try to infer the validity of the first statement.

• E'' contains subset of edges chosen randomly. Let this subset 
be named as E1.

• E'' contains top d edges based on the betweenness centrality 
score. Let this subset be named as E2.

Further, it is assumed that Cardinality(E1) and Cardinality(E2) are 
the same. Let us consider the first edge from each subset. Let a be the 
edge chosen from E1 and b be the edge chosen E2. Let σb represent 
the edge betweenness centrality of node b and σa refer to the edge 
betweenness centrality of node a. Thus, it is obvious that:

 (15)

Further, we also assumed that the edge sets E1 and E2 are disjoint, 
i.e., no edges are common to the two sets. Then, extending the above 
expression for 1 ≤ i ≤ l:

 (16)

Equation (16) holds for a fixed path length p, for the paths covered 
by the edges in E1 and E2. As can be seen from the description of GCN 
in Section II, it is well known that the neighborhood contribution 
beyond path length 2 or 3 is not beneficial because of the vanishing 
gradient problem over the graph Laplacian. So the value of p is ∈ {1, 2}.  
As per Section III, edges with high betweenness centrality allow for 
greater network coverage with shorter path length. This means that 
the node coverage (number of reachable nodes) from the nodes of the 
set E2 (say ϕ) will be larger than the number of reachable nodes from 
the nodes of the set E1 (say α), i.e.,:

 (17)

For a GCN model, training efficiency (η) depends on feature 
availability (f.a.), i.e., the more features available to the model for 
learning, the better the training of the model. Feature availability 
increases when the number of nodes reachable from a fixed set of 
nodes is high, since each node is associated with a feature vector X. 
Thus, feature availability again depends on node coverage or node 
reachability (κ). Based on all these discussions, a relationship can be 
established that looks like the following:

 (18)

Considering equations (17) and (18) synchronously, the set E2 
will cover more neighborhood nodes, which means greater feature 
availability since each node is associated with a feature vector X. This 
increases the training efficiency of the model compared to selecting 
the training set based on E2. To test this observation empirically, 
let us consider a small example according to Fig. 5. Consider  
E1 = {(A, F), (B, C)} as the edge set selected for training. For a fixed 
path length 2, the node coverage of the set is E1:

 (19)

Now consider another edge set E2 = {(A, B), (E, D)} where the two 
edges with high betweenness centrality value are selected for training. 
For the same path length 2, t,he node coverage is the same for this 
training set:

 (20)

Since E2 has a larger number of nodes in its neighborhood, the 
availability of features will also be larger. And finally, it can be 
confirmed that the training efficiency of the model improves. Thus, 
it has been successfully analyzed that the selection of the training set 
based on the edge betweenness centrality improves the learning of the 
GCN-based training model for link prediction. On this basis, we can say 
that a mapping L' can be obtained which is approximately equal to L.

In the proposed method, the training is edge based, not node based. 
Hence, the criteria of edge set selection based on the betweenness 
centrality of edges makes sense. On the other hand, edge selection 
based on nodes having high degrees is not feasible. The reason for this 
is a high degree node has many edges associated with it. Each edge 
associated with the node will have equal weightage. Hence, all the edges 
incident on the high degree vertex will be selected for training. In such 
a situation, the model may miss out a significant portion of the network 
required for training since only edges which are incident to the high 
degree vertices will be selected. Clearly, this selection fails to capture 
the crucial structural properties of the of the network. Also, this degree-
based selection will not allow the training set to capture diverse feature 
vectors which is essential for efficient training of the model.

On the other hand, consider the betweenness centrality-based 
approach for edge selection as discussed in subsection B of section 
III. This high betweenness edge centrality based selection will lead 
to generation of computation graphs with more number of nodes (in 
average) during training. Since, feature set aggregation is directly 
proportional to number of nodes in the underlying computational 
graph, a better training of the GCN model is guaranteed using 
proposed approach. This in turn enhances the prediction capability 
of the model.

Next, we need to ensure that the probability of randomly selecting 
the edge set E2 is close to zero. Let us consider the total number of 
edges in the network as k, such that k > 1. The number of ways to 
choose a subset of length w (subset of w edges) is given as kCw. Our 
goal is to find the probability of choosing the subset E2 from these kCw 
subsets. Thus, let us consider an event Q as: choosing the subset E2 of 
the set E, where E is the set of all edges of the graph such that |E| = k. 
The probability of this event will be:

 (21)

Let us assume that 45% of the edges are used for training. Thus, we 
have w = (9/20)k. Putting this value of w into the equation (21), we get,

 (22)

In general, the number of edges for real network graphs is on 
the order of more than 104. Plugging the value of k as 104 into the 
expression, we get,

 (23)

Node coverage when selected edge
set for training is {(A, F), (B, C)}

Node coverage when selected edge
set for training is {(A, B), (E, D)}
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Fig. 5. Node coverage of graph G(V,E) based on training edge selection.
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Finally, we can also successfully show that the probability of 
randomly choosing the edge set E2 is close to zero. Thus, the section 
successfully verifies the two arguments: i) selecting the training set 
based on edge centrality improves the performance of the model. ii) the 
probability of randomly selecting an ordered set based on the centrality 
score is close to zero. In the next section, we detail the proposed method 
and its design along with the description of the dataset.

IV. Dataset and Model Description

In this section we discuss mainly about the datasets, the proposed 
model formulation, and aspects related to its implementation.

A. Dataset Description
To assess the performance of the proposed model, three famous 

state of the art datasets have been chosen: CORA, Citeseer and PubMed. 
The datasets have been summarized in Table II.

TABLE II. Dataset Description

Dataset Nodes Edges Classes Features Type

Cora [25] 2,708 5,429 7 1,433
Citation
Network

Citeseer [25] 3,312 4,732 6 3,703
Citation
Network

PubMed [25] 19,717 44,338 3 500
Citation
Network

Amazon [39] 13,752 491,722 10 767
Amazon
Product
Network

WikiCS [40] 11,701 216,123 10 300
Wikipedia
Network

The first three datasets considered are essentially citation networks 
where node stands for papers and edge stands for the citation links. 
The CORA citation network consists of 2708 scientific publications 
classified into one of the following seven classes: neural networks, 
rule learning, reinforcement learning, probabilistic methods, theory, 
genetic algorithms, and case-based. For each node, there is a feature 
word vector of length 1433. Thus, the size of the feature matrix is 
2708 × 1433. The Citeseer dataset consists of 3312 scientific papers 
classified into six classes: Agents, AI, DB, IR, ML, and HCI. The feature 
matrix has order 3312 × 3703. The PubMed citation network consists 
of 19,717 scientific publications with the following classification 
classes: 1, 2, 3 i.e., diabetes type-1, 2 and 3. The feature vector for 
each node consists of a TF/IDF vector with 500 unique words. The 
accuracy of the proposed model with GCN-based training was 
tested using these three benchmark datasets. The consistency of the 
results obtained with these networks highlights the effectiveness 
of the proposed solution. To prove the applicability of the proposed 
solution to other types of networks, two other graphical networks are 
considered. Amazon Computer [39] is a segment of the Amazon co-
purchase graph, which is a network collected by crawling the Amazon 
website and contains product metadata and rating information about 
various products. The nodes in the graph represent items, while the 
edges indicate that two or more goods are usually purchased together. 
The goal is to assign items to the appropriate product categories by 
using product ratings as node attributes. WikiCS [40] is a novel dataset 
derived from Wikipedia to benchmark Graph Neural Networks. The 
dataset contains 11701 nodes corresponding to computer science 
articles, with edges based on hyperlinks, and 10 classes representing 
different branches of the field.

It is common for real-life applications with graphs to have limited 
training data because labels will often be sparse, despite having vast 
quantities of data. This is true for all the datasets considered in this 

manuscript. Hence, they are limited training datasets. In the context 
of link prediction, labels are edge labels (0 for not edge and 1 for an 
edge). And for training, a very small fraction of labels are known. For 
example, for Cora, labels of only 5429 edges are known (label 1) out 
of 3665278 possible edges. Labels of the remaining 3659849 edges are 
unknown. Hence, the Cora dataset is a limited training dataset. The 
same is true for other datasets too as shown in Table III.

TABLE III. Dataset With Actual V/s Possible Eddges in the Graphical 
Networks

Dataset Nodes Total possible 
edges

Total edges in 
actual graph

Cora 2708 3665278 5429

Citeseer 3312 5483016 4732

PubMed 19717 194370186 44338

Amazon 13752 94551876 491722

WikiCS 11701 68450850 216123

Following this, the next subsection explains the implementation 
design and operation of the proposed model.

B. Proposed Framework and Experimental Setup
To construct a Graph Convolution Network based training model 

architecture, Stellar Graph library [41] was used. In addition, the graph 
library NetworkX [42] is used to capture the structural information of 
the network. The input data set for the GCN model consists of an edge 
list and a feature matrix along with labels.

The relationship that exists between the data points (nodes) of the 
graph is represented by the links between them, defined by the edge 
list. To prepare the test dataset, an Edge Splitter () function from the 
Stellar Graph library was used. This function randomly takes some 
pairs of nodes from the original graph G. For each connected pair, the 
associated label is 1. Also, some unrelated pairs are randomly selected 
and these pairs are assigned the label 0. Thus, we obtain the final test 
set tuple t for which the label set L is defined with labels 0 and 1 for 
each unconnected and connected pair of nodes, respectively.

Let us now consider the training dataset. After removing the edges 
in the test set t from the graph G, the training dataset is selected 
from the residual graph G'. The training dataset contains the top k 
edges with high values of betweenness centrality computed using 
the NetworkX graph library (nx.edge_betweenness_centrality()). This 
part of the training dataset is denoted as tr1 with the corresponding 
label set as trl1 with all label values as 1. Furthermore, few edges are 
sampled using the edgesplitter() function to include some unconnected 
pairs. Let this part of the training dataset as tr2 with the label set trl2. 
Thus we have the final training dataset defined as:

 (24)

with training label set defined as:

 (25)

Fig. 6 explains the steps to generate a training dataset (55%) and a 
test dataset (upto 45%). The input graph dataset consists of edge list 
information along with node feature vectors. Note that each node 
has a feature vector associated with it. To create the test dataset, edge 
splitter function randomly pools the edges, marked as label ‘1’, and 
an equal number of node pairs amongst which no direct edge exists, 
marked as label ‘0’. A similar procedure is adopted by the function to 
create the train dataset. However, in addition to the edges selected, top 
‘k’ betweenness centrality metric-based edges are also appended in 
the training dataset. Finally, the train and test datasets are supplied to 
the GCN model. Since the connectivity of the graph must be ensured, 
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it is not possible to extract a very high percentage of edges from the 
graph for the creation of the test dataset. Therefore, the test dataset 
here is a combination of validation test dataset.

Graph
Convolutional 

Neural Network
(GCN)

Train Data Set with edge
labels (0 or 1)

Test Data Set with edge
labels (0 or 1)

+

+

Centrality Dataset
ranked based on

betweenness score

Edge betweenness
centrality()

Edge List 
of the network

Feature Matrix (n x m)

Node 1 ...........

Node 2 ...........

Node n ...........

...........

Feature 1

Feature 1

Feature 1

...........

Feature 2

Feature 2

Feature 2

........... ...........

Feature m

Feature m

Feature m

......................

Label

Label

Label

...........

Edge Spli�er()

Fig. 6. Proposed Framework: Feeding train and test set to GCN.

Using the node feature matrix defined for each node for the nodes 
involved according to the training set selection, the model is fed with 
the input. The function FullBatchnode Generator() defines the neural 
network (NN) for the graphical network. The defined neural network 
has three layers: the input layer, the hidden layer, and the output layer. 
The number of hidden layers is best determined from the experimental 
simulations. However, in the case of GCNs, the number of hidden 
layers corresponds to the diameter of the graph. This refers to the 
number of neighbors that are a path length k away from the node 
under consideration. The value of k is generally kept very low because 
the vanishing gradient problem affects the performance of the model. 
Other hyperparameters of the model such as kernelsize, learningrate, 
epochs, activationfunction, etc. are chosen to minimize the error. The 
hidden layers have a Rectified Linear Unit (ReLU) activation function 
with a hidden layer size on the order of 4, 096 × 4, 096. However, the 
size of the kernel varies depending on the size of the network. Other 
parameters of the network such as learning rate is set to 0.0001 with 
Adam Optimizer and Cross Entropy as loss functions. The output layer 
of the model uses a Softmax function to predict the presence of an edge 
between a pair of edges over the test dataset. Fig. 7 explains the GCN-
based training and classification process.
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Fig. 7. GCN Based Training of the model.

Fig. 8 sums up the entire process in a block diagram. The algorithmic 
steps in training of Bet-GCN model are as shown in algorithm Bet-
GCN. The input to the model is an input graph dataset G(V, E) where 
V represents set of vertices and E represent set of edges. Each node in 
the graph has feature vector associated with it. Let A be the adjacency 
matrix for the graph and X be the feature matrix (as mentioned in 

equation 12). The algorithm will yield a trained model m which 
can predict whether an edge exists (edge label 0) or not (edge label 
1) between two given pair of nodes (binary classification problem). 
In step 1, edge splitter function randomly pools a set of edges from 
graph G to prepare training dataset (say Tr). The training set consist 
of edges which exist in the graph labelled as 1 and edges which do not 
exist in the graph labelled as 0. In step 2, from the remaining graph 
(say G'), edge splitter function constructs the test dataset (say Te) in a 
similar manner. Step 3 and Step 4 identifies the top k edges in order 
of edge betweenness centrality. The top k edges identified in step 4 are 
added in step 5 to Tr to generate the final training dataset. In step 
6, the GCN model is fed with Tr, G and the model hyperparameters 
like learning rate, layer size, ReLu activation function. The input layer 
is fed with an aggregation function defined as A.X. The hidden layer 
further performs feature aggregation using a layer size 4, 096 × 4, 096 
at a learning rate 0.0001. The ReLu activation function is applied to 
obtain the convoluted vector (neighborhood aggregation) matrix at 
each layer. At each layer gradients are determined and based upon the 
error function gradients, using backpropagation algorithm weights are 
adjusted. This whole process iterates till the error gradient functions 
at each layer evaluates out to be zero. In this condition, we obtained a 
finalized weight vector matrix at output layer and the trained model m. 
Finally, in step 7, the trained model is tested over Te using SoftMax() 
classification function to generate the classification report.

Trained Model

GCN training model

Input layer (training vectors)

Edge list
of graph

G

Hidden layers
(Feature aggregation) Edges

with edge
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Edges
with edge
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Test
edge set

Train
edge set

Input feature
vectors per node

Fig. 8. Pictorial block diagram for Bet-GCN model.

V. Results and Analysis

This section mainly focuses on the experimental results and 
performance of the proposed Bet-GCN model. It highlights the 
significant results of the model in three benchmark datasets, namely 
Cora, Citeseer and PubMed, and the comparative analysis with the 
respective state-of-the-art methods. The results of our proposed model 
Bet-GCN (Edge betweenness centrality with Graph convolutional 
networks) are summarized in Table IV. The performance of the model 
improves considering that the model performs well on a large test data 
set. All of the state-of-the-art methods discussed work over 5  10% test 
data. The Bet-GCN based results are analyzed over upto 45% test data 
with at least 30% unseen node pairs in the test dataset.

TABLE IV. Citation Networks Accuracy

Method Cora Citeseer PubMed Test 
Dataset

VGAE [25] 0.920 0.914 0.965 -
MTGAE [27] 0.946 0.949 0.944 5-10%

GLP [32] 0.9455 0.8612 - 5-55%
GCN [33] 0.9050 0.8701 0.9694 - 
GAT [33] 0.8979 0.8731 0.9436 - 

EdgeConv [33] 0.8528 0.8294 0.8665 - 
EdgeConvNorm [33] 0.9178 0.8754 0.8991 - 
Bet-GCN(proposed) 0.9508 0.9507 0.953 upto 45%
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As summarized in Table IV, most models consider methods 
such as random walks (where only local node similarity is used) 
or maximum likelihood estimation methods for link prediction. It 
can be observed that none of these methods materialise the node 
features, the structure of the underlying network, or the importance 
of the edges completely. In comparison, GCN, which considers 
the structure of the dataset as a graph, significantly improves link 
prediction performance. Traditional Graph Convolutional Networks 
(GCN) directly convolve the structure of the connected graph as a 
filter to perform neighbourhood mixing. Graph Attention Networks 
(GAT), on the other hand, apply a shared linear transformation to 
each node, followed by a computation of attention coefficients using 
a joint attention mechanism. The performance of link prediction with 
these two models is impressive and promising. A more recent state 
of the art, the Variational Graph Auto-Encoder (VGAE), uses a graph 
convolutional network as an encoder that maps the node features 
into a latent representation, followed by a decoder that generates 
conditional probabilities of the adjacency matrix [25]. While Multi-
Task Graph Autoencoders (MTGAE [27]) learns a joint representation 
of latent embeddings from a local graph and explicit node features. 
These two methods are significantly better than the traditional GCN 
model due to the inclusion of autoencoders. In addition, GLP [32], a 
gravitational link based unsupervised approach is used. Here, the main 
idea is to decompose the graph into a local structure (by extracting 
subgroups) and a global structure (by detecting communities). The 
method showed promising results on large complex networks, but 
is highly dependent on the network structure. Two recent link 
prediction methods based on Graph Convolution Learning were 
also proposed: EdgeConv and EdgeConvNorm [33]. The methods 
performed well on the three networks, as the over-smoothing of Edge 
Convnorm helps to better learn link prediction based on the node and 
its neighborhood representation.

Our proposed model (Bet-GCN) is a modification of the traditional 
GCN model, as it uses edges based on their betweenness centrality 
in the graph along with node features. Our proposed prediction 
model achieves an accuracy of 95.08% in Cora, 95.07% in Citeseer, 
and 95.32%in PubMed. These results are competitive with the current 
state-of-the-art models, which can be observed in Table IV.

The model extrapolates the structure of the underlying graph 
for sampling positive edges when training the model for prediction. 
BET-GCN architectural hyperparameters were fine-tuned for the 
Cora, Citeseer, and PubMed networks. A 0.70 and 0.35 fraction of 
the original network is randomly sampled for positive and negative 
edges as training and test edges, respectively. The positively sampled 
training edges are replaced with the edges sorted based on the edge 
betweenness centrality score. A two-layer GCN model is used, where 
4, 096 is the dimension of the node features in each hidden layer. 
The Rectified Linear Unit (ReLU) activation function is used. For the 
final link classification, a pair of node embeddings from the GCN 
model is used and the binary operator inner product (ip) is applied. 
This produces the corresponding link embedding, which is passed 
through a dense layer. A learning rate of 0.0001 for Adam Optimizer 
is used to train the model. Our model is trained with 500 epochs. 
These hyperparameter settings are the same for Cora and Citeseer 
citation networks. The PubMed dataset consists of 10x more edges and 
therefore has different hyperparameter values. The training accuracy 
and loss curves of the model for the three datasets are shown in Fig. 9, 
Fig. 10, and Fig. 11, respectively. Based on the obtained results, it can 
be confirmed that the proposed method performs best for the three 
collaboration networks.

Area Under the Curve (AUC) curves of the model obtained for the 
three datasets are shown in Fig. 12, Fig. 13 and Fig. 16. The AUC curves 
show the ability of the classifier to distinguish correctly between 
positive and negative classes. The high AUC value for all three datasets 
CORA (94.02%), Citeseer (94.24%), and PubMed (97.96%) indicates the 
consistency of the model in terms of performance.

The hyperparameters’ settings depend upon the size and structure 
of the network for training GCN models. The basic parameter settings’ 
have been considered based upon Thomas N Kipf and Max Welling 
[1] paper. The parameters that are varied are layer size, learning rate 
and iterations due to varied network structures and sizes. In general, 
ReLu activation function has been used for 4, 096 × 4, 096 layer size 
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Fig. 9. CORA: Training and Loss curve.

Algorithm 1. Bet-GCN

Require: An input graph dataset G(V, E) where V represents set of 
vertices and E represent set of edges

Output: The trained model, m
Step 1. Tr ← edgesplitter(G)
▷ Generating training set Tr by random selection of edges from 
graph G
Step 2. Te ← edgesplitter(G)
▷ Generating test set Te by random selection of edges from graph G
Step 3. e ← edge_betweenness_centrality(G)
▷ Evaluating edge betweenness centrality of edges of graph G
Step 4. e' ← sorted(e[1:k])
▷ Selecting top k edges based on edge betweenness centrality of 
edges of graph G
Step 5. Tr ← Tr ∪ e'
▷ Adding edges form step 4 to Tr
Step 6. m ← GCN(G, Tr, learningrate, layersize, ReLu)
▷ Obtaining the trained GCN model m
Step 6. classication_report ← SoftMax(m, Te)
▷ Testing the model over test set and generating classification report



 Special Issue on AI-driven Algorithms and Applications in the Dynamic and Evolving Environments

- 47 -

1.0

0.9

0.8

0.7

0.6

0.5

0.0
0 500 1000 1500 2000 2500 35003000 4000

0 500 1000 1500 2000 2500 35003000 4000

0.5

1.0

1.5

2.0

2.5

3.0

train

ac
c

lo
ss

epoch

validation

Fig. 11. PubMed: Training and Loss curve.

1.0

0.9

0.8

0.7

0.6

0.4

0 100 200 400300 500

0 100 200 400300 500

0.6

0.8

1.0

1.2

1.4

1.6

train

ac
c

lo
ss

epoch

validation

Fig. 13. AUC Curve for Citeseer network with accuracy (94.24%).
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of hidden layer which yield the best results. The number of iterations 
is identified based upon the training accuracy curve trajectory and, 
hence, the number of iterations is different for each network. The 
iterations’ convergence happens when the training accuracy starts to 
dip for several continuous iterations. So, further increasing the number 
of iterations will not yield good results and may tend the model to 
overfit. Similarly, the best results are obtained for a learning rate of 
0.0001 for the three benchmark datasets into consideration (CORA, 
Citeseer and PubMed). Fig. 14 shows that further reducing the learning 
rate causes a drop in the performance efficiency of the model for CORA 
dataset. Fig. 15 presents the trend analysis of the performance of the 
model with number of epochs. At 500 epochs, keeping the learning rate 
fixed at 0.0001 and hidden layer size of 4096  4096, the performance 
attained by the model is optimum. Further increasing the number of 
epochs for model training is not helping the cause and the performance 
tends to deteriorate as the model starts overfiting. A similar analogy can 
be drawn for the size of hidden layer. Further, a similar kind of analysis 
can also be obtained for the two other kind of networks (Citeseer and 
PubMed). Thus, it can be inferred that learning rate of 0.0001 and 
hidden layer size of 4, 096 × 4, 096 is suitable for networks of different 
variety and structural formation in order to have an efficient training 
through Bet-GCN model. Number of epochs to attain the optimum 
accuracy may differ depending on the size of the network. However, 
all of these parameter settings are network dependent and vary slightly 
depending on the nature of the task.

Learning Rate v/s Bet-GCN model’s Accuracy
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Epochs v/s Bet-GCN model’s accuracy
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VGAE and GAE [25] uses a Gaussian prior distribution over the 
input features to learn embeddings. However, this has not proven to 
be a very good choice. MTGAE [27] gives impressive results for link 
prediction, but the accuracy of the method decreases when a larger 
number of edges are removed from the graph. This is because only the 
contribution of the available edges is considered. GLP [32] involves a 
lot of preprocessing, such as community identification, followed by 
extraction of optimized subgraphs. The link prediction task is then 
performed over these distributed subgraphs. The method is not suitable 
for networks with large diameters. The other link prediction strategies 
mentioned in the work of Gu et al. [33] are GCN-based methods where 
the selection of the training set is random. Our proposed method Bet-

GCN is also a variation of GCN technique where the training set is 
selected based upon the betweenness centrality score. This helps in 
capturing more neighborhood contribution for the model’s training. As 
a result, there is more neighborhood aggregation in the computational 
graphs. This will help the model to leverage the feature-based learning 
and generate more accurate embeddings. Traditional GCN approaches 
use random selection and, hence, they are not able to capture features 
which are betweenness centrality based. It is due to this reason that the 
method performs well in comparison to the other state of art methods.

In addition, the Bet-GCN model was also tested on two different 
types of networks (since all three networks mentioned above were 
citation networks): Amazon Product [39] and WikiCS [40]. The 
Amazon Product network was collected by crawling the Amazon 
website and contains product metadata and review information for 
548552 different products (Books, music CDs, DVDs, and VHS video 
tapes). WikiCS [40] is a web graph of Wikipedia hyperlinks collected 
in September 2011. Bet-GCN link prediction model for both datasets 
perform equally well as for the citation networks. Table V lists the 
accuracy and respective F1-score values for the network.

TABLE V. Accuracy and F1-score Values for Amazon Product and 
WikiCS Networks

Network Accuracy F1-Score Test Dataset
Amazon Product 0.879 0.8801 upto 45%

WikiCS 0.9113 0.90 upto 45%

Fig. 17 and Fig. 18 show the training accuracy curves for both 
networks using the Bet-GCN model. The results for the network 
indicate that the approach is scalable with network size and applicable 
to graphical networks of different domains. The results for these two 
networks were evaluated with the same parameter settings used for 
CORA, Citeseer, and PubMed, except for the layer size. Fig. 19 refers to 
the confusion matrix for all the five graphical networks, which shows 
the prediction capability of the proposed model Bet-GCN. Given the 
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large number of edges in the networks, the convolutional layer size 
used for the hidden layer is 512 × 512. As one increase the number 
of layers, the number of parameters that can be trained also increases, 
and so does the execution time. This may improve the performance of 
the model by a small percentage, but the tradeoff is very high.

The Betweenness centrality range for the networks in consideration 
is shown in Table VI. The betweenness centrality measure denotes that 
how often a particular edge (say ‘x’) gets visited among the total paths 
in the network across any two nodes. This value, thus, will be in the 
range 0 to 1. Also, availability of such paths passing through edge ‘x’ 
in comparison to the total number of paths between any two nodes in 
the network will be very low. Hence, the betweenness centrality value 
evaluated for each edge as per explanation in subsection B of section 
3, this value will be a very small number. However, the values can be 
normalized to any range/interval, but it will not affect the result as the 

magnitude of the betweenness centrality value increases for each edge 
by same factor.

TABLE VI. Citation Networks Accuracy

Network Minimum Maximum
CORA 0 0.0359

Citeseer 0 0.0462
PubMed 0 0.0134
Amazon 0 0.0055
WikiCS 0 0.0165

Bet-GCN performance over Facebook-Pages-Food Dataset: 
To further demonstrate the generalizability of Bet-GCN model in 
the perspective of social links of a social media platform, the model 
has been tested over Facebook-Pages-Food [43] network dataset. 
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Most social media platforms, including Facebook, can be structured 
as graphs. The registered users are interconnected in a universe of 
networks. The objective of link prediction is to identify pairs of nodes 
that will either form a link or not in the future. Here, we worked on a 
graph dataset in which the nodes are Facebook pages of popular food 
joints and well-renowned chefs from across the globe and if any two 
pages (nodes) like each other, then there is an edge (link) between 
them. For calculating node embeddings we have applied node2vec [44] 
on the graph. Then, Bet-GCN model is trained on 2259 edges and tested 
for 2522 edges. On training for 1500 epochs we get f1-score of 0.9442, 
which is a major improvement when compared to f1-score of 0.7817 
for logistic regression in [43]. The model hyperparameter settings 
have been kept same as for the above models. The training and loss 
accuracy curves have been shown in Fig. 20 represents the training 
and loss accuracy curve for the same. This further demonstrates the 
prediction capability of Bet-GCN model with high accuracy on a 
different variety of real world graphical networks.

Reason of selection of GCN based methods over classical 
Machine learning and neural network techniques: The problem 
with social media data is the availability of the feature for every 
node in the graphical network. So, using correlational analysis and 
belief propagation techniques are not suitable as these techniques 
require features to be compared to calculate the similarity between 
the nodes and their behavior. In the absence of feature-based 
information, graphical structure information needs to be employed. 
The proposed high betweenness edge centrality based selection will 
lead to generation of computation graphs with more number of nodes 
(in average) during training. Since, feature set aggregation is directly 
proportional to number of nodes in the underlying computational 
graph, a better training of the GCN model is guaranteed using 
proposed approach. This in turn enhances the prediction capability of 
the model. In the state of the art literature there are many evidences 
where GCN based methods are outperforming traditional machine 
learning methods. Jiang et al. [45] have shown that the performance 

of GCN model to predict synergistic drug combinations in particular 
cancer cell lines in comparison to classical machine learning 
algorithms like Support Vector Machine, Radial Basis Function, Deep 
Neural Networks etc. is much better. Tayal et al. [46] have shown that 
the performance of GCN based techniques for text classification task 
is superior in comparison to other ML and DL techniques like TF-
IDF with Logistic regression, CNN, Char CNN etc. The performance 
improvement is of approximately 2% with reduced dataset for training. 
Cao et al. [47] have shown in their comprehensive review article that 
how GCNs surpassed the performance of various CNN models. From 
these discussions, we can conclude that GCNs have high prediction 
capability due to added power of network structural information. 
Moreover, they can work well with limited feature availability and 
information about many data points in the network.

Lastly, lets have a look on the computational complexity of the 
model. The time complexity for calculating betweenness centrality of 
edges in the network is given as O(|V|.|E|) [48], where, |E| are the 
number of edges and |V| are the number of nodes or vertices in the 
network. Further, the time complexity of GCN based training is given 
as O(L.|V|.|F2|) [49]. Here, ‘L’ represents the number of layers of the 
neural network, ‘V’ represents number of vertices and ‘F’ represent 
feature vector corresponding to each node of the graphical network. 
Then, overall complexity for the algorithm can be given as:

 (26)

For real world networks, |E| > > |V|, but |E| < |V|2. Therefore,

 (27)

Also, L<<|V| and is a constant value, so it can be omitted. Since, 
F<|V|, this means that F2<<V2. Therefore, from equations (26) and 
(27), we have,

 (28)

Hence, the overall time complexity of Bet-GCN model evaluates 
out to be of cubic order as a function of number of vertices. This 
means that solution is attainable in polynomial time. Moreover, the 
training process takes into consideration only 50 - 55% nodes into 
consideration. Given the advancements in computational power 
of modern day computers having GPU processors, the task can be 
accelerated significantly despite of cubic order time complexity of the 
process. Also, it is to be noted that even in case of traditional GCN the 
time complexity will be upper bounded by O(L.|V|.F2) ≈ O (|V|3). So, 
betweenness centrality based calculation do not hurt the overall time 
complexity of the task.

VI. Conclusions

The paper presents a variation of the traditional Graph 
Convolutional Network approach for the task of link prediction. 
An approach based on betweenness centrality was chosen for the 
selection of the edges to be trained. Thus, the top-k edges are selected 
to create the training set of edges that have a high value for edge 
centrality. This idea contributes to a significant improvement in model 
accuracy. The proposed model outperforms other state of the art based 
deep learning methods as the results are promising even with a high 
percentage of test dataset. The accuracy of the model was tested for up 
to 45% test dataset, while most state of the art models have reported 
accuracy over 5 - 10% test dataset. The reason for this improvement is 
the increased neighborhood span, which helps in generating rich node 
embeddings in GCN-based training for the model. The effectiveness 
of the results in the three datasets: CORA Citeseer and PubMed, was 
confirmed by the AUC curves. Moreover, the model has achieved 
impressive results on Amazon Product, WikiCS and Facebook Food 
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Web Page networks, which are very large and belong to a different 
category than the previous three, showing that the method is generic 
and can be applied to graphical networks of different domains. In 
summary, the key contributions of the manuscript are:

• Proposing an efficient GCN-based link prediction technique where 
the training set is selected based on edge betweenness centrality.

• Mathematical and experimental justifications of the improvement 
in GCN based training for link prediction.

• Detailed comparison of the results with the current state of the 
art methods for link prediction by performing experimental 
simulations over 6 different networks.

In future, the model can be tested with a larger number of complex 
network datasets to further verify the robustness of the proposed 
model. Moreover, the same model can be tested to determine the 
performance improvement on other tasks such as node classification, 
graph classification etc.
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Abstract

Sentiment analysis is of great importance to parties who are interested is analyzing the public opinion in social 
networks. In recent years, deep learning, and particularly, the attention-based architecture, has taken over the 
field, to the point where most research in Natural Language Processing (NLP) has been shifted towards the 
development of bigger and bigger attention-based transformer models. However, those models are developed 
to be all-purpose NLP models, so for a concrete smaller problem, a reduced and specifically studied model can 
perform better. We propose a simpler attention-based model that makes use of the transformer architecture to 
predict the sentiment expressed in tweets about hotels in Las Vegas. With their relative predicted performance, 
we compare the similarity of our ranking to the actual ranking in TripAdvisor to those obtained by more 
rudimentary sentiment analysis approaches, outperforming them with a 0.64121 Spearman correlation 
coefficient. We also compare our performance to DistilBERT, obtaining faster and more accurate results and 
proving that a model designed for a particular problem can perform better than models with several millions 
of trainable parameters.
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I. Introduction

IN the last few years, there has been immense growth in the field 
of Natural Language Processing (NLP) and, especially, in the 

application of machine learning methods to NLP problems.

With the increase in popularity of deep learning, for some years 
the focus was on the research of neural network structures that make 
use of convolutional layers [1] and recurrent layers [2] for language 
understanding and processing. These architectures brought about a big 
wave of research for their application to NLP, since they allowed much 
more detailed representations that the standard feed-forward models 
[3]. Convolutional networks allow looking at text by parts through 
filters, which then are aggregated for a global interpretation. Recurrent 
networks, on the other hand, process the text input sequentially but, 
aside from the part of the input being currently processed, they take 
into consideration outputs from previous parts as an additional input, 
hence the name recurrent networks.

A few years ago, however, the proposal of attention-based 
neural network models by Vaswani et al. [4] has shifted great part 
of the research in deep learning for NLP towards the development 
of transformer structures and pre-trained models with hundreds of 
millions of trainable parameters that only require some fine-tuning 
training to be applicable to a wide range of NLP tasks [5]–[7].

However, NLP can be of special interest to businesses or parties 
who are interested in knowing the public opinion about something in 
general purpose social networks (e.g., a restaurant might be interested 
in knowing whether customers like or dislike its food, but not so 
much in being able to generate AI-written text or in artificial question 
answering). For that purpose, a simpler and smaller model might 
suffice or even obtain more accurate results than models which are 
pre-trained for multiple NLP tasks.

We explore sentiment analysis, which is a subfield in NLP that deals 
with processing a piece of text and obtaining the general sentiment 
included in it. Several advances have taken place lately towards more 
precise sentiment analysis, ranging from basic and rudimentary 
approaches [8] to complex neural network systems.

In this work, we implement a neural network system using 
the state-of-the-art attention-based Transformer structure, with a 
dramatically lower number of trainable parameters and size than those 
of the previously mentioned pre-trained models. In contrast to other 
machine learning NLP approaches like recurrent [2] and convolutional 
[1] neural networks, which tend to lose information when the text is 
too large, this structure manages to process the text input in a single 
iteration, which increases the speed and the ability to understand the 
context of the whole text.

Thus, our aim is to make use of the Transformer neural network 
architecture and obtain a model that greatly improves the prediction 
accuracy of those more basic methods, while not resorting to the 
complexity of training millions or billions of parameters, proving that 
a simpler and faster model crafted for the task at hand can perform 
better if trained for a particular problem. We tackle the problem of 
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predicting the general opinion about hotels in Las Vegas from Twitter 
data, making use of the dataset provided by Philander & Zhong [8].

The study by Philander & Zhong [8] served as a motivation for 
the possibility of improving the obtained results, so we came up with 
the idea of trying to use a neural network to predict the sentiment in 
the tweets. Our first approach to this work consisted in following a 
similar approach to the original study while adding the computation of 
bigrams and trigrams, but the results obtained were not significantly 
better compared to those of the original work. We improved on this 
by adding a machine learning algorithm. Knowing the real-world 
applications of sentiment analysis, we want to obtain the best possible 
result for a problem we found interesting.

In a first instance, we opted for using a HuggingFace pre-trained 
DistilBERT [6] model, which can tokenize and prepare the input and 
uses a transformer neural network model. However, as it is a pre-
trained model, its structure and parameters are not modifiable, which 
in combination with the fact that the model contains millions of 
parameters for general NLP tasks that are not needed for our specific 
problem, motivated our decision to create our own attention-based 
model from scratch. We then compared our model to DistilBERT for 
evaluation against a strong state-of-the-art model. 

The remainder of this work is structured as follows: Section II 
discusses the related work in the state of the art about NLP, sentiment 
analysis, machine learning applied to NLP and the transformer 
architecture. Section III presents our proposal, including the dataset 
used, the model architecture and the evaluated metrics. Section IV 
details the experiments carried out and the results obtained in terms of 
the metrics and execution time. Lastly, Section V offers our conclusions 
and some proposed future work in relation to our study.

II. Literature Review

In this section, we discuss the main aspects that we deal with in 
this work: sentiment analysis, deep learning, and the transformer 
architecture for NLP.

A. Natural Language Processing and Sentiment Analysis
NLP has attracted a lot of attention in recent times, and great 

advances are being achieved in this field. NLP is a field of study that 
is being researched since more than 50 years ago and it is one of the 
most widely spread topics in which artificial intelligence is applied. 
Its purpose is to enable computers to understand words written by 
humans and process them to reach conclusions related to the problem 
at hand.

NLP approaches usually involve several linguistic aspects, like 
semantics, phonology [9], morphology [10] or syntax [11] of written or 
spoken natural language. Nowadays, however, most of the research is 
oriented towards the application of machine learning to NLP problems 
[3]. Some deep learning models are developed almost exclusively for 
NLP tasks [4], considering the needs for text processing and sequence 
generation, and brought a breakthrough to the field achieving great 
results in several NLP tasks like translation or question answering.

We can find two different cases in NLP: natural language 
understanding and natural language generation. A particular case 
of natural language understanding is text classification, which deals 
with the problem of assigning a category to a text. Sentiment analysis 
can be seen as a generalization of text classification, as it attempts to 
analyze a piece of text and find the general sentiment included in it. 
Other subfields in text classification are topic detection or language 
detection. We will focus on sentiment analysis, as our goal is finding 
the general opinion present in a text, that is, assigning a label to a text.

Going further into the field of sentiment analysis, it tries to 
identify and obtain subjective information from a given text as input. 
This analysis provides us with information that gives us a result of 
emotional tone, such as positive, negative, happy, sad, angry, etc. 

There are mainly two state-of-the-art approaches to sentiment 
analysis. One of them is the lexicon and rule-based method, which 
consists in making a decision on the sentiment in the tweet according 
to whether specified conditions are met [12]–[14]. However, most 
state-of-the-art approaches to sentiment analysis nowadays include 
the previously mentioned deep learning models [5], [15], [16], one 
of which is the transformer architecture that we study in this work. 
We will conduct experimentation comparing methods from both 
groups and attempt to show that our deep learning model has greater 
potential.

By obtaining this result we can categorize the text within an 
emotional spectrum, being able to group them by feelings. This has a 
wide range of direct applications, including product or service reviews 
[17], analysis of social network data [18], marketing and branding 
[19], financial analysis and forecasting [20], detection of emotions in 
conversations [21] and many others.

As shown in the previously mentioned studies, sentiment analysis 
also finds great use in fields that do not necessarily have a direct 
relationship with computer science and is often used for the processing 
and analysis of Big Data.

As Philander & Zhong [8] say in their work, this analysis that we do 
can have a great impact on the hotels we analyze, as it provides them 
with very useful information that they would take a long time to get 
by hand. Sentiment analysis as a whole possesses great applications 
in industry, in fields where customer opinions are of great relevance 
such as product or service reviews on the web [22]–[25] or prediction 
of stock markets and prices [26], [27] and even in fields like opinion 
analysis in politics [28] or medicine [29].

B. Deep Learning for Natural Language Processing
Machine learning is being applied to NLP tasks for over two 

decades. Some years ago, standard machine learning approaches like 
random forests [30] and support vector machines [31] were the state-
of-the-art methods for learning text representations.

However, with the increase in computational power and the 
popularity of neural network models, deep learning soon took over 
the field. Apart from the conventional feed-forward models, the 
development of convolutional and recurrent neural network models 
brought about a whole new world of approaches to the processing of 
natural language, both in the form of text and voice [32].

Convolutional neural networks, as first proposed by Kunihiko 
Fukushima [1], process an input by looking at different parts of the 
whole through a filter and shifting the filter through the input. Those 
results are then aggregated in different ways for obtaining the desired 
output. As could be expected by this brief description, convolutional 
neural networks have found the most success in the processing of 
images or computer vision [33]. However, the model can be applied to 
NLP in the same way, as the processing of text greatly benefits from 
a partial look at different parts of it for computing a representation of 
the input [34].

On the other hand, recurrent neural networks, as proposed by 
Rumelhart et al. [2], process an input iteratively one by one, but 
compute each representation by using the previous output as well. 
Thus, the final output contains information about the whole sequence. 
However, the earliest information is sometimes lost because of the 
vanishing gradient problem. To address this problem, researchers 
come up with models like LSTM (Long Short-Term Memory) [35], 
which introduces an additional input that contains the previous 
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unprocessed inputs. As expected, this model has found great success 
in the processing of sequential data, one of which is text.

One of the problems with those models, however, is the concept 
of distance in the sequences, e.g., the first word in a sentence will 
always be furthest away from the last word when being processed 
by recurrent models, despite that not being necessarily the case for 
meaning in language processing, since two words can be closely 
related even if there are several words between them. For solving 
this, the attention mechanism is introduced, which is able to compute 
dependencies equally between every single element in the sequences. 
This mechanism is mostly used in combination with recurrent or 
convolutional models until 2017, when the transformer architecture 
is introduced by Vaswani et al. proving that using attention is enough 
and that recurrency and convolutions are not needed [4].

C. Transformers
Transformers are a neural network architecture based solely on the 

attention mechanism which was introduced first in a work by Vaswani 
et al. in 2017 called Attention Is All You Need [4].

Transformers, like other neural network architectures [36], are 
based on an encoder-decoder model, where the encoder is responsible 
for analyzing a sequence of input data and obtaining an encoding, and 
the decoder is responsible for obtaining an output from the encoding. 
As its structure suggests, this model is mainly aimed towards the 
translation or transformation of the input into a similar output [37], 
that is, computing different representations of the input data. However, 
the decoding process can be adapted to a much greater variety of tasks.

In the field of NLP, the transformer architecture is used to solve 
multiple tasks including text classification [38], translation [39], 
question answering [40], summarization [41] or text generation [42]. 
In this study, we focus on text classification.

As described in the study by Vaswani et al. and applied to our 
problem, given an embedding matrix E with embeddings of size de for 
tokenized texts, self-attention is calculated as described in (1).

 (1)

As we can see in equation (1), σ is the softmax function. For multi-
head attention, tree matrices Q, K, V will be linearly projected from 
E for each head i ∈ {1, …, h} by means of transformation matrices Wi 
(three in total for each head). Therefore, there will be 3h matrices that 
will be learned by the model. Attention is computed then not as self-
attention but as regular attention, as shown in (2).

 (2)

The results are then concatenated and projected back to the original 
shape. The original proposal uses 8 attention heads. This process does 
not imply a big increase in the total operation time as the size of the 
computations in each head is reduced by the projections. Finally, the 
outputs are passed through densely connected layers until the final 
probabilities for text classification are obtained.

In other architectures like recurrent networks or convolutional 
networks, the text input is analyzed sequentially or by segments, 
which often causes the loss of early information due to the problem 
of vanishing gradient [43]. In the transformer architecture, by only 
making use of attention as described above, the whole text is processed 
in one go, which allows greater precision for analyzing the relative 
position and meaning of big texts.

Not only that, but transformers have also found great success 
in other fields that do not involve the processing of text, like the 
processing of audio, mainly in the field of speech recognition [44], 
the processing of images [35], [36] or even other kinds of sequence 

generation like chemical chains [45]. Lin et al. [46] present a survey 
of the most relevant contributions to the attention mechanism and the 
transformer architecture over the past few years.

In the field of NLP, most research has been centered around 
developing pre-trained models [47]. These models are still being 
researched as of today for the creation of more accurate language 
representation models that can be fine-tuned for a large number of 
different problems. 

In this work, our goal is to craft a transformer architecture model 
much simpler and smaller than the mentioned models, and show that 
for specific problems, there is no need to obtain a model that can 
contain a whole language representation, just the information needed 
for said problem. Additionally, we want to show that the transformer 
architecture is very powerful no matter the size of the model and 
that it also works for smaller problems without millions or billions of 
trainable parameters.

III. Proposal

This section details our proposal, offering a view of the process of 
preparing the dataset, an in-depth description of the model created 
and the details of the computation of ratio score and evaluation 
metrics used for comparisons.

A. The Datasets
This subsection details the datasets used for this work: the tweet 

dataset, the Datafiniti review dataset [48] and the Amazon review 
dataset [49].

1. Tweet Dataset
In our study, we use the tweet dataset offered by Philander & 

Zhong [8]. The dataset contains the tweets tagging hotels in Las Vegas 
within two periods of time: from August 16, 2013, to September 13, 
2013, and from October 25, 2013, to November 15, 2013. However, no 
kind of labelling was included, so we opted for manually classifying 
some of them to be able to employ a machine learning algorithm. We 
started with 2701 classified tweets, 2014 of which are positive, 250 are 
negative and 437 are neutral.

We use this dataset as the main dataset so that we can compare 
our method with the method proposed by Philander & Zhong under 
similar data, so that the results are not biased towards our model, and 
we can make a fair comparison between their manual classification 
method and our deep learning model. 

We want to clarify that the manual classification took into account 
emojis, exclamation marks, ironies and other colloquial expressions. In 
order to carry out this classification, a standard was followed as it was 
done by several members of the team in different periods of time. This 
standard is divided into four different classifications for each tweet:

Positive tweets: we decided to classify as positive tweets those that 
had a clear and undoubtedly positive feeling towards their stay at the 
hotel. We encountered many tweets of people that are just happy or 
attracted by some celebrity or contest that is popular at that moment. 
Those tweets do not necessarily have anything to do with their opinion 
on the hotel and therefore have not been classified as positive. Some 
other tweets talk about their excitement of staying in the hotel for the 
first time, these tweets have not been categorized as positive either as 
we understand that they do not provide any information on features 
of the hotel or their stay as they have not been there yet. Tweets that 
speak positively about the hotel’s facilities or the hotel’s service have 
been classified as positive.

Negative tweets: following the pattern of positive tweets, both 
events and famous people mentioned negatively in the tweets have 
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not been classified as negative. There was a problem mentioned in the 
work by Philander & Zhong [8], which alerted us of the low number of 
negative tweets. Due to this, in this classification we were less strict in 
classifying a tweet as negative, classifying one as such at the slightest 
hint of doubt or discomfort from a customer.

Neutral tweets: in this category are all tweets that do not meet the 
conditions for the other sentiments since we understand as neutral all 
tweets that do not talk about the hotel or do not say anything significant 
about it. Tweets that only tag the hotel but do not explicitly talk about 
it are classified as neutral since they do not reflect a sentiment on 
the hotel but are useful nonetheless for learning to separate opinions 
about the hotel from opinions about something else. Tweets that say 
both positive and negative things about the hotel but do not clearly 
emphasize one of the two are also classified as neutral.

Tweets that did not fit in any field were deleted, as there are some 
that are either empty or do not include any type of information, 
neither about the hotel nor about any other topic, or were written 
in a language other than English. There were also tweets that were 
too ambiguous, and we would not be able to add them to any of the 
sentiments described, so in order not to include unnecessary noise in 
the training data, these tweets were also deleted. Table I shows some 
examples of tweets as manually classified by us.

TABLE I. Examples of Tweets Classified by Hand

Positive

“@AriaLV loved every minute about staying at the Aria very safe modern 
and overall great atmosphere will stay there again!!”
“So excited for Vegas now! Looking forward to staying at the best hotel on the 
strip @TheMirageLV”
“What a beautiful day in #Vegas. The sun is shining our pool is #Shimmering 
and we have #rooms to sell @TropLV ! What could be better?”

Negative

“Hey @HardRockHotelLV your customer service leaves MUCH to be desired. 
If #Pubcon is smart you won’t be the partner hotel next year.”
“@RivieraLasVegas Did you ever replace the lamp in room 3533? Might 
wanna clean the puke off the walls too. So gross!”
“@AriaLV @myVEGAS no.. but a nice stay would thankful for once :)”

Neutral

“Hey @TropLV I love your hotel, but the service in your beach cafe was 
atrocious tonight. You guys are better than that.”
“Went to @Rock_Vault @LVHHotelCasino...photo with @RobinMcauley from 
Survivor #80srock”
“The Eiffel Tower at @parisvegas will award lucky 10 Millionth visitor with 
trip for 2 to Paris, France. Learn...”

2. Datafiniti Review Dataset
The Datafiniti reviews [48] in the dataset were categorized into 

star ratings between 1 and 5. We refer to the Likert scale [51], which 
stipulates that on a 5-point scale, each extreme represents an opposing 
opinion, in this case, positive and negative, at the intersection of these 
extremes, point 3, represents an opinion that is indifferent to the 
subject or, in many cases, neutral.

Thus, following this scale, we decided to classify 1-to-2-star reviews 
as negative, 3-star reviews as neutral and 4-to-5-star reviews with 
positive sentiment. In the end, the dataset has 6048 negative reviews, 
5709 neutral reviews and 22429 positive reviews.

3. Amazon Review Dataset, Hugging Face
Similarly, to the Datafiniti dataset [48], the Amazon dataset [49] 

contained reviews with star ratings. We used the same method of 
classification as before, marking reviews from 1 to 2 stars as negative, 
reviews with 3 stars as neutral and those from 4 to 5 stars as positive.

B. The Attention-based Transformer Model
We use a neural network structure based on self-attention as 

proposed by Vaswani et al. [4]. The transformer architecture makes 
use of self-attention, which by computing the dot product of every 
pair of tokens, is able to process relationships between elements 
at any distance, something that other models like recurrent and 
convolutional networks struggle with. This is a very important feature 
in the representation and understanding of natural language, which is 
the main reason why we opt for the transformer architecture in this 
study [4]. 

According to Vaswani et al. [4], the computational efficiency per 
layer and precision also improves that of other models, which added to 
the fact that our available computational power is not great, and tweets 
are short and require higher precision, serves as another reason for 
our choice. We consider using other architectures, classical recurrent 
networks like LSTM or convolutional networks, but since those are 
nowadays less efficient and, unlike transformers, have trouble scaling 
to bigger inputs, we in the end opted for the transformer architecture 
being a successful newer and very interesting approach.

The network structure consists of a single transformer block 
with 11 attention heads as described in their study, with the main 
difference being that we use learned embeddings of dimension 12 for 
positional encoding (as well as token encoding) instead of sine and 
cosine functions. These vectors of dimension 12 are able to capture 
the information and context of the tokens in a continuous space 
without unnecessarily over-increasing the complexity of learning 
the transformation. Token embeddings and position embeddings are 
added and fed to the multi-head attention layer, the output of which 
is then passed through a dropout layer and a normalization layer 
before being used as an input for the feed-forward layers. The fully 
connected layers inside the transformer blocks contain 768 neurons 
as proposed by Devlin et al. [25]. After experimenting with different 
sizes, we decided against decreasing the size of these layers, since 
they contribute greatly to the mapping of features extracted by the 
attention layers to the outputs. Residual connections are used around 
the multi-head attention layer and the feed-forward layer inside the 
transformer block. The output is fed to an average pooling layer to 
reduce its dimensionality to a 1d vector of size 12 (the dimension of 
the learned embeddings) which integrates all the information obtained 
from the transformer block, and through a 16-neuron feed-forward 
layer that is fully connected to the final 3 probabilities, which are 
obtained by a SoftMax function. Fig. 1 offers a visualization of the 
described model structure. 

The data goes through a preprocessing stage before entering the 
neural network. The tweet texts are first cleaned of all tags starting 
with “@” and hyperlinks starting with “http” since these only add 
noise to the tweets, and then we make use of the Keras [52] text 
tokenizer for tokenizing the tweets in our dataset. We decide to leave 
the hashtags starting with “#” since they can carry information related 
to the sentiment expressed in the tweets [53]. The vocabulary size 
used for tokenizing the tweets is 20,000 words, which we found to 
be an appropriate size for our problem, given that tweets are usually 
not very long, but they contain a large range of words that are not 
necessarily part of the English language (like abbreviations, Internet 
slang, emoticons, and so on). Tokenized tweets are then padded to a 
length of 20 tokens. This length was chosen for allowing a slightly 
above average number of words in a maximum-length tweet (the 
average for the English language was 17 words when the maximum 
tweet length was 140 before being increased to 280 in 2017) while not 
dramatically increasing the neural network input size. For the analysis 
of longer format reviews or posts, the text will still be padded to 20 
tokens, possibly causing some loss of information in some cases where 
the sentiment is expressed in the latter part of the text. In those cases, 
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we recommend increasing the maximum input length and slightly 
increasing the complexity of some layers so that the whole text can be 
processed with similar representational power.

Our contribution consists in the use of a manually created neural 
network based on the transformer architecture. We perform a study 
of the different parameters and structures of the model using a grid 
search method and arrive at the model described above. With this 
approach, we manage to achieve better results than those obtained in 
the study by Philander & Zhong [8] and other more complex models 
while drastically lowering the number of trainable parameters and 
thus, the time needed for training and making predictions.

Text

Output
probabilities

Text cleaning

Tokenizing

Token embedding Position embedding

+

+

+

Padding

Multi-head a�ention

Dropout

Dropout

Dropout

Dropout

Avg pooling

Fully connected layer

Fully connected layerNormalization

Neural network

Fig. 1. Model architecture.

C. Ratio Score
The resulting classified tweets are used for computing a ratio score 

for each of the hotels in the dataset. The calculations are similar to 
the ones proposed by Philander & Thong [8]. They propose the ratio 
score of a hotel as the quotient between the total number of positive 
tweets and the total number of negative tweets related to a hotel. It is 
formally defined in (3), where n is the total number of tweets related 
to hotel h, pi is the number of positive words in tweet t and ni is the 
number of negative words in tweet i. For a predicate p, the function 1p 
is defined in (4).

 (3)

 (4)

We use this definition in some of our experiments for a fair 
comparison between the method proposed by Philander & Thong [8] 
and our model.

However, since our model does not only obtain the label of the 
text, but instead obtains the probability that the model considers for 
each of the labels, we propose a new method for calculating the ratio 
score of each hotel that is much more flexible and makes use of the 
probabilities to obtain a much more informative representation of the 
ratio score.

Instead of computing the ratio between the number of positive 
tweets and the number of negative tweets for each hotel, we consider 
the probability obtained by the model of each label for each tweet. 
That is, the new ratio of a hotel is calculated as shown in (5), where 
n is the total number of tweets related to hotel h and li is the label 
obtained for tweet i.

 (5)

The regular ratio score is a very rigid method of scoring hotels since 
it can only classify tweets as positive or negative and every tweet has 
the same weight towards the final score. Since not every positive tweet 
is equally positive and not every negative tweet is equally negative, 
we put forward this method that computes “how positive” and “how 
negative” each tweet is, regardless of its final classification. Thus, 
we intend for this method to perform better at predicting relative 
performance between hotels than the regular ratio score. 

D. Evaluation Metrics
In the following experimentation, we propose the usage of two 

metrics to evaluate and compare the performance of different models: 
accuracy on the validation set and the Spearman correlation coefficient 
with a TripAdvisor ranking.

Validation accuracy is a very popular metric for the evaluation of 
machine learning algorithms in classification problems. It computes 
the ratio of correctly predicted samples among all the samples in the 
validation set, that is, not including the samples used for training. 
More formally, the validation accuracy is defined in (6), where V is 
the validation set, yi is the expected output of sample i and  is the 
predicted output for sample i.

 (6)

We make use of this metric as a method of gauging how reliable the 
models are at correctly predicting the sentiment in individual tweets.

On the other hand, for a more global evaluation, we compute the 
Spearman correlation coefficient. We choose this metric for a fair 
comparison to the study by Philander & Zhong, since it is the metric 
that they propose for comparing rankings. This coefficient is defined as 
the Pearson correlation coefficient between the ranking of the values in 
each variable. We can take the Pearson coefficient as the expression in 
(7), where σ is the standard deviation and cov is the covariance.

 (7)

Equation (8) then shows the definition of the Spearman correlation 
coefficient, where R(x) is the ranking of variable x ordered by its value.

 (8)

We compute this coefficient by taking as X the ratio score of every 
hotel, calculated as described in the previous section, and taking as Y 
the TripAdvisor score obtained from the study of Philander and Zhong 
[8]. The coefficient is always contained in the interval [-1, 1], meaning 
a weak correlation in values close to 0, a strong negative correlation 
(rankings move in opposite directions) in values close to -1 and a 
strong positive connection (rankings move in the same direction) in 
values close to 1.

This metric obtains a more general view on how accurate the 
models are at predicting the relative quality of hotels. We opt for using 
both proposed metrics as they serve as a means of evaluating different 
aspects of the goodness of the models. However, in the experimentation 
phase, we put more focus on the Spearman coefficient for comparison 
purposes, given that the more general goal of the study [8] we aim to 
compare our models with, is obtaining an accurate overview of the 
relative performance of hotels between themselves.
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IV. Experimentation

Our goal is the application of machine learning to tweet labelling 
to improve the results obtained by Philander & Zhong [45]. This study 
makes use of a random selection of tweets from the dataset presented 
by them, containing a total of 2701 tweets, of which 2014 are positive, 
250 are negative and 437 are neutral. Only part of the tweets has 
been selected so that enough of them are left for predicting. We use 
a random selection of 80% of those tweets as training samples for our 
machine learning system and the remaining 20% for testing. 

After training, the remaining tweets are classified and labelled by 
the system. In another approach for attempting to train our model with 
more data, we also make use of an external dataset from Datafiniti [48] 
containing hotel reviews and classify our tweets by the model trained 
with said dataset. After all the tweets are classified, we obtain the 
ratio score of each of the hotels with the two methods described in the 
proposal. With these ratios we compute the proposed metrics, and, in 
the end, we compare the complexity and time needed for each model. 
In brief, we train the same model with the two described datasets 
separately and predict the remaining tweets for comparing the results.

As the datasets are imbalanced towards positive labels, we attempt 
to mitigate the difference in number of samples by class by applying 
greater training weights to the samples that have “negative” and 
“neutral” labels. However, we find that despite not affecting the 
average results much, it has a negative impact on the prediction for 
relative performance of hotels. We believe this is possibly caused by 
overfitting on negative and neutral tweets due to applying greater 
weights to each of them, which would in turn cause the model to 
mistakenly predict some tweets as negative or neutral that are related 
to the overfit samples. When this happens for a tweet that is closely 
related to one particular hotel, it can cause its ratio score to drop 
dramatically. For this reason, we leave the number of tweets for each 
label as is, since we observe that the models still manage to correctly 
learn to predict negative and neutral tweets as well. 

A. Hardware
We run the computational experiments on a 64-bit Windows Server 

2016 with two Intel Xeon Silver 4208 CPUs at 2.1GHz and 6GB of RAM 
memory. It should be noted that no CUDA-compatible graphics unit is 
present, so all computing is done in the specified CPU. Every instance 
of the experiments is run on the same machine for a fair comparison 
of time and efficiency.

B. Metric Measurement
This section presents the results obtained in terms of validation 

accuracy and Spearman correlation coefficient.

1. Single Results
In a first instance of experimentation and for a better adjustment 

of our model, we carry out a single execution of the training and 
evaluation process several times. In order to ensure that the results are 
deterministic and that they are not influenced by random variation, 
we employ a random seed and execute every instance over it.

Philander & Zhong [8] offer the Spearman correlation coefficient 
(ρ from now on) between their obtained score for each hotel and 
the TripAdvisor score at the time as the validation metric. For a 
fair comparison, in a first instance, we compute the ratio score as 
proposed by them. With the same TripAdvisor score (obtained from 
their article [8]) and our own obtained ratio score for each hotel, we 
manage to obtain a ρ of 0.601 (p = 0.0001) between our hotel ranking 
and the TripAdvisor ranking, which we consider a high correlation 
considering that the mean score among TripAdvisor reviews does not 
always necessarily match the general sentiment expressed by people 

on Twitter. Table II shows some examples of the classification of 
tweets by our model.

TABLE II. Examples of Tweets Classified by Our Model

Positive

“VEGAS I just got back and stayed at and it was AMAZING Vegas is perfect 
for bachelorette parties”
  - Pos: 86.93%; Neg: 2.29%; Neu: 10.78%.
“loved every minute about staying at the Aria very safe modern and overall 
great atmosphere will stay there again” 
  - Pos: 82.36%; Neg: 3.56%; Neu: 14.08%.
“Absolutely loved the rooms Luxury”
  - Pos: 69.1%; Neg: 7.22%; Neu: 23.68%.
“I’ve stayed in a lot of nice places but might just be the nicest... Only problem 
is I get lost ALL THE TIME. #itshuge”
  - Pos: 41.99%; Neg: 22.26%; Neu: 35.73%.

Negative
“Where is the ‘clean window’ button in my room? ;)” 
  - Pos: 23.77%; Neg: 41.06%; Neu: 35.17%.
“Good morning from It’s a beautiful day, but I think the windows need 
washing :/” 
  - Pos: 33.14%; Neg: 36.08%; Neu: 30.78%.
“#APALAcon13 has joined workers ; No contract, no peace 
#CantStopWontStop”
  - Pos:18.37%; Neg:47.56%; Neu:34.06%.
“on my do not serve list. Doorman talked 2 fares into a shuttle who we’re 
asking for a cab. Then told me to shut the fuck up”
  - Pos: 0.71%; Neg:82.28%; Neu:10.59.
“No microwave AND no fridge? I know this is only the Manor Motor Lodge 
at but STILL...”
  - Pos: 18.63%; Neg:46.46%; Neu:34.90%.

Neutral

“Hey-o happy hour Drinking a 312 Urban Wheat Ale by atwashing :/” 
  - Pos: 28.95%; Neg: 32.6%; Neu: 38.44%.
“See you in November :))”
  - Pos: 30,44%; Neg: 33.09%; Neu: 36,46%.
“Caught some of the set. Awesome voice. #tingling”
  - Pos: 38.31%; Neg: 19.79%; Neu:41.88%.
“The commercial on MTV with ML’s original don playing in the 
background literally just blew my mind #ilovevegas”
- Pos: 28.57%; Neg: 30.41%; Neu: 41.00%.

We make a ratio score calculation as they did in the original work, 
in which we add one to the total score of that hotel if the tweet 
mentioning that hotel is classified as positive and subtract one if the 
tweet is negative, if the tweet is neutral, we neither add nor subtract, it 
remains the same, as seen in the ratio score formula given by Philander 
& Zhong [8].

Further experimentation was carried out for more reliable 
validation. We applied the pre-trained state-of-the-art transformer 
model developed by Sanh et al. [6] to our problem, following two 
different approaches: fine-tuning the model with further training on 
a dataset containing Amazon reviews [49] and their sentiment and 
fine-tuning it with our own manually classified tweets. This model 
was created following the template provided by HuggingFace [7] 
and adapted to the problem by us. The fine-tuning on the Amazon 
dataset [27] manages a 0.735 accuracy on our classified tweets, and 
a borderline non-significant ρ of 0.338 (p=0.05) with the TripAdvisor 
ranking. The fine-tuning on our own tweets reports a 0.808 accuracy 
and a ρ of 0.447 (p=0.007). As these results show, the accuracy on 
the validation data is slightly higher in the fine-tuned model than in 
our own model, but the Spearman correlation with the TripAdvisor 
ranking is significantly lower. Despite the accuracy being roughly the 
same, we can observe that the fine-tuned model makes more negative 
predictions. This greatly influences the score since the positive-
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negative ratio is usually greater than 1, and so this model does not do 
as well as our own in terms of the Spearman coefficient.

For our own model, we studied the option of training the neural 
network with a different bigger dataset from Datafiniti [48]. This 
dataset contains around 35000 hotel reviews that we classify as 
positive, negative, and neutral according to their star rating. We 
decided to observe the result that this new training obtains to rule out 
one of the possible areas for improvement, which would be increasing 
the number of manually classified tweets and having a larger dataset. 
The results were slightly worse than those of the tweet dataset but 
still better than the other models and methods, obtaining a validation 
accuracy of 0.706 on our own tweets and a ρ of 0.569 (p = 0.0004) 
between the obtained ranking and the TripAdvisor ranking, which a 
priori rules out the problem of having a small dataset used for training 
in our approach. Table III shows the comparison between all the 
results presented thus far.

TABLE III. Validation Accuracy and Spearman Correlation for Each 
Model

Model Spearman p Val accuracy
Philander & Zhong 0.501

DistilBERT (Amazon) 0.338 0.735
DistilBERT (tweets) 0.447 0.808
Our model (tweets) 0.601 0.803

Our model (Datafiniti) 0.569 0.706

However, we suspect that the improvements achieved by the 
adjustments made over a single deterministic instance, while relevant 
to the problem at hand, might not completely reflect the general 
performance of the model for other cases, since we are optimizing 
the parameters for only that one case. Thus, for further validation, 
we make several random executions and compute the average results 
obtained.

2. Average Results
To get more representative data, we run 25 iterations of each model, 

under the same conditions. As expected, we obtain somewhat lower 
results in some models than those previously mentioned using a 
specific random seed. We obtain a mean of the iterations for making 
more representative comparisons between models. Table IV shows 
the average validation accuracy and average Spearman correlation 
coefficient obtained.

TABLE IV. Average Validation Accuracy and Spearman Correlation 
for Each Model

Model Spearman ρ Val accuracy
Philander & Zhong 0.501
DistilBERT (Amazon) 0.2855 0.8288
DistilBERT (tweets) 0.4386 0.8288
Our model (tweets) 0.4713 0.7639
Our model (Datafiniti) 0.5763 0.7108

In terms of the Spearman coefficient, the best result is obtained by 
our model trained with the Datafiniti dataset [48] with a ρ of 0.5763, 
the next would be our model trained with the tweets dataset [4] with 
a result of ρ=0.4713, and finally, both models that use DistilBERT [8] 
either trained with our data [4] or with Amazon reviews [49], for 
which Spearman results are ρ=0.4385 and ρ=0.2855 respectively. 

After observing the data, we can conclude that our approach is 
superior to the one used in the original work [4], which obtains a ρ 
of 0.501, and superior to DistilBERT’s model [6] which, when trained 
with our data [4], does not reach the spearman result obtained in the 
original work [4] (ρ=0. 4385). And lastly, within our model, the one 
trained with Datafiniti [48] (ρ=0.5763) is superior to the one trained 

with our tweets [8] (ρ=0.4713), so we can suggest that the results 
would be greatly benefitted from possessing more training data and 
that the formal review format could potentially be more accurate 
for predicting the general opinion on hotels than tweets. A possible 
reason for this phenomenon might be that formal language is more 
standardized and carefully written than informal language seen in 
social networks, which usually includes slang and misspelt words are 
very frequent, making training harder.

After these experiments, we obtain the average ratio score for each 
hotel across all executions for obtaining a more representative ranking 
of the hotels. In Table V we present a view of the TripAdvisor scores, 
the ratio scores by Philander & Zhong [8] and our ratio scores. 

TABLE V. Ratio Score of Hotels by Each Model

  TripAdvisor Philander 
& Zhong

Our 
model 

(tweets)

Our model 
(Datafiniti)

Palazzo Las Vegas 88 7.04 97.4168 48.6633

Bellagio Las Vegas 88 9.6 27.4728 35.9129

M Resort Spa Casino 87 5.96 33.4462 38.7507

Red Rock Las Vegas 85 10.22 80.2095 27.3824

Venetian Las Vegas 85 8.66 229.6565 27.6740

Aria Las Vegas 84 10.72 39.7088 36.5600

Wynn Las Vegas 84 6.79 44.8549 19.3175

South Point Hotel 84 5.88 103.8230 21.4435

The Mirage 84 4.9 75.6752 19.6242

MGM Grand Hotel 81 4.41 210.1098 29.3816

Tropicana Las Vegas 80 11.1 70.2524 22.4831

NYNY Vegas 79 5.08 48.8507 25.1627

Golden Nugget 79 3.13 14.6022 15.7709

The Cosmopolitan 77 5.2 75.4652 29.7664

Mandalay Bay Resort 74 5.78 79.9043 25.5889

Paris Las Vegas 73 9.9 18.0115 23.6796

Treasure Island 72 6.66 25.2909 18.3458

Caesars Palace 72 6.08 34.5140 24.0737

Monte Carlo Resort 70 6.81 29.6825 19.8006

Planet Hollywood 68 3.39 33.5736 16.6929

Bally’s Las Vegas 68 2.62 21.1096 8.6210

Stratosphere Hotel 66 6.05 77.9540 22.8341

Palms Casino Resort 66 5.24 240.7661 29.1991

Hard Rock Hotel LV 64 2.64 46.5190 16.5550

Harrah’s Las Vegas 63 4.03 14.7001 13.2363

Luxor Hotel & Casino 60 6.1 72.4207 23.3794

Circus Circus 60 5.68 28.3268 17.2063

Excalibur Las Vegas 60 5.53 18.1248 22.3499

Rio Las Vegas 59 4.61 55.3870 16.3660

Flamingo Las Vegas 55 5.42 13.6495 11.7607

Hooters Casino Hotel 55 4.64 16.1221 10.7504

Riviera Las Vegas 48 5.23 34.4220 26.4814

LVH Hotel & Casino 47 5.86 26.7072 20.7079

The Quad Las Vegas 43 2.57 5.2856 9.0395

With the scores in the fourth and fifth columns, we calculate the 
Spearman correlation coefficient again against the TripAdvisor scores 
in the second column, obtaining 0.48099 by training with our tweets 
and 0.60969 by training with the Datafiniti dataset [48] in this case. 
From these results, we can observe that the extensiveness of the 
training data affects the model’s capability for obtaining relative 
performances to a great extent. Table VI offers a visualization of the 
rankings predicted by each model.
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TABLE VI. Ranking of Hotels by Each Model

TripAdvisor Philander 
& Zhong 

Our 
model 

(tweets)

Our model 
(Datafiniti)

Palazzo Las Vegas 1 7 5 1
Bellagio Las Vegas 2 5 24 4
M Resort Spa Casino 3 14 21 2
Red Rock Las Vegas 4 3 6 9
Venetian Las Vegas 5 6 2 8
Aria Las Vegas 6 2 17 3
Wynn Las Vegas 9 9 16 23
South Point Hotel 7 15 4 19
The Mirage 8 25 9 22
MGM Grand Hotel 10 28 3 6
Tropicana Las Vegas 11 1 12 17
NYNY Vegas 12 24 14 12
Golden Nugget 13 31 32 29
The Cosmopolitan 14 23 10 5
Mandalay Bay Resort 15 17 7 11
Paris Las Vegas 16 4 29 14
Treasure Island 18 10 26 24
Caesars Palace 17 12 18 13
Monte Carlo Resort 19 8 22 21
Planet Hollywood 20 30 20 26
Bally’s Las Vegas 24 33 27 34
Stratosphere Hotel 22 13 8 16
Palms Casino Resort 21 21 1 7
Hard Rock Hotel LV 23 32 15 27
Harrah’s Las Vegas 25 29 31 30
Luxor Hotel & Casino 26 11 11 15
Circus Circus 27 18 23 25
Excalibur Las Vegas 28 19 28 18
Rio Las Vegas 29 27 13 28
Flamingo Las Vegas 30 20 33 31
Hooters Casino Hotel 31 26 30 32
Riviera Las Vegas 32 22 19 10
LVH Hotel & Casino 33 16 25 20
The Quad Las Vegas 34 34 34 33

3. Ratio Score Computation Using Probabilities
We propose a new method for calculating the ratio score of hotels, 

as described in the proposal. Using this method, we repeat the average 
measurements conducted previously, using again an average of 25 
iterations. This method of calculating the ratio score will only be 
applied to our model as it is the one with the best ratio score results.

We do not take into account the validation accuracy and time since 
this change only affects the Spearman coefficient and the rest remains 
unchanged. We prefer to focus on the ratio score of the hotels as it is 
the measurement we use to compare ourselves with both TripAdvisor 
and the approach by Philander & Zhong [8], and for practical purposes, 
it is a very good indicator for a hotel to know its evaluation.

 TABLE VII. Comparison of Spearman Coefficients With Different 
Ratio Score Calculations 

System Spearman ρ
Philander & Zhong [8] 0.5010
Our model (tweets, regular method) 0.4713
Our model (Datafiniti, regular method) 0.5763
Our model (tweets, new method) 0.5311
Our model (Datafiniti, new method) 0.6106

As can be observed in Table VII, our new method of computing 
the ratio score improves the average results obtained, especially for 
the tweet dataset. As we did before, we also obtain the average ratio 
scores by means of this new method for each hotel, obtaining the 
results shown in Table VIII.

TABLE VIII. New Ratio Score of Hotels by Each Model

  TripAdvisor Philander 
& Zhong

Our 
model 

(tweets)

Our model 
(Datafiniti)

Palazzo Las Vegas 88 7.04 21.3194 6.7282

Bellagio Las Vegas 88 9.6 16.9642 7.2440

M Resort Spa Casino 87 5.96 15.4200 6.5445

Red Rock Las Vegas 85 10.22 22.1321 6.4168

Venetian Las Vegas 85 8.66 22.6369 6.4919

Aria Las Vegas 84 10.72 15.5908 6.9443

South Point Hotel 84 5.88 17.3179 5.3535

The Mirage 84 4.9 19.4905 6.2074

Wynn Las Vegas 84 6.79 14.4221 5.7305

MGM Grand Hotel 81 4.41 17.9841 5.4712

Tropicana Las Vegas 80 11.1 18.5516 7.5564

NYNY Vegas 79 5.08 16.8442 5.8826

Golden Nugget 79 3.13 8.8946 4.9302

The Cosmopolitan 77 5.2 18.5545 6.0684

Mandalay Bay Resort 74 5.78 17.2724 5.8667

Paris Las Vegas 73 9.9 12.3846 5.9012

Caesars Palace 72 6.08 14.5638 6.5781

Treasure Island 72 6.66 13.3477 5.4290

Monte Carlo Resort 70 6.81 13.6617 5.9256

Planet Hollywood 68 3.39 12.8227 5.2006

Palms Casino Resort 66 5.24 22.1213 5.4528

Stratosphere Hotel 66 6.05 19.8981 5.5520

Hard Rock Hotel L 64 2.64 15.4029 4.8764

Bally’s Las Vegas 68 2.62 10.3494 3.8094

Harrah’s Las Vegas 63 4.03 10.1939 4.7356

Luxor Hotel & Casino 60 6.1 17.3746 5.6681

Circus Circus 60 5.68 14.2205 5.6515

Excalibur Las Vegas 60 5.53 11.1029 5.5503

Rio Las Vegas 59 4,61 13,4598 4,8241

Flamingo Las Vegas 55 5,42 9,7044 4,7637

Hooters Casino Hotel 55 4,64 10,4948 4,1472

Riviera Las Vegas 48 5,23 14,9554 6,4636

LVH Hotel & Casino 47 5,86 15,1780 5,4890

The Quad Las Vegas 43 2,57 4.3803 4,2604

Lastly, we compute the Spearman coefficient with these new 
ratio scores, obtaining 0.57978 for the tweet dataset and 0.64121 for 
the Datafiniti dataset [48] . With these results, we can conclude that 
our model performs much better in terms of accurately predicting 
the relative positiveness of opinions about hotels. Table IX offers a 
visualization of the rankings obtained by different models compared 
to the actual TripAdvisor ranking.
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TABLE IX. New Ranking of Hotels by Each Model

  TripAdvisor Philander 
& Zhong

Our 
model 

(tweets)

Our model 
(Datafiniti)

Palazzo Las Vegas 1 7 4 4
Bellagio Las Vegas 2 5 13 2
M Resort Spa Casino 3 14 16 6
Red Rock Las Vegas 4 3 2 9
Venetian Las Vegas 5 6 1 7
Aria Las Vegas 6 2 15 3
South Point Hotel 7 15 11 25
The Mirage 8 25 6 10
Wynn Las Vegas 9 9 21 16
MGM Grand Hotel 10 28 9 22
Tropicana Las Vegas 11 1 8 1
NYNY Vegas 12 24 14 14
Golden Nugget 13 31 33 27
The Cosmopolitan 14 23 7 11
Mandalay Bay Resort 15 17 12 15
Paris Las Vegas 16 4 27 13
Caesars Palace 17 12 20 5
Treasure Island 18 10 25 24
Monte Carlo Resort 19 8 23 12
Planet Hollywood 20 30 26 26
Palms Casino Resort 21 21 3 23
Stratosphere Hotel 22 13 5 19
Hard Rock Hotel LV 23 32 17 28
Bally’s Las Vegas 24 33 30 34
Harrah’s Las Vegas 25 29 31 31
Luxor Hotel & Casino 26 11 10 17
Circus Circus 27 18 22 18
Excalibur Las Vegas 28 19 28 20
Rio Las Vegas 29 27 24 29
Flamingo Las Vegas 30 20 32 30
Hooters Casino Hotel 31 26 29 33
Riviera Las Vegas 32 22 19 8
LVH Hotel & Casino 33 16 18 21
The Quad Las Vegas 34 34 34 32

C. Complexity Results
Table X shows the average execution time of every model. As we 

can observe, our model obtains again the best results with an average 
of 19.28 seconds for the model trained with our tweets [8] and an 
average of 124.94 seconds for our model trained with Datafiniti [48] 
, while the DistilBERT model [6] takes 2092 seconds for training with 
our tweets and 2228 seconds for training with the Amazon dataset [49].

TABLE X. Average Run Time

Model Time (seconds)

DistilBERT (Amazon) 2228

DistilBERT (tweets) 2092

Our model (tweets) 19.28

Our model (datafiniti) 124.94

This gap between the models is due to the fact that the complexity 
of our proposed model in terms of number of parameters is a lot 
lower than that of general-purpose pre-trained models. Models like 
DistilBERT [6] greatly rely on running on CUDA-compatible graphics, 
which makes training on personal computer CPUs or small servers 
ridiculously slow even for very small datasets like our case.

As we can see in Table XI, which compares our model with some 
of the most used models. This comparison measures the number of 
parameters that each neural network uses to train each model, as we 
can see our model has only 0.2665 million parameters, compared to 
the 530000 million of Megatron-Turing NLG [7]. This is because we 
saw that we do not need such a complex network for our problem. 
Thanks to this, our execution time is negligible compared to the rest 
of the models. 

TABLE XI. Number of Trainable Parameters in Each Model

Model Number of parameters (in millions)

GPT [56] 110

GPT-2 [57] 1500

GPT-3 [47] 175000

BERT base [5] 110

BERT large [5] 340

DistilBERT [6] 66

Megatron-Turing NLG [7] 530000

Our model 0.2665

V. Conclusions and Future Work

We have created a simple attention-based neural network model 
following the Transformer architecture and applied it to the problem 
of analyzing the sentiment in tweets about hotels. 

We can conclude that our model, despite a low number of 
parameters of 266500, obtains a more accurate ranking score for the 
hotels than both the approach by Philander & Zhong and a big pre-
trained model like DistilBERT, measured by the Spearman correlation 
coefficient. Both training datasets, tweets and Datafiniti reviews, 
manage to improve the results obtained by every other option, with 
the more extensive dataset of Datafiniti reviews achieving superior 
results that the tweets dataset. 

In terms of validation accuracy on our own dataset, however, the 
DistilBERT model achieves slightly superior performance but is greatly 
outperformed in terms of training and execution time for processing 
the same dataset in the same system.

After reviewing the results obtained, we can conclude that for 
the problem of classifying the positivity of opinions about hotels in 
tweets, a very specific problem, using a neural network model based 
on Transformers with few parameters and simple layers is a better 
alternative than some basic NLP approaches and than complex pre-
trained models. 

As options for future work, we propose the following areas of 
research. Using other external datasets or increasing the number of 
classified tweets, might report more accurate results, since we have 
found that the tweet dataset performs considerably worse than the 
bigger review dataset. The model could also be trained with a dataset 
from Facebook, Instagram, or any other social network.

For the dataset used and our aim of efficiency, we believe to have 
reached a refined model configuration. However, increasing the 
model learning capabilities at the cost of greater complexity is bound 
to report more accurate results, as the results have shown that the 
DistilBERT model does. 

In a similar way, attempting to implement convolutional layers, 
recurrent layers or other systems for text classification is also an area 
that could be explored. Attempting to train a different model to include 
the analysis of linked pictures to support the classification of the text 
or taking threads into account could prove especially beneficial when 
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dealing with tweets. For improving on the TripAdvisor comparisons, 
training with reviews from TripAdvisor itself should report greater 
ranking accuracy than training with comments from a completely 
different site. 

The problem could also be updated to current times, obtaining the 
latest tweets tagging the hotel accounts and updating the TripAdvisor 
scores and ranking to reflect that of the current date. This could 
be done by means of a Domain Specific Language to automatically 
extracts tweets and generate a new dataset. 
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Abstract

Sea surface temperature (SST) is an important index to detect ocean changes, predict SST anomalies, and prevent 
natural disasters caused by abnormal changes, dynamic variation of which have a profound impact on the 
whole marine ecosystem and the dynamic changes of climate. In order to better capture the dynamic changes of 
ocean temperature, it’s vitally essential to predict the SST in the future. A new spatio-temporal attention graph 
convolutional network (STAGCN) for SST prediction was proposed in this paper which can capture spatial 
dependence and temporal correlation in the way of integrating gated recurrent unit (GRU) model with graph 
convolutional network (GCN) and introduced attention mechanism. The STAGCN model adopts the GCN model 
to learn the topological structure between ocean location points for extracting the spatial characteristics from 
the ocean position nodes network. Besides, capturing temporal correlation by learning dynamic variation of 
SST time series data, a GRU model is introduced into the STAGCN model to deal with the prediction problem 
about long time series, the input of which is the SST data with spatial characteristics. To capture the significance 
of SST information at different times and increase the accuracy of SST forecast, the attention mechanism was 
used to obtain the spatial and temporal characteristics globally. In this study, the proposed STAGCN model was 
trained and tested on the East China Sea.Experiments with different prediction lengths show that the model can 
capture the spatio-temporal correlation of regional-scale sea surface temperature series and almost uniformly 
outperforms other classical models under different sea areas and different prediction levels, in which the root 
mean square error is reduced by about 0.2 compared with the LSTM model.
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I. Introduction

The dynamics of the oceans, which make up about two-thirds 
of the planet, have an extremely important impact on climate, 

marine ecology, and the lives of the people around them. Sea surface 
temperature (SST) is an important index to detect ocean changes, predict 
SST anomalies, and prevent natural disasters caused by abnormal 
changes. Therefore, it’s significant to predict the dynamic change of 
SST in the future. Moreover, SST has played an indispensable role in 
the ocean-atmosphere interaction, that is, the exchange of matter, 
energy, and momentum between the ocean and the atmosphere [1] 
[2] [3]. As a result, changes in SST have incalculable impacts on global 
climate and marine ecosystem [4] [5] [6] [7]. Besides, SST predictions 
also has implications for applications related to the ocean, such as 
weather forecasting, fisheries, and marine environmental protection. 
Therefore, it’s critically necessary to predict dynamic changes of SST 
in the future to help people identify and prevent severe weather events 
such as drought in advance [8] [9], and it’s also of great significance for 
scientific research and applications [10]. However, due to the influence 

of many complex factors, such as sea surface heat flow, radiation, and 
solar wind, the prediction of SST is quite indefinite and challenging.

In recent years, SST prediction methods have been widely applied 
and attracted much attention further become an attractive field of 
marine research. Three kinds of methods are generally used to predict 
SST including the numerical method based on the mathematical 
model, the data-driven method using the historical model to predict 
SST in the future, and the method combining the two methods [11]. 
The numerical methods generally use kinetic and thermodynamic 
equations to exposit the dynamic changes of SST and then solve a 
series of differential equations which are difficult to solve due to they 
are usually sophisticated and require a large amount of computation. 
The data-driven method is mainly used to predict the future SST value 
from the perspective of data. This method builds the model by learning 
the relationships and patterns from the historical SST observation data 
and further uses the learned relationships model to approximate the 
future SST data. The data-driven method is less complicated than the 
numerical method and is suitable for the prediction of SST in high-
resolution areas. The data-driven method mainly predicts the future 
SST from the perspective of statistical data analysis, machine learning, 
and artificial intelligence algorithms. Among them, statistical data 
analysis techniques primarily contain the Markov model [12] [13], 
Empirical canonical correlation analysis [14] and regression model 



 Special Issue on AI-driven Algorithms and Applications in the Dynamic and Evolving Environments

- 65 -

[15] [16], etc. Classical machine learning methods including linear 
regression, support vector machine (SVM)[ [17],nonlinear regression 
model [18], and artificial neural network [19] are used to forecast 
future SST. Support vector machine (SVM) is a generalized linear 
classifier that classifies data based on supervised learning. Particle 
swarm optimization (PSO) algorithm is a random and parallel 
optimization algorithm based on population. Those two kinds of 
artificial intelligence methods are commonly used in SST prediction 
[17] [20]. The numerical method and machine learning method can 
also be combined [11] to better predict SST, but the prediction effect is 
similar to that using the numerical method.

With the continuous development and innovation of deep learning, 
the deep learning method has been mostly used in SST prediction due 
to its powerful ability to learn and model the relationship between data 
[21] [22] [23] [24]. Recurrent neural network (RNN) can effectively 
deal with time series prediction problems, but serious gradient 
vanishing or outbreak problems will occur when processing long time 
series data. As a variant of the recurrent neural network, a long short-
term memory (LSTM) network with recurrent structure and gating 
mechanism is proposed to solve the long-term time dependence 
problem, which can remember longer time series information 
and obtain better prediction results [25]. In order to simplify the 
complex structure of LSTM network, a gate recurrent unit (GRU) 
[26]with relatively unsophisticated gate structure was proposed. As 
an improved variant of the LSTM network, the GRU model not only 
retains the advantage of LSTM in long-term series memory but also 
has high computational efficiency, which alleviated the phenomenon 
of network overfitting and underfitting.Those model have been widely 
used in ocean surface temperature prediction [27] proposed a full-
connected LSTM (FC-LSTM), which is composed of LSTM layer and 
Full Connected layer. [26]designs an adaptive mechanism based on 
deep learning and attention mechanism to predict SST, which uses 
GRU encoder-decoder to obtain the static change of SST and apply 
dynamic influence link to acquire the dynamic variation for realizing 
the long-term prediction of future SST. [9]proposes an integrated 
learning model (LSTM-Adaboost) that combines the deep LSTM 
neural network with the Adaptive Boosting (AdaBoost) algorithm to 
predict the daily SST in the short and medium-term. Feng et al used 
time-domain convolutional network to achieve short-term small-scale 
SST prediction of the Indian Ocean [28]. Han et al. used convolutional 
neural network method to achieve regional prediction of Sea surface 
temperature, sea surface height and ocean salinity in the Pacific [29].

However, although these SST prediction models have achieved a 
good prediction effect, they only consider the time correlation but 
ignore the spatial dependency, so they cannot achieve high accuracy 
in predicting the dynamic changes of SST sequence data. Beside, 
the association structures constructed when capturing the spatial 
influence of adjacent nodes on the central node are not all standardized 
grid structures. For example, topology structures based on spatial 
association can be constructed when missing values exist. Therefore, 
in order to capturing spatial dependencies from complex topologies, 
the GCN was applied to obtain the spatial dependence from the SST 
series data of the ocean location points, an original SST prediction 
method named spatio-temporal attention graph convolutional network 
(STAGCN) based on ocean location points network was proposed 
in this paper. Specifically, the GCN is applied to capture spatial 
correlation from the ocean positions network with the topological 
structure. The GRU is used to capturing the temporal dependence 
from the dynamic changes of the SST time series data. In addition, the 
STAGCN model introduces an attention mechanism to learn global 
correlation, adjust and integrate global temporal information of SST 
for realizing accurate SST prediction tasks eventually.

The contribution of this paper can be summarized in the following 
two aspects: (1) A STAGCN model is designed to capture the global 
spatial and temporal dependence simultaneously for accurate SST 
prediction, which combines the GCN deep learning model with 
the GRU learning model and introduces an attention mechanism.
(2) The concept of a graph is applied to the field of SST prediction, 
and the topology structure network of ocean location points graph is 
constructed to obtain the spatial characteristics from SST time series 
by GCN model. Using 38-year time-series satellite data from some 
areas of the East China Sea, the experiments show that the STAGCN 
model can achieve preferable prediction results than the GRU model 
and the GCN model demonstrating that the STAGCN model has the 
ability to capture both time and space correlation from SST series data 
simultaneously, and can achieve desirable prediction effect for the 
short-term prediction of future SST.

The rest of the paper is organized as follows. Section II proposes the 
novel STAGCN model for SST prediction in detail. Section III describes 
the experiments and analyzes the results. Finally, Section IV gives the 
conclusion of the paper.

II. Method

A. Problem Clarification
In this study, the prediction of SST is to predict the sea surface 

temperature within a certain time in the future according to the 
historical SST time-series information.

The undirected graph G = (V, E) with no weights was used to describe 
a topological network composed of oceanic observation points, and 
each location represents a node in the graph, where V = v1, v2, ....,vN 
means all oceanic positions that correspond to the N vertices of 
the graph. E represents the correlation between ocean points 
corresponding to the edges between nodes in the graph, reflecting 
the connection between nodes at different positions. The connection 
relationship between nodes in the whole graph is represented by the 
adjacencies matrix A, the number of the rows and columns of which 
are determined by the number of nodes, and each value of which 
represents the connection relationship between nodes. The value of 
each item in the adjacency matrix A is either 0 or 1. 0 indicates that 
there is no direct connection between nodes and 1 expresses that there 
has a linkage between nodes.

The feature X P*N of the node in the topology graph corresponds to 
the SST value of each location point on the ocean positions network.
where N represents the length of the time dimension in oceanographic 
satellite data, and Xt ∈ Rt*N represents the SST value at time t.

The SST prediction problem can be regarded as looking for a 
mapping function f, which map the SST value in the historical time 
n to the SST value in the next T periods under the conditions of the 
topology diagram G of the ocean location points network and feature 
matrix X. Equation (1) refers to the SST prediction process:

 (1)

The left side is the historical SST value with the length n, from 
which the model learns the variation trend of SST, and the right side 
of the equation is the predicted future SST value with length T under 
the mapping condition.

B. The STAGCN Model
To capture global dynamic changes of the SST information, a novel 

STAGCN model combines graph convolutional network capturing 
spatial correlation and gated recurrent unit obtaining temporal 
dependence with attention model at the same time is proposed in this 
paper.In the STAGCN model, a layer of GCN network can be used to 
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obtain a better prediction effect, and Equation (2) refers to the specific 
convolution process:

 (2)

where f(X, A) express the final output of the GCN model, X is the 
eigenmatrix, A means the adjacency matrix of the graph convolution. 
ReLU(·) represents an activation function used to add linear factors 
to improve model expression.is the form of the adjacent matrix after 
further renormalization to avoid causing gradient explosion. W0 
represents the weight that needs to be trained in the progress of the 
graph convolutional network, whose first dimension F means the time 
series length of ocean data and second dimension G means the number 
of neural units in the output layer.

Specifically, the area we study is ocean location points graphs 
composed of position points determined by longitude and latitude, 
and the topological connection relationship between location points 
can be captured by the GCN network. The shaded part of the dotted 

line in Fig. 1 is a topological graph of a point in the simulated ocean 
location. It is assumed that the red dot 1 represents the central node 
in the topology diagram, and the green dots (the green dot in the 
shaded part of the dotted line) around it are the adjacent nodes. The 
interaction degree between the central node and the adjacent nodes 
can be obtained by GCN model. Then the GCN model captures the 
SST characteristic attributes of the topological structure and further 
acquires the spatial correlation from the location points network. 
The GRU model was adopted in this study to obtain the temporal 
dependence of SST data. The attention model is used to screen which 
moments of SST data are relevant, that is, to distinguish the importance 
of data at different moments, which improves the accuracy of the 
prediction and realize the SST prediction task based on the structure 
of the ocean location points graph. The specific spatial-temporal 
prediction process of the STAGCN model is shown in Fig. 2, where the 
distance function (Equation) was applied to calculate the adjacency 
matrix A1 that represents the connection relation between the position 
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points, the GCN-GRU represents the process of combining the output 
of the GCN model and the GRU model, and the FC express the fully 
connected layer.

First of all, the obtained adjacency matrix and the SST feature data 
Xi (i = t−n, ..., t−1, t) of n historical time series were taken as input, 
from which the GCN model capture the spatial information. Then, The 
input of the GRU model is replaced by the output of the GCN model 
to obtain the temporal characteristics of SST data. Equation (3) to (6) 
refer to the update gate, reset gate, cell state and output state at time t 
in the STAGCN model respectively.

 (3)

 (4)

 (5)

 (6)

where ut and rt express the update gate and reset gate, ht−1 means 
the output at previous time, ht means the state output at present t 
moment, ct represents the information be reserved from previous 
moment and present time. Function fgcn(·) express the graph 
convolution, Wu, Wr and Wc are the connection weights between the 
output of graph convolution and the previous output ht−1, bu, br and 
bc are the corresponding thresholds. Moreover, the final hidden state 
information of the GRU model is used as the input of the attention 
model, which is used to obtain the importance of the changes 
information of SST series data. Finally, we get the prediction from the 
full connection layer. In the attention model, multi-layer perception 
is used as the scoring function, in which wi (i = t−n, ..., t−1, t) is the 
weight matrix of multi-layer perception. The score ei (i = t−n, ..., t−1, t) 
of the multi-layer perception output is brought into the Softmax 
function to get the attention distribution probability. The last hidden 
state and its weight are weighted to obtain the final context vector C.

To sum up, we propose that the STAGCN model has the ability to 
obtain the global spatial dependence and temporal dynamic changes 
which can obtain a preferable SST prediction effect. The GCN model is 
applied to capture spatial information by building the structure of the 
interrelation between the position nodes. The GRU model is used to 
obtain the temporal dependence from the SST series data with spatial 
characteristics. Moreover, the attention model captures the global 
variation trends of the SST information which is significant to achieve 
accurate SST prediction tasks.

III. Experiments

A. Research Area and Data
Rich in natural resources, the East China Sea is the confluence of 

many rivers covering a wide area including China’s Bohai Sea in the 
north and the Taiwan Strait in the south and is the strategic maritime 
area for China, Japan, South Korea, and other countries. Therefore, 
studying the dynamic changes of SST data in the East China Sea plays an 
extremely important role in national marine transportation and people’s 
production and life in the surrounding countries. The research area 
selected in this study is the part area of the East China Sea with sea areas 
of 26.8755°N - 32.125°N and 123.125°E - 127.125°E covering most areas of 
the East China Sea and no land area, as is shown in Fig. 3. The selected 
area includes most of the East China Sea to facilitate the acquisition of 
grid-based SST data and the establishment of the topological structure of 
the ocean position points graph for SST prediction.

In this study, the data used in the experiments were derived from 
the daily Optimum interpolated SST (OISST Daily Edition 2.1) with 
a spatial resolution of 1/4° in the N ational Oceanic and Atmospheric 

Administration (NOAA) platform. In this study, AVHRR-only daily SST 
data contained a total of 13,879 days SST data from 1982/01/01-2019/12/31 
covered the spatial span of 26.875°N-32.125°N, 123.125°E-127.125°E (the 
most of the east sea) are used as the experimental dataset, with a total 
of 22*17 position points as the study nodes.

In this study, the experimental data is composed of two parts: 
the adjacency matrix and the eigenmatrix respectively. The former 
is an adjacency matrix of size 374*374, which depicts the spatial 
dependence between position points. Equation (7) refers to each value 
in the adjacency matrix W is derived by some scaling of the distance 
between each position point in the ocean anchor point network.

 (7)

where Wij is the weight of the edges in the position graph 
determined by the distance between position i and j (dij). σ2 and ε are 
thresholds to control spacial arrangement and sparse arrangement of 
the adjacency matrix W, which are set to 0.1 and 0.4 respectively after 
testing in the experiments. The latter part of the experimental data 
is the eigenmatrix, which describes the dynamic changes of the SST 
value over time at the position nodes.

B. Experiment Setup
In order to better explain the superiority of the STAGCN model 

proposed in predicting SST, we chose five comparative models 
including the autoregressive moving average model (ARIMA), 
linear support vector machine model (SVR), graph convolutional 
network model (GCN), and gated recurrent unit model (GRU). In the 
experiments, we divided the dataset into the training set and test set, 
and the ratio of the two is 8:2. The Adam optimizer is used to train 
the model. The STAGCN model, GCN model, and GRU model use 
TensorFlow 1.5.0 (GPU version) as runtime environment during the 
training and testing progress. The ARIMA and SVR are respectively 
implemented using Statsmodels 0.12.2 and Scikit-learn 0.24.1 [31].

The real SST and the predicted SST of different nodes at time t 
are respectively expressed by Yt and . In the network training, the 
loss function value should be minimized as far as possible, which is 
beneficial for the predicted SST value of each ocean position node to 
be a better fit to the actual SST value. The loss function defined in the 
STAGCN model is shown in Equation. The first term ||⋅|| is the 2-norm 
of the real value and the predicted value, and the second term is the 
regularization term λLreg with hyperparameter λ, which improved 
the prediction performance of the model and prevented overfitting 
occurrence during training.
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Fig. 3. Research area in the East China Sea (in yellow).
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To prove the desirable prediction performance of the STAGCN 
model, five measurement criteria are used to compare the SST 
prediction performance of the proposed model with other models 
including root mean square error (RMSE), mean absolute error (MAE), 
accuracy (Accuracy), coefficient of determination (R2) and explained 
variance score (Var).

 (8)

 (9)

 (10)

 (11)

 (12)

where Equation (8) to (12) refer to the calculation process of RMSE, 
MAE, Accuracy, (R2) and (Var) respectively, T means the length of the 
SST time series, N represents the total number of position points. TN 
is the number of recorded changes in temperature values at all ocean 
locations with a time length of T.  represents the real SST value and 
the  means predicted SST value in the position point n at the moment 
t. The entire sets of  and  can be defined as Y and  respectively. 

 represents the average value of collection Y. Five criteria are used 
to measure the merits of the model from the perspective of error, 
accuracy, and fitting degree. The F in the accuracy indicator refers to 
the F-norm.

In the neural network model, the setting of model parameters is 
crucial to the model training, such as the number of neurons in the 
hidden layer, whose size determines the computational complexity 
and predictive performance of the whole model. Therefore, in order 
to improve the training efficiency and the accuracy of prediction, 
we used different hidden units to conduct experiments on the test 
set and select the corresponding number of hidden units with the 
best predicted effect from the predicted results. We set the number 
of neurons in the hidden layer as the value in [8, 16, 32, 64, 128], 
respectively. The variation trend of error indicators under different 
hidden units condition as shown in 4, from which we can see that 
the RMSE and MAE reach the minimum value when the number of 

hidden layer units is 32. At the same time, we can see from 4 that the 
prediction error including RMSE and MAE has a similar decreasing 
trend while hidden units increases from 8 to 32, and then it shows 
an increasing trend when hidden units exceed 32. On the contrary, 
the prediction accuracy has an opposite trend, rising first and then 
falling. The trend of the model measurement indexes shows that there 
is a critical value of the number of hidden layer cells in the model. 
When the critical value is exceeded, the complexity of the model will 
increase with the increase of the number of hidden layer cells, and 
the performance of the model will decline simultaneously. Since the 
prediction performance of the model has the best performance when 
the number of hidden units is 32, the following experiments will be 
carried out under the condition that the number of hidden units is set 
to 32.

C. Experiment Results and Discussion
We performed prediction experiments on 1 day, 7 days, 14 days, and 

30 days SST values in the future and measure the performance of the 
proposed STAGCN model, the ARIMA model, SVR model, GCN model, 
and GRU model with five performance metrics. The SST prediction 
result of the STAGCN model is analyzed from the perspectives of 
prediction accuracy, temporal and spatial prediction ability, and long-
term prediction ability.

Table I shows that the result of the five metrics using to measure 
the prediction result of the STAGCN model compared with other 
models on the East China Sea dataset for the 1-day, 7-days, 14-days, 
and 30-days prediction tasks, with boldface sections representing the 
optimal values of the various metrics of the model. - show that the 
value is negative, indicating that the model cannot predict well and 
can be ignored. Compared with other models, the proposed STAGCN 
model achieves excellent prediction performance under almost all 
conditions, indicating that the STAGCN model can capture the global 
spatio-temporal correlation, thus achieved an accurate prediction 
of SST. For different prediction lengths, the prediction effects of the 
STAGCN model are preferable to other models, demonstrating that 
the STAGCN model has the ability to predict SST accurately in both 
the short and long term.

As can be seen from Table I, the prediction performance of the GRU 
model is better than that of the GCN model. The RMSE of the GRU 
model is approximately 0.07 lower than that of the GCN model and 
the accuracy of the GRU model is increased by 0.4% compare with 
the GCN model for future one-day SST prediction. The forecasted 
effect of the GCN model is worse than that of the GRU model probably 
because the data itself has obvious time series features, but the GCN 
model merely captures the spatial dependency without considering 
the temporal characteristics from SST data.
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In order to better illustrate that the STAGCN model proposed in this 
paper can capture the temporal and spatial dependence from SST data 
and obtain satisfactory prediction effect simultaneously, we visualized 
the error index RMSE of STAGCN model, GRU model, and GCN model 
in predicting SST for next 1 day, 7 days, 14 days and 30 days and 
analyzed their prediction performance. The visualization results are 
shown in Fig. 5. Fig. 5 (a) and Fig. 5 (b) are visual comparison effects 
of the STAGCN model compared with the GCN model and the GRU 
model on RMSE metric respectively. As can be seen from the bar chart, 
the RMSE of the models increases with the increase of the predicted 
length, but the error of the STAGCN model is smaller than that of 
the other two models demonstrating that the STAGCN model has the 
ability to obtain spatio-temporal correlation from SST series data. For 
example, the RMSE values of STAGCN model are about 0.16, 0.21, 0.23 
and 0.35 lower than that of the GCN model for 1-day, 7-day, 14-day and 
30-day SST forecasting, indicating that the STAGCN model is capable 
to obtain spatial features from sequence data. The RMSE values of the 
GRU model considered single temporal characteristics are raised by 
about 0.07, 0.14, 0.14 and 0.17 for future 1-day, 7-day, 14-day and 30-

day SST prediction respectively compared with the STAGCN model, 
indicated that the STAGCN model can obtain the time correlation.
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TABLE I. The Prediction Result of the STAGCN Model Compared With Other Models

Time metrics ARIMA SVR GCN GRU LSTM STAGCN

1 day RMSE 7.2835 0.9280 0.5034 0.4217 0.5528 0.3479
MAE 5.9413 0.7567 0.3574 0.2825 0.4316 0.2354

Accuracy 0.6625 0.9588 0.9759 0.9799 0.9757 0.9846
R 2 - 0.9670 0.9933 0.9953 0.9884 0.9954
Var - 0.9671 0.9933 0.9953 0.9910 0.9954

7 day RMSE 7.9466 1.2042 0.8746 0.8034 0.7909 0.6644
MAE 6.5981 0.9860 0.6450 0.5836 0.6077 0.4907

Accuracy 0.6304 0.9464 0.9581 0.9615 0.9651 0.9705
R 2 - 0.9447 0.9798 0.9830 0.9761 0.9832
Var 0.0090 0.9477 0.9799 0.9831 0.9786 0.9832

14 day RMSE 7.7821 1.3285 1.0467 0.9493 0.8941 0.8122
MAE 6.4279 1.0855 0.7860 0.7086 0.6853 0.6142

Accuracy 0.6386 0.9408 0.9497 0.9544 0.9604 0.9640
R 2 - 0.9325 0.9711 0.9762 0.9691 0.9749

Var - 0.9351 0.9711 0.9762 0.9691 0.9749

30 day RMSE 8.3632 1.5406 1.3253 1.1428 1.1605 0.9694
MAE 7.0629 1.2533 1.0052 0.8662 0.8860 0.7510

Accuracy 0.6128 0.9314 0.9364 0.9452 0.9492 0.9568
R 2 - 0.9095 0.9538 0.9657 0.9469 0.9642

Var 0.0040 0.9117 0.9539 0.9666 0.9471 0.9642
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To reflect the prediction effect of the STAGCN model, we visualized 
the variation trend of the RMSE and the accuracy in SST forecasting 
for the next 1 day, 7 days, 14 days and 30days. The results are shown 
in Fig.6. As can be seen from the figure, with the increase of prediction 
length, the error of the STAGCN model increases relatively large and 
the accuracy decreases slightly. Although the RMSE of the STAGCN 
model does not have a certain stability, its prediction accuracy is 
relatively stable, indicating that the STAGCN model can also achieve 
long-term SST prediction while it has better prediction ability for 
short-term SST prediction than long-term SST prediction.

Fig.7 (a) and Fig.7 (b) are RMSE and Accuracy results of SST 
prediction by different methods at different prediction horizons. It’s 
observed that the STAGCN model achieved the lowest RMSE and the 
highest Accuracy for different predicted lengths.

To better explain the prediction performance of the STAGCN 
model, an ocean location point was randomly selected from the East 

China Sea dataset, in which we predicted the future SST for the next 1 
day, 7 days, 14 days, and 30 days, and visualize the prediction effect of 
all the selected days and the next 90 days. Fig. 8 , Fig. 9 , Fig. 10 , and 
Fig. 11 show the visualization results of the SST for the 1-day, 7-days, 
14-days and 30-days forecast intervals.

The prediction results of STAGCN model with the prediction 
length of 1 day, 7 days, 14 days and 30 days show that STAGCN 
model has poor prediction at peak and peak valley. The main reason 
may be that the GCN model in STAGCN model captures spatial 
features by constantly moving its defined smoothing filter, which 
will lead to excessive peak smoothing of the overall prediction 
results. At the same time, the model has a corresponding delay 
in the overall prediction.Although the prediction performance of 
STAGCN model decreases with the increase of prediction length, 
the fitting degree of predicted value and real value of STAGCN 
model is still high, and good prediction results can be obtained. 
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STAGCN model can capture the temporal correlation and regional 
spatial characteristics from the TIME series of SST, and obtain the 
global spatiotemporal dynamic change trend by using the attention 
mechanism, which reduces the prediction error and improves the 
accuracy of prediction, and realizes the long-term and short-term 
prediction task of regional scale SST.

IV. Conclusion

The sea surface temperature is an important index to detect ocean 
changes, predict SST anomalies, and prevent natural disasters caused 
by abnormal changes, the dynamic variation of which have a profound 
impact on the whole marine ecosystem and the changes of climate. 
Therefore, it’s essential to predict the future sea surface temperature. In 
order to achieve accurate SST prediction, a prediction model combining 
the GCN model with the GRU model and introduces the attention 
mechanism named the STAGCN model is proposed in this paper. We 
use the graph network to model the network of ocean location points. 
Nodes on the graph represent each ocean location point, edges on the 
graph represent that there have connections between location points. 
The GCN model is used to obtain the spatial correlation from the SST 
time series by constructing the spatial topology structure on the ocean 
points graph, which is obtained by the distance function between 
the nodes. The STAGCN model takes the GRU model to capture 
time dependence in the way of filtering and retaining historical and 
current SST information. Meanwhile, the attention model is applied 
to captures the importance of SST information from the output state 
and combines the global spatio-temporal characteristics from SST 
information. In this study, the experimental results of predicting the 
future short-term and long-term SST with STAGCN model on the data 
set indicating that the STAGCN model can achieve desirable prediction 
performance compared with the ARIMA model, SVR model, GCN 
model, and GRU model. In conclusion, the STAGCN model can acquire 
preferable forecasting results for future short-term and long-term SST 

prediction in the way of capturing global spatial characteristics and 
temporal dependence from SST series data.
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Abstract

From a public health perspective, tobacco use is addictive by nature and triggers several cancers, cardiovascular 
and respiratory diseases, reproductive disorders, and many other adverse health effects leading to many 
deaths. In this context, the need to eradicate tobacco-related health problems and the increasingly complex 
environments of tobacco research require sophisticated analytical methods to handle large amounts of data and 
perform highly specialized tasks. In this study, time series models are used: autoregressive integrated moving 
average (ARIMA) and seasonal autoregressive integrated moving average (SARIMA) to forecast the impact 
of COVID-19 on sales of cigarette in Spanish provinces. To find the optimal solution, initial combinations 
of model parameters automatically selected the ARIMA model, followed by finding the optimized model 
parameters based on the best fit between the predictions and the test data. The analytical tools Autocorrelation 
Function (ACF), Partial Autocorrelation Function (PACF), Akaike Information Criterion (AIC), and Bayesian 
Information Criterion (BIC) were used to assess the reliability of the models. The evaluation metrics that 
are used as criteria to select the best model are: mean absolute error (MAE), root mean square error (RMSE), 
mean absolute percentage error (MAPE), mean percentage error (MPE), mean error (ME) and mean absolute 
standardized error (MASE). The results show that the national average impact is slight. However, in border 
provinces with France or with a high influx of tourists, a strong impact of COVID-19 on tobacco sales has been 
observed. In addition, the least impact has been observed in border provinces with Gibraltar. Policymakers 
need to make the right decisions about the tobacco price differentials that are observed between neighboring 
European countries when there is constant and abundant cross-border human transit. To keep smoking under 
control, all countries must make harmonized decisions.

DOI:  10.9781/ijimai.2023.02.010

Using the Statistical Machine Learning Models ARIMA 
and SARIMA to Measure the Impact of Covid-19 on 
Official Provincial Sales of Cigarettes in Spain
Andoni Andueza1, Miguel Ángel Del Arco-Osuna1, Bernat Fornés1, Rubén González-Crespo2, Juan Manuel 
Martín-Álvarez1*

1 Faculty of Economics and Business, Universidad Internacional de La Rioja, Logroño, La Rioja (Spain)
2 School of Engineering and Technology, Universidad Internacional de La Rioja, Logroño, La Rioja (Spain)

Received 9 November 2022 | Accepted 16 February 2023 | Early Access 20 February 2023 

I. Introduction

FUNDAMENTALLY, there are two strategic reasons why the 
development of tobacco usage and behavior in any nation 

through time is a pertinent subject. First, smoking is addictive by 
nature, and it causes many different cancers, cardiovascular and 
respiratory conditions, reproductive problems, and a host of other 
harmful health impacts that result in thousands of deaths every 
year. As a result, the health system is burdened with significant 
costs related to the harm caused by tobacco use – on average, health 
spending accounts for 11.5% of the country's GDP [1]. Second, high-
income nations' budgets are significantly impacted by the special 
taxes collected on tobacco; in Spain, tobacco is the product that 
provides the most to tax collection.

Additionally, a recent study that concentrated on the Spanish 
market demonstrates that some provinces do not have accurate official 
sales data that may be used to evaluate smoking control measures 
[2]. Furthermore, the empirical literature on regional heterogeneity 
in tobacco sales in Spain, concludes that areas of Spain bordering 
countries with high price differentials, such as Gibraltar and France, 
generate clusters of low and high per capita tobacco consumption, 
respectively [3]. In this regard, the border and tourist provinces in 
that study [2] are those in which sales are most impacted, supporting 
the prevalence of illegal commerce and substantial cross-border 
transactions. Thus, the findings of this study demonstrate the efficacy 
of shared policies adopted by the governments of neighboring nations 
that preserve a little price difference between them. In addition, the 
Spanish context is characterized by the strong impact that economic 
recessions have on cigarette sales [4]-[6]. Finally, a recent study 
suggests that in certain regions the demand for tobacco is not inelastic 
with respect to the price in the long term [7], which can generate large 
effects on provincial sales. 
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This scenario calls for advanced analytical tools to handle vast 
volumes of data and carry out highly specialized activities to eradicate 
tobacco-related health issues and the increasingly complicated 
environments of tobacco research. Due to this, some research has 
already used machine learning (hereafter ML) methods to analyze 
data pertaining to the tobacco market [8]. The definition of machine 
learning (ML) historically has been described as “a branch of research 
that offers computers the ability to learn without being explicitly 
programmed” to forecast future data or make decisions in uncertain 
situations [9]. The main goal of ML is to employ “brute force” instead 
of human supervision while analyzing data. Because ML requires far 
less human supervision than computer guidance, it can be considered 
as a natural extension of conventional statistical methodologies [10]. 
Unsupervised learning and supervised learning are categories found 
within machine learning. The two sets of ML approaches each have 
distinctive qualities that may be of interest to researchers studying 
tobacco. They are each geared toward resolving a certain difficulty. 
The focus of supervised learning is prediction. To predict the values 
of one or more output or response variables for a specific set of input 
or predictor variables, a model must be trained and validated [11]. In 
this sense, supervised learning techniques are used when the goal is to 
create a high-precision predictive model for future data. For example, 
supervised learning is useful for any tobacco market research that 
calls for extremely precise forecasts, such the creation of a public 
health surveillance program that predicts the likelihood of adolescent 
smoking beginning automatically [8]. Unsupervised learning, on the 
other hand, does not require an output variable because its goal is 
to ascertain the underlying probability distribution of the data (also 
known as density estimation) [8]. Examining tobacco-related social 
media discussions and identifying probable nicotine dependency 
subtypes by examining patient brain MRI data are two examples of 
unsupervised learning in tobacco research [8].

As stated, ML is a very powerful analytical tool for tobacco market 
researchers, the approaches can be broadly divided into supervised 
and unsupervised learning. However, in addition to this classification 
of techniques, studies that apply ML to tobacco market analysis can 
also be classified by the data (input) used. In this sense, we can find 
studies that analyze content on social networks, clinical report texts or 
administrative data [8].  In fact, several published papers that analyze 
the tobacco market focus on administrative data of the analysis [12]-
[13]. Many of these studies apply supervised learning techniques to 
predict a binary phenomenon related to smoking cessation, including 
the intention to quit [14], adherence to smoking cessation therapies 
[15] and craving smoking highs or lows during a quit attempt [16]. 
However, few studies have applied supervised learning techniques 
with the aim of predicting continuous variables using, for example, 
regression or random forest [8], [17]-[19].

Although ML has been applied to the analysis of tobacco-related 
topics, to our knowledge, ML has never been applied to study 
the relationship between COVID-19 and tobacco. The COVID-19 
pandemic has posed a unique opportunity to combat tobacco use [20]. 
Tobacco use and site bans, border closures, and lockdowns have had 
both positive and negative impacts on tobacco control. A recent study 
concludes that cigarette consumption decreased during the COVID-19 
lockdown in 2020 [21]. However, other papers conclude the opposite. 
Specifically, one of the recent works concludes that the pandemic 
generated a 13% increase in tobacco sales [22]. Another paper indicates 
that this increase is because nicotine users use tobacco as their main 
mechanism to cope with stress and anxiety [23]. In addition, a paper 
indicates that the COVID-19 pandemic is related to higher tobacco 
sales and suggests research into whether smoking habits have 
changed since the pandemic lockdowns [24]. Regarding the use of 
time series analysis to analyze changes in cigarette sales, only one 

study has been found that addresses this problem and concludes that 
the sales observed during the pandemic are higher than expected [25]. 
Following on from this, in relation to the increase in tobacco sales, 
another study suggests that the intention to quit smoking has seen 
a post COVID-19 pandemic decrease [26]. Finally, other works that 
analyze smoking and COVID-19 suggest that tobacco sales should 
have been prohibited during the pandemic given the great opportunity 
that COVID-19 presented to eradicate smoking [27]-[29].

In Spain, although there are no works in which ML is applied to 
the tobacco market to explain the impact of COVID-19 on tobacco 
sales, there are papers that have analyzed the influence of COVID-19 
on different aspects related to tobacco from another perspective. 
Some literature indicates that during the COVID-19 lockdown in 
Spain, tobacco consumption decreased [30]. In this same line of lower 
prevalence, another paper indicates that the success rate for quitting 
smoking went from 25% to 35% [31]. Another work, which focuses on 
analyzing smokers’ perception of their exposure to the virus, suggests 
that many smokers may have changed their smoking patterns and it is 
possible that those who reduced their tobacco use outnumbered those 
who increased their consumption [32]. Another study that analyzes 
the impact of COVID-19 on tobacco consumption suggests that no 
significant effect of the pandemic on tobacco consumption is observed 
in Spain [33]. Finally, there is a group of works that indicate that the 
impact that COVID-19 has had on tobacco consumption depends on 
personal demographic issues and that not all people acted the same 
[34]. In addition, this block includes works that warn of the urgent 
need for tobacco consumers to give up smoking due to the damage 
to the health of consumers caused by this harmful product [35], [36].

To the best of our knowledge, no study has yet been done on the 
regional effects that COVID-19 has had on the Spanish tobacco market. 
In this study, we attempt to predict what the provincial tobacco market 
would have looked like in the absence of the COVID-19 pandemic. 
Then, we quantify the impact of the pandemic on cigarette sales as 
the difference between the forecast and the actual data. The data 
used in the current study comes from the Commission for the Trade 
of Tobacco and covers the period from January 2005 to December 
2021 in terms of cigarette sales. The remainder of the document is 
structured as follows: Section II provides a description of the data 
and statistical models employed, together with information about 
the mathematics that underlies them, analytical tools, and evaluation 
measures. Section III discusses the computational architecture of 
the model parameter selection process. Section IV uses time series 
analysis to explore in depth the provincial impact of COVID-19 on 
the tobacco market. The conclusions reached from this investigation 
are provided in Section V.

II. Methods

To accomplish the goal outlined in this work, we generated an 
estimate of cigarette sales for the 48 Spanish provinces from January 
2020 to December 2021 using the ML ARIMA and SARIMA statistical 
models. The ARIMA and SARIMA models as the best model over the 
uncorrelated ones and the models based on neural networks, because 
although these have a similar accuracy, the computational cost is much 
higher [37]. The suggested models have been optimized by choosing 
the most suitable parameters for each province. To ensure that the 
time series is the same length across all provinces, we used January 
1, 2005, as the start date for each province. A minimum sample size 
of 30 observations is reportedly needed to provide a statistically 
significant forecast of time series data [38]. Given that each province’s 
model was trained using data from January 2005 to December 2017 
(168 observations), the sample size for estimating cigarette sales is 
significantly larger than the threshold set.
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A. Data
A panel of monthly data from the Spanish provinces from January 

2005 to December 2021 was used to build our empirical research. The 
Commission for the Trade of Tobacco’s website’s statistics section 
provided the cigarette sales data in euros and units. The National 
Institute of Statistics of Spain has been used to collect data on the 
population over the age of 18 to estimate provincial sales per capita.

The Islas Canarias, Ceuta and Melilla have been excluded from 
the analysis. As for the Islas Canarias, neither the tobacco market 
is regulated under a monopoly, nor is the price set by the Spanish 
government. That is, there is free trade, and the Spanish government 
does not intervene in the price. In addition, the restrictive regulations 
on consumption also have special features. In this sense, if that region 
is included in the study, the paper would present two important 
limitations. On the one hand, the behavior of Islas Canarias could be 
totally different as the population could more easily access tobacco 
consumption, given the free sale. On the other hand, the fact that 
the market is not regulated under a monopoly in these regions 
(singular), makes the data not homogeneous and reliable. As for Ceuta 
and Melilla, the data published by the Commission for the Trade of 
Tobacco is not homogeneous. Although sales of Ceuta and Melilla 
have been separated for a few years, until then the aggregate data 
was published, although they are two independent autonomous cities. 
Therefore, we do not have consistent data to analyze what happened 
in these autonomous cities.

B. Statistical Models and Description
Time series are collections of numerical values that each have a 

periodic component. Time series can be divided into two groups: 
stationary time series and non-stationary time series, depending on 
how the numerical values of the time series behave. Non-stationary 
time series have patterns that prevent the mean and/or variance from 
being constant, whereas stationary time series do not exhibit patterns 
in their mean and/or variance with respect to time. Seasonality or 
trend may be to blame for these trends. Calculating the difference 
between two succeeding observations can make non-stationary time 
series stationary. The trend and seasonality are eliminated from the 
time series using the differencing approach. First and second order 
differentiation are the two differentiation procedures that are most 
frequently employed; their calculation processes are described in 
equations (1) and (2):

 (1)

 (2)

where yt are non-stationary time series data,  is the time series 
after first order differentiation,  is the time series after second 
order differentiation, yt−1 is the time series observation in period t-1, 
yt−2 is the time series observation in period t-2. Only when the time 
series is non-stationary after first-order differentiation is second-
order differentiation required. There is also the option of seasonal 
distinction. In this instance, the distance between an observation and 
the identical observation from the prior year is used to calculate the 
difference (or period). Equation (3) provides a definition for the first 
degree of seasonal differentiation .

 (3)

where  is the time series after the first-order seasonal 
differentiation, yt−m is the observation of the period t-m, m is the 
number of periods that exist between an observation and the same 
in the previous period. In this work, the time series were subjected 
to differentiation to eliminate seasonality and the resulting dataset 
is the one used to make the estimates. In addition, it must be taken 
into account that the estimation of the parameters of the ARIMA 

and SARIMA models is carried out assuming 4 basic assumptions: 
(i) the time series do not contain atypical points, (ii) the time 
series are composed of a single variable that is the one that, with 
its past values, helps to make the predictions; (iii) the time series 
are stationary, (iv) the model parameters and errors are constant 
throughout the time period.

Box and Jenkin created the ARIMA (p, d, q) model in 1976 [39], 
which can be used to predict stationary time series without seasonality. 
Three terms—p, d, and q—define this ARIMA model. The order of the 
moving average (MA) term is q, the order of the autoregression (AR) 
term is p, and the order of differentiation required to keep the time 
series stationary is d. The regression of the variable against itself to 
forecast its future behavior is known as autoregression. It involves 
comparing the value observed at a certain point to the values from 
earlier times. MA is a regression-like model that forecasts a variable 
in a later stage using the forecasting errors from an earlier time stage. 
The generalized equations for the p-th order AR model and the q-th 
order MA model are given below (Eqs. (4) and (5), respectively).

 (4)

 (5)

The AR model (Eq. (4)), the integration (I), and the MA model 
(Eq. (5)) are all combined to create ARIMA models in this study. To 
create the forecast, integration (I) uses differentiation in reverse. The 
mathematical formulation of the generalized ARIMA model is Eq (6).

 (6)

Where C is the independent term, ϕi (i = 1, 2 ... p) are the 
autoregressive model parameters, θi (i = 1, 2 ... p) are the moving 
average model parameters, yt is the current time series, yt−1, yt−2, … yt−p 
are past values and εt is random error of period t and is given by the 
following equation:

 (7)

To account for the seasonality of the time series, the seasonal 
ARIMA (SARIMA) model combines the non-seasonal ARIMA (p, d, 
and q) with additional seasonal terms (P, D, and Q). The seasonal AR 
term, seasonal moving average term, and seasonal differencing term 
are represented, respectively, by the P, Q, and D terms. The general 
SARIMA model is mathematically represented as follows:

 (8)

Where yt is the non-stationary time series, wt is the Gaussian white 
noise process, ϕ(B) is a non-seasonal autoregressive polynomial and 
θ(B) is a non-seasonal moving average polynomial, D is the seasonal 
differencing (the term is equal to 1 or 2, etc.). However, the value of D 
= 1 is sufficient to impose stationarity on the data, Φ(Bm) is a seasonal 
autoregressive polynomial, and Θ(Bm) is a seasonal moving average 
polynomial. Where B is defined as the backtracking operator which is 
expressed as follows:

 (9)

The expressions for the moving average model -Eq. (11)-, non-
seasonal autoregressive model -Eq. 10-, seasonal AR model -Eq. 12-, 
and seasonal MA model -Eq. 13- are provided below.

 (10)

 (11)

 (12)

 (13)
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Indicators are used to judge the accuracy of the time series analysis 
once the parameters of the ARIMA and SARIMA models have been 
estimated and the predictions have been produced. These indicators 
include the partial autocorrelation function (PACF), the Akaike 
information criterion (AIC), the autocorrelation function (ACF), and 
the Bayesian information criteria (BIC). These metrics show how the 
time series’ observations relate to one another. While PACF correlates 
the time series with its own lagged values spaced by specific time 
units, ACF provides the correlation of the time series data with its 
prior time series data. The AIC and BIC penalized likelihood criterion’s 
values are related; the lower they are, the more probable it is that the 
model will be accepted as a genuine model. Additionally, this study’s 
evaluation criteria include mean error (ME), root mean square error 
(RMSE), mean absolute error (MAE), mean percentage error (MPE), 
mean absolute percentage error (MAPE), and scaled mean absolute 
error (MASE).

In a time series, autocorrelation is the relationship between the 
most recent observation and lagging observations. The ACF describes 
the linear relationship between the observation at time t and the 
observation at a previous time, and the autocorrelation plot is the time 
series’ representation of autocorrelation vs delays (t-k). To illustrate, 
the ACF for the time series yt is given by:

 (14)

where k is the delay and is defined as the difference between yt and 
yt−k. On the other hand, in partial autocorrelation, the intermediate 
observations are considered when calculating the correlation between 
two observations at different times. For example, consider that a time 
series yt, the PACF between two observations yt and yt−2 (assuming k = 
2) can be written as shown in the equation (15).

 (15)

Testing the created models is necessary to see how well they 
function in terms of elucidating the relationships between the variables. 
We have evaluated a model’s ability to explain relationships using 
the information criteria. AIC and BIC are two widely used measures 
that assess the quality of models by rewarding those that have fewer 
mistakes and penalizing those that have too many parameters. The 
following is how AIC is mathematically represented:

 (16)

Where K is the total number of model parameters and  is 
the likelihood function. BIC is a different model selection criterion in 
a similar vein. Compared to AIC, BIC imposes a lower penalty on the 
quantity of parameters. The model with the highest probability value 
is represented by the lower value in both the AIC and BIC settings. 
As a result, it aids time series analysts in selecting the optimal model 
from among the limited number of generated alternative models. The 
following is how BIC is mathematically represented: 

 (17)

Where N is the number of observations.

MAE, RMSE, MAPE, MPE, ME and MASE are often used to assess 
the accuracy of the ML models [40]-[41], which are given by the 
following equations:

 (18)

 (19)

 (20)

 (21)

 (22)

 (23)

Where  is the prediction made by the model and yt is the actual 
value.

III. Computational Framework for Model Development

The scripts were created using the R programming language, 
which was set up in the RStudio environment, to accomplish the 
goal mentioned in this study [42]-[43]. The tidyverse and prediction 
libraries have also been used to clean the data, estimates, and graphic 
representations [44]–[46]. The appendix contains the R script that 
was utilized throughout key stages of the data analysis. Although 
there has already been a data cleansing phase, the actions used by 
the ML algorithm to accomplish the specified aim are detailed in this 
section. The algorithm initially determines whether each time series 
exhibits non-stationarity (if it had been done manually, this would 
have been checked using ACF and PACF plots). The time series is 
not stationary if the autocorrelation only slightly decreases as the 
number of delays increases. Next, the technique applies differences 
before executing ARIMA or SARIMA modeling if there is evidence 
that the time series is not stationary. Depending on which option 
best fits the time series, the algorithm selects either ARIMA or 
SARIMA. Given the substantial seasonal component present in the 
time series of tobacco sales, the method used SARIMA in the case 
study in this paper for all the series. The SARIMA models require an 
average processing time of 7 seconds to complete each simulation 
on the local computer.

The manual selection of the best parameter (p, d, q) (P, D, Q)m of the 
ARIMA and SARIMA models using ACF and PACF graphs can take 
a long time, since the models have been estimated for 48 provinces 
and 3 different variables (euros, packs and per capita packs). To select 
the appropriate combination of model parameter values, we perform 
a grid search using the forecast library, as indicated in the previous 
paragraph. This library uses AIC as an evaluation metric to choose the 
best model among several ARIMA and SARIMA models. Given that all 
the time series used begin in January 2005, end in December 2021 and 
tobacco sales show a strong seasonality, the parameter m took a value 
of 12 in all cases (Tables I, II and III).

The time series data of the 48 Spanish provinces was divided 
into two parts: the selected training dataset goes from January 2005 
to December 2017 and the validation dataset goes from January 
2018 to December 2019. Utilizing the training dataset, the model is 
constructed, and the validation dataset is used to estimate the model’s 
performance. The following assessment metrics were used to assess 
the model: MAE, RMSE, MAPE, MPE, ME, and MASE. The model was 
used to forecast tobacco sales values from January 2020 to December 
2021 (the period in which actual sales are altered due to lockdowns, 
restrictions in the hotel industry, and closure of borders for the 48 
Spanish provinces), after the best model had been determined by 
training on the training dataset. Finally, to estimate the impact that 
COVID-19 has had on tobacco sales in Spain, the estimates made by 
the SARIMA models are compared with the actual sales observed from 
January 2020 to December 2021.
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TABLE I. Selected SARIMA Models for Forecasting Euros

Province SARIMA (p,d,q)
(P,D,Q,m)

AIC BIC MAPE

Alava (1,1,4)(2,0,0,12) 4,63E+03 4,66E+03 7,60E+00

Albacete (2,1,2)(1,1,0,12) 4,25E+03 4,26E+03 7,63E+00

Alicante (1,0,2)(2,1,1,12) 4,77E+03 4,79E+03 1,05E+01

Almería (4,1,0)(2,1,2,12) 4,33E+03 4,35E+03 9,14E+00

Asturias (2,1,1)(2,1,2,12) 4,48E+03 4,51E+03 6,97E+00

Ávila (2,1,2)(1,1,0,12) 4,03E+03 4,05E+03 1,48E+01

Badajoz (2,1,2)(2,1,0,12) 4,39E+03 4,41E+03 7,44E+00

Balears (3,0,1)(2,1,0,12) 4,68E+03 4,70E+03 1,22E+01

Barcelona (5,1,1)(2,0,0,12) 5,35E+03 5,38E+03 6,78E+00

Burgos (0,0,0)(2,0,0,12) 4,78E+03 4,79E+03 9,73E+00

Cáceres (2,1,2)(1,1,0,12) 4,28E+03 4,30E+03 9,32E+00

Cádiz (2,1,2)(2,1,2,12) 4,44E+03 4,47E+03 1,19E+01

Cantabria (2,1,2)(1,1,0,12) 4,36E+03 4,38E+03 8,78E+00

Castellón (2,1,2)(2,1,0,12) 4,36E+03 4,39E+03 1,07E+01

Ciudad Real (2,1,1)(2,1,0,12) 4,31E+03 4,33E+03 7,42E+00

Córdoba (5,1,3)(2,0,0,12) 4,75E+03 4,79E+03 6,68E+00

Coruña (A) (0,1,4)(2,0,0,12) 4,89E+03 4,91E+03 7,49E+00

Cuenca (2,1,2)(2,1,0,12) 4,17E+03 4,19E+03 1,00E+01

Girona (2,1,2)(2,1,0,12) 4,67E+03 4,69E+03 2,25E+01

Granada (2,1,2)(2,1,0,12) 4,44E+03 4,46E+03 7,50E+00

Guadalajara (2,1,2)(1,1,0,12) 4,09E+03 4,11E+03 7,84E+00

Guipúzcoa (2,1,2)(1,1,0,12) 4,56E+03 4,58E+03 1,07E+01

Huelva (2,1,2)(2,1,2,12) 4,30E+03 4,33E+03 1,04E+01

Huesca (2,1,2)(2,1,0,12) 4,13E+03 4,15E+03 1,08E+01

Jaén (2,1,2)(2,0,0,12) 4,78E+03 4,80E+03 5,86E+00

León (2,1,2)(1,1,0,12) 4,33E+03 4,35E+03 9,12E+00

Lleida (1,1,2)(1,0,0,12) 4,84E+03 4,86E+03 1,06E+01

Lugo (2,1,2)(1,1,0,12) 4,23E+03 4,24E+03 8,42E+00

Madrid (5,1,0)(2,0,0,12) 5,36E+03 5,38E+03 5,78E+00

Málaga (2,1,1)(2,1,2,12) 4,62E+03 4,64E+03 1,20E+01

Murcia (2,1,2)(2,1,2,12) 4,53E+03 4,56E+03 6,90E+00

Navarra (2,1,2)(2,1,0,12) 4,54E+03 4,56E+03 1,08E+01

Ourense (2,1,2)(1,1,0,12) 4,14E+03 4,16E+03 7,92E+00

Palencia (2,1,2)(0,0,2,12) 4,51E+03 4,53E+03 9,06E+00

Pontevedra (3,1,2)(2,1,2,12) 4,40E+03 4,43E+03 8,91E+00

Rioja (La) (2,1,1)(2,0,0,12) 4,62E+03 4,64E+03 7,74E+00

Salamanca (0,1,1)(0,0,2,12) 4,73E+03 4,74E+03 1,03E+01

Segovia (2,1,2)(1,1,0,12) 4,03E+03 4,05E+03 1,02E+01

Sevilla (2,1,2)(2,1,0,12) 4,60E+03 4,62E+03 6,71E+00

Soria (2,1,2)(1,1,0,12) 3,94E+03 3,96E+03 9,94E+00

Tarragona (1,0,0)(2,1,0,12) 4,57E+03 4,58E+03 1,37E+01

Teruel (2,1,2)(1,1,0,12) 4,01E+03 4,03E+03 1,15E+01

Toledo (2,1,2)(2,1,2,12) 4,37E+03 4,40E+03 7,16E+00

Valencia (4,1,1)(2,0,0,12) 5,12E+03 5,15E+03 6,31E+00

Valladolid (2,1,1)(2,0,0,12) 4,76E+03 4,78E+03 6,89E+00

Vizcaya (4,1,3)(2,0,0,12) 4,88E+03 4,92E+03 5,48E+00

Zamora (2,1,2)(2,1,0,12) 4,07E+03 4,09E+03 1,08E+01

Zaragoza (2,1,2)(2,0,0,12) 4,89E+03 4,91E+03 6,29E+00

TABLE II. Selected SARIMA Models for Forecasting Packs

Province SARIMA (p,d,q)
(P,D,Q,m) AIC BIC MAPE

Alava (2,1,2)(2,0,1,12) 4,31E+03 4,33E+03 7,56E+00

Albacete (2,1,2)(2,1,2,12) 3,92E+03 3,94E+03 7,62E+00

Alicante (1,0,2)(2,1,1,12) 4,77E+03 4,79E+03 1,05E+01

Almería (3,1,2)(2,1,1,12) 4,01E+03 4,04E+03 9,13E+00

Asturias (2,1,2)(2,0,0,12) 4,54E+03 4,57E+03 6,94E+00

Ávila (2,1,2)(2,1,0,12) 3,71E+03 3,73E+03 1,48E+01

Badajoz (5,1,1)(2,1,1,12) 4,05E+03 4,08E+03 7,45E+00

Balears (1,1,4)(2,1,0,12) 4,38E+03 4,40E+03 1,23E+01

Barcelona (2,1,2)(2,0,0,12) 4,99E+03 5,02E+03 6,75E+00

Burgos (4,1,1)(2,0,0,12) 4,39E+03 4,41E+03 9,71E+00

Cáceres (3,1,1)(1,1,2,12) 3,94E+03 3,97E+03 9,31E+00

Cádiz (2,1,3)(2,1,0,12) 4,15E+03 4,18E+03 1,19E+01

Cantabria (4,1,1)(2,1,2,12) 4,02E+03 4,05E+03 8,74E+00

Castellón (2,1,0)(2,1,1,12) 4,05E+03 4,07E+03 1,06E+01

Ciudad Real (2,1,2)(2,1,1,12) 3,98E+03 4,00E+03 7,45E+00

Córdoba (2,1,2)(2,0,0,12) 4,43E+03 4,45E+03 6,71E+00

Coruña (A) (2,1,2)(2,0,0,12) 4,53E+03 4,55E+03 7,47E+00

Cuenca (1,1,4)(2,1,2,12) 3,86E+03 3,89E+03 1,00E+01

Girona (2,1,2)(1,1,0,12) 4,38E+03 4,40E+03 2,22E+01

Granada (3,1,3)(2,1,2,12) 4,12E+03 4,15E+03 7,49E+00

Guadalajara (3,1,2)(2,1,2,12) 3,75E+03 3,78E+03 7,84E+00

Guipúzcoa (2,1,1)(1,1,2,12) 4,23E+03 4,25E+03 1,06E+01

Huelva (2,1,1)(2,1,2,12) 4,01E+03 4,03E+03 1,03E+01

Huesca (4,1,1)(2,1,1,12) 3,81E+03 3,83E+03 1,07E+01

Jaén (2,1,2)(2,0,0,12) 4,43E+03 4,46E+03 5,82E+00

León (4,1,3)(1,1,2,12) 3,96E+03 3,99E+03 9,10E+00

Lleida (2,1,1)(2,0,0,12) 4,49E+03 4,51E+03 9,46E+00

Lugo (4,1,1)(2,0,0,12) 4,22E+03 4,25E+03 8,41E+00

Madrid (3,1,3)(2,0,0,12) 5,03E+03 5,06E+03 5,73E+00

Málaga (2,1,2)(2,1,0,12) 4,32E+03 4,34E+03 1,19E+01

Murcia (3,1,1)(2,1,1,12) 4,22E+03 4,25E+03 6,87E+00

Navarra (2,1,2)(2,1,0,12) 4,23E+03 4,25E+03 1,07E+01

Ourense (2,1,2)(1,1,1,12) 3,81E+03 3,83E+03 7,91E+00

Palencia (2,1,2)(2,0,0,12) 4,13E+03 4,16E+03 9,01E+00

Pontevedra (4,1,0)(2,1,2,12) 4,09E+03 4,12E+03 8,84E+00

Rioja (La) (3,1,4)(2,0,0,12) 4,26E+03 4,29E+03 7,71E+00

Salamanca (0,1,2)(2,0,0,12) 4,36E+03 4,37E+03 1,03E+01

Segovia (2,1,2)(2,1,0,12) 3,71E+03 3,73E+03 1,01E+01

Sevilla (2,1,0)(2,1,2,12) 4,31E+03 4,33E+03 6,80E+00

Soria (3,0,1)(2,1,0,12) 3,63E+03 3,65E+03 9,90E+00

Tarragona (3,1,1)(2,1,0,12) 4,22E+03 4,24E+03 1,36E+01

Teruel (3,1,3)(2,1,0,12) 3,71E+03 3,73E+03 1,14E+01

Toledo (2,1,2)(2,1,2,12) 4,06E+03 4,09E+03 7,17E+00

Valencia (2,1,0)(2,0,0,12) 4,78E+03 4,79E+03 6,24E+00

Valladolid (1,1,2)(2,0,0,12) 4,42E+03 4,44E+03 6,86E+00

Vizcaya (2,1,2)(2,0,0,12) 4,54E+03 4,56E+03 5,45E+00

Zamora (1,1,3)(1,1,2,12) 3,74E+03 3,77E+03 1,08E+01

Zaragoza (2,1,2)(2,0,0,12) 4,53E+03 4,55E+03 6,26E+00
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TABLE III. Selected SARIMA Models for Forecasting Per Capita Packs

Province SARIMA (p,d,q)
(P,D,Q,m) AIC BIC MAPE

Alava (2,1,2)(2,0,1,12) 4,30E+02 4,57E+02 7,67E+00

Albacete (2,1,2)(2,1,2,12) 2,85E+02 3,11E+02 7,61E+00

Alicante (2,1,0)(2,1,0,12) 3,72E+02 3,87E+02 1,03E+01

Almería (3,1,2)(2,1,1,12) 2,47E+02 2,73E+02 9,19E+00

Asturias (2,1,2)(2,0,0,12) 2,71E+02 2,95E+02 6,94E+00

Ávila (5,1,1)(2,1,0,12) 2,94E+02 3,20E+02 1,48E+01

Badajoz (5,1,1)(2,1,1,12) 2,61E+02 2,91E+02 7,44E+00

Balears (2,1,0)(2,1,0,12) 4,96E+02 5,11E+02 1,36E+01

Barcelona (2,1,2)(2,0,0,12) 2,42E+02 2,66E+02 6,82E+00

Burgos (2,1,1)(2,0,0,12) 4,60E+02 4,78E+02 9,71E+00

Cáceres (2,1,2)(2,1,1,12) 2,90E+02 3,13E+02 9,31E+00

Cádiz (2,1,2)(2,1,0,12) 2,08E+02 2,29E+02 1,18E+01

Cantabria (4,1,1)(2,1,2,12) 2,68E+02 2,98E+02 8,74E+00

Castellón (3,1,2)(2,1,1,12) 3,03E+02 3,30E+02 1,06E+01

Ciudad Real (2,1,2)(2,1,1,12) 2,69E+02 2,92E+02 7,45E+00

Córdoba (2,1,2)(2,0,0,12) 2,77E+02 3,02E+02 6,67E+00

Coruña (A) (2,1,2)(2,0,0,12) 2,45E+02 2,67E+02 7,46E+00

Cuenca (1,1,2)(2,1,1,12) 3,91E+02 4,12E+02 1,00E+01

Girona (2,1,2)(1,1,1,12) 5,82E+02 6,02E+02 2,21E+01

Granada (4,1,0)(2,1,2,12) 2,57E+02 2,84E+02 7,43E+00

Guadalajara (5,1,0)(2,1,1,12) 2,69E+02 2,96E+02 7,72E+00

Guipúzcoa (2,1,1)(1,1,1,12) 4,26E+02 4,44E+02 1,06E+01

Huelva (2,1,1)(2,1,0,12) 3,15E+02 3,33E+02 1,03E+01

Huesca (4,1,1)(2,1,1,12) 3,23E+02 3,50E+02 1,07E+01

Jaén (2,1,2)(2,0,0,12) 3,39E+02 3,63E+02 5,82E+00

León (4,1,3)(1,1,2,12) 2,39E+02 2,72E+02 9,10E+00

Lleida (2,1,1)(2,0,0,12) 5,22E+02 5,40E+02 1,07E+01

Lugo (4,1,1)(2,0,0,12) 2,88E+02 3,12E+02 8,41E+00

Madrid (2,1,4)(2,0,0,12) 2,31E+02 2,61E+02 5,88E+00

Málaga (2,1,2)(2,1,0,12) 3,06E+02 3,27E+02 1,20E+01

Murcia (5,1,0)(2,1,1,12) 2,28E+02 2,55E+02 6,99E+00

Navarra (2,1,2)(2,1,0,12) 4,66E+02 4,87E+02 1,07E+01

Ourense (2,1,2)(1,1,1,12) 1,95E+02 2,16E+02 7,91E+00

Palencia (2,1,1)(2,0,0,12) 4,29E+02 4,47E+02 9,00E+00

Pontevedra (4,1,0)(2,1,2,12) 2,03E+02 2,29E+02 8,84E+00

Rioja (La) (2,1,2)(2,0,0,12) 3,88E+02 4,12E+02 7,77E+00

Salamanca (0,1,2)(2,0,0,12) 4,37E+02 4,52E+02 1,03E+01

Segovia (5,1,0)(2,1,2,12) 3,16E+02 3,46E+02 1,01E+01

Sevilla (2,1,0)(2,1,0,12) 2,41E+02 2,55E+02 6,70E+00

Soria (1,0,0)(1,1,0,12) 3,83E+02 3,95E+02 9,90E+00

Tarragona (3,1,1)(2,1,0,12) 4,00E+02 4,21E+02 1,36E+01

Teruel (5,0,2)(2,1,0,12) 3,40E+02 3,73E+02 1,14E+01

Toledo (4,1,0)(2,1,2,12) 2,80E+02 3,07E+02 7,09E+00

Valencia (2,1,2)(2,0,0,12) 2,68E+02 2,92E+02 6,33E+00

Valladolid (2,1,2)(2,0,0,12) 3,76E+02 3,98E+02 6,88E+00

Vizcaya (5,1,4)(2,0,0,12) 2,36E+02 2,73E+02 5,53E+00

Zamora (1,1,3)(1,1,1,12) 2,84E+02 3,05E+02 1,08E+01

Zaragoza (2,1,2)(2,0,0,12) 3,05E+02 3,26E+02 6,35E+00

IV. Results and Discussions

Table IV shows the results of the comparison between the actual 
sales observed after COVID-19 and the estimates made by the model 
(from January 2020 to December 2021). In this sense, the results of 
the gaps detected in terms of sales in euros, in packs and in per capita 
packs are shown. Positive gaps indicate that observed sales exceed 
the estimates made by the model, while negative gaps indicate that 
actual sales after COVID-19 are lower than the estimates made by the 
estimated SARIMA models. In the table, the minimum, maximum and 
average of the calculated provincial gaps can be observed. In addition, 
Fig. 1 graphically shows the dynamics of the time series together with 
the forecast made using the variable per capita packs.

If we focus on the calculated average gap, in some provinces the 
impact of COVID-19 on tobacco sales has been almost nil. Specifically, 
in Almería, Ávila, Cantabria, Coruña (A), Valladolid and Zaragoza, the 
impact of COVID-19 on per capita packs is less than 1% in absolute value. 
Given this situation, in Fig. 1 it can be seen how in these provinces, in 
which tobacco sales were not affected by COVID-19, the forecast lines 
and actual post-COVID-19 sales overlap. However, in other provinces 
the impact of COVID-19 has caused a significant negative effect on 
sales per capita packs that reaches, on average, up to -25.72%. The 
provinces in which this situation is observed are Alicante/Alacant, 
Baleares (Illes), Girona, Guipúzcoa, Lleida and Málaga, in which the 
average impact of COVID-19 on monthly tobacco sales has been -18, 
95%, -25.72%, -22.71%, -14.98%, -16.66% and -11.41%, respectively. In the 
case of these provinces, Fig. 1 shows that the forecast line exceeds the 
Post COVID-19 sales line from January 2020 to December 2021. In all 
cases, the provinces in which these effects are observed are from areas 
with a high influx of tourists and border areas with France. These 
results are in line with previous literature indicating that tobacco sales 
in Spain are highly conditioned by sales to tourists and residents of 
France [2],[47].

Regarding the minimum value of the provincial gaps calculated 
in sales per capita packs, Table IV shows that the greatest impact, in 
absolute value, of COVID-19 on tobacco sales was observed in Alicante/
Alacant, Balears (Illes), Girona, Guipúzcoa, Lleida and Navarra, in 
which the minimum value of the impact of COVID-19 on monthly 
tobacco sales was -39.11%, -58.20%, -66.74%, -54, 48%, -46.69% and 
-51.38%, respectively. In all cases, this minimum value was detected 
in the months of February and/or March 2020, months in which the 
borders of Spain were closed due to the COVID-19 pandemic. In other 
words, the greatest impact in absolute value of COVID-19 on tobacco 
sales is also observed in provinces bordering France and provinces with 
a high influx of tourists. On the other hand, the provinces in which the 
minimum impact has been smaller in absolute value are Cádiz and 
Sevilla, where said impact has been -11.37% and -5.41%, respectively. 
These results are also in line with previous literature that indicates 
that sales in Cádiz and Sevilla are affected by the proximity of these 
provinces to Gibraltar, an area with which there is a significant price 
differential [2].

Our results indicate that the restrictions implemented by 
governments due to COVID-19 have had a significant effect on 
provincial tobacco sales in Spain. In this sense, we find that the 
provinces in which sales are most affected are the border and tourist 
provinces, which seems to indicate that, regardless of the limitation 
of leisure, the restriction that has most affected sales is the closure 
of borders. The results suggest that in tourist and border areas with 
France, COVID-19 has caused a negative effect on tobacco sales that in 
most cases had not yet been reversed by December 2021.
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Fig. 1 (A).  2020 and 2021 forecast of the per capita packs based on the best SARIMA models selected.



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 8, Nº1

- 80 -

Cantabria

Time
2005

5

10

2010 2015 2020
Time

2005 2010 2015 2020
Time

2005 2010 2015 2020

Castellón/Castelló Ciudad Real

Pe
r 

ca
pi

ta
 p

ac
ks

5

10

15

3

6

9

12

Pe
r 

ca
pi

ta
 p

ac
ks

Pe
r 

ca
pi

ta
 p

ac
ks

Córdoba

Time
2005

3

6

9

2010 2015 2020
Time

2005 2010 2015 2020
Time

2005 2010 2015 2020

Coruña (A) Cuenca

Pe
r 

ca
pi

ta
 p

ac
ks

4

2

6

8

10

5

10

Pe
r 

ca
pi

ta
 p

ac
ks

Pe
r 

ca
pi

ta
 p

ac
ks

Girona

Time
2005

20

40

60

2010 2015 2020
Time

2005 2010 2015 2020
Time

2005 2010 2015 2020

Granada Guadalajara

Pe
r 

ca
pi

ta
 p

ac
ks

5

10

5.0

7.5

2.5

10.0

12.5

Pe
r 

ca
pi

ta
 p

ac
ks

Pe
r 

ca
pi

ta
 p

ac
ks

Guipúzcoa

Time
2005

5

10

15

20

25

4

8

12

2010 2015 2020
Time

2005 2010 2015 2020
Time

2005 2010 2015 2020

Huelva Huesca

Pe
r 

ca
pi

ta
 p

ac
ks

5

10

15

20

Pe
r 

ca
pi

ta
 p

ac
ks

Pe
r 

ca
pi

ta
 p

ac
ks

Post Covid-19 sales

Forecast

Test data

Training data

Fig. 1 (B).  2020 and 2021 forecast of the per capita packs based on the best SARIMA models selected.
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Fig. 1 (C).  2020 and 2021 forecast of the per capita packs based on the best SARIMA models selected.
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Fig. 1 (D).  2020 and 2021 forecast of the per capita packs based on the best SARIMA models selected.
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TABLE IV. Provincial Impact of COVID-19 on the Spanish Tobacco 
Market

Province
Gap in Euros (%) Gap in Per capita packs (%)

Min Max Mean Min Max Mean

Alava -18,01 22,02 0,26 -19,00 27,09 2,87

Albacete -21,68 12,96 -3,04 -5,83 59,23 26,89

Alicante -38,13 11,16 -14,88 -39,11 8,52 -18,95

Almería -23,63 10,38 -1,47 -21,65 14,01 0,22

Asturias -18,21 10,08 -1,15 -15,70 19,49 5,17

Ávila -26,73 18,05 -0,55 -25,08 15,36 0,29

Badajoz -21,31 11,16 -0,03 -21,42 13,57 1,41

Balears -58,08 8,50 -26,50 -58,20 5,41 -25,72

Barcelona -20,96 5,34 -5,50 -18,91 9,57 -2,35

Burgos -35,41 16,68 -5,01 -33,38 21,68 -2,26

Cáceres -28,66 14,05 -2,10 -26,76 16,16 2,08

Cádiz -8,68 22,96 5,74 -11,37 17,13 2,15

Cantabria -20,81 12,65 -1,76 -19,17 13,81 -0,09

Castellón -26,30 11,48 -3,67 -24,73 12,79 -3,13

Ciudad Real -20,81 13,59 0,86 -19,36 16,78 3,36

Córdoba -15,72 11,83 0,89 -16,35 17,01 1,72

Coruña (A) -14,06 10,25 -1,17 -15,98 13,76 0,40

Cuenca -22,24 15,22 2,42 -23,45 14,14 2,13

Girona -65,26 9,61 -17,54 -66,74 4,76 -22,71

Granada -21,43 9,42 -3,10 -20,43 8,63 -2,02

Guadalajara -20,37 14,15 1,05 -17,27 14,58 3,00

Guipúzcoa -53,43 22,25 -11,65 -54,48 20,10 -14,98

Huelva -18,14 16,42 0,37 -18,38 2,95 -7,14

Huesca -33,40 15,58 -5,25 -35,35 15,17 -6,60

Jaén -25,28 6,99 -4,10 -23,43 12,57 -0,99

León -22,22 15,01 -1,02 -16,86 22,07 4,79

Lleida -47,06 10,75 -16,42 -46,69 11,46 -16,66

Lugo -16,04 20,94 -0,76 -11,83 23,14 3,83

Madrid -20,06 5,36 -4,66 -17,69 11,76 -1,33

Málaga -29,07 8,13 -12,07 -29,53 9,74 -11,41

Murcia -24,57 10,08 -4,24 -23,27 12,56 -2,45

Navarra -50,82 32,66 -5,84 -51,38 30,92 -6,74

Ourense -19,94 18,77 0,57 -14,68 18,05 3,62

Palencia -22,39 23,28 0,82 -18,49 27,07 4,03

Pontevedra -16,82 11,58 -0,36 -15,88 13,09 -1,25

Rioja (La) -24,21 12,10 -3,58 -23,41 15,79 -1,49

Salamanca -34,98 18,00 -7,76 -30,80 25,68 -3,07

Segovia -23,38 14,12 0,25 -20,82 17,15 2,15

Sevilla -3,79 15,71 4,32 -5,41 15,82 3,79

Soria -24,35 27,71 1,85 -24,04 29,18 3,49

Tarragona -33,09 8,87 -8,12 -30,66 9,99 -7,53

Teruel -19,93 16,38 -2,85 -18,87 15,81 -2,27

Toledo -16,61 12,20 2,59 -16,86 8,75 -3,70

Valencia -20,97 9,35 -4,94 -22,27 4,08 -5,73

Valladolid -26,57 6,10 -6,14 -22,44 16,80 0,61

Vizcaya -17,89 7,13 -3,47 -18,76 6,88 -3,43

Zamora -25,08 24,26 1,72 -22,25 23,76 4,65

Zaragoza -23,41 5,65 -5,43 -20,92 11,84 -0,62

V. Conclusions

In this study we have predicted the impact that COVID-19 has had 
on tobacco sales in Spain (in euros, in packs and in per capita packs) 
from January 2020 to December 2021, using ARIMA and SARIMA 
Machine Learning statistical models. Our estimates indicate that the 
greatest impact of COVID-19 on cigarette sales is observed in tourist 
provinces and those bordering France, where, in the months of border 
closures, sales were up to 66.74% lower than the forecast made. On 
the other hand, in the provinces bordering Gibraltar, the impact of 
COVID-19 was very slight (5.41%). The reasons why COVID-19 may 
impact tobacco sales may be public awareness, leisure restrictions, 
border closures, etc. However, it seems that the greatest impact of 
COVID-19 has been caused by the closure of borders.

Along these lines, in provinces such as Alicante/Alacant, Baleares 
(Illes), Girona, Guipúzcoa, Lleida, Málaga and Navarra, a strong impact 
of COVID-19 on tobacco sales has been observed. In addition, the 
least impact has been observed in Cádiz and Sevilla. If the national 
average impact is observed, in Spain COVID-19 has had almost no 
effect. Specifically, the average provincial impact in Spain is close to 
-2%. This is because the forecast made with the SARIMA models and 
Post COVID-19 sales are almost the same in most Spanish provinces.

The results seem to show that the closure of borders has had 
a marked impact on provincial tobacco sales in Spain. Therefore, it 
seems that the effect of tourism and cross-border purchases between 
Spain and France and Spain and Gibraltar have been altered by the 
border restrictions caused by COVID-19. Based on our predictions 
and forecasts, policymakers must make the right decisions about 
the tobacco price differentials observed between European countries 
where there is constant and abundant cross-border movement. To 
keep smoking under control, harmonized decisions by all countries 
must be made.

This work is not without limitations. A recent work reveals that 
Philip Morris International, the world’s leading tobacco manufacturer, 
is using heated tobacco products (HTPs) to replace the traditional 
cigarette. The results achieved may be influenced by this phenomenon 
[48]. In addition, a recent study also indicates that the affordability of 
cigarettes is a key factor for their demand in Spain. For this reason, 
part of the “no loss” in Seville and Cádiz may be motivated by the 
affordability effect [49].

Given the limitations indicated, the lines of future research can be 
summarized in three. First, it is interesting to analyze whether HTPs 
are causing part of the gaps detected in this paper. Secondly, it would 
be important to analyze the role that affordability plays in the gaps 
detected. Finally, the behavior of substitute products must be analyzed 
to find out if part of the effects detected in this paper may be due to 
the consumption of other alternative products.

Appendix

A. Snapshots of the R Script For the Forecasting of the Time-
Series Data

### STEP 1: Data collection,Import required, Read data 
into dataframe, define the variable Per Capita Packs.
library(tidyverse)
library(forecast)
df = read.xlsx(“../TFM/tobaccosales.xlsx”) 
 
colnames(df) = c(“Province”,“Month”,”Euros”,“Packs”, 
“Year”,”Population”) 
 
df <- data.frame(df) 
 
df$PercapitaPacks = df$Packs/df$Population 
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### STEP 2: Create the descriptive statistics table.

estdescriptiv1 = df %>% 
  group_by(Province) %>% 
  summarise(meanPacks = mean(Packs), 
            sdPacks = sd(Packs), 
            q1Packs = quantile(Packs, c(0.25)), 
            q2Packs = quantile(Packs, c(0.5)),  
            q3Packs = quantile(Packs, c(0.75))) 
estdescriptiv2 = total %>% 
  group_by(Province) %>% 
  summarise(meanEuros = mean(Euros), 
            sdEuros = sd(Euros), 
            q1Euros = quantile(Euros, c(0.25)), 
            q2Euros = quantile(Euros, c(0.5)),  
            q3Euros = quantile(Euros, c(0.75))) 
estdescriptiv3 = total %>% 
  group_by(Province) %>% 
  summarise(meanPacksperCapita = mean(PacksperCapita), 
     sdPacksperCapita = sd(PacksperCapita), 
     q1PacksperCapita = quantile(PacksperCapita, c(0.25)), 
     q2PacksperCapita = quantile(PacksperCapita, c(0.5)),  
     q3PacksperCapita = quantile(PacksperCapita, c(0.75))) 
 
estdescriptiv <- cbind(estdescriptiv 1, estdescriptiv2, 
estdescriptiv3) 

 
### STEP 3: Convert data into date–time format and 
create the dataset of train, test and post COVID-19 
sales and build the model using auto.arima.

timeserielAlava = df %>% 
  filter(Province == “Álava”)
 
timeserieAlavaEurosTrain = ts(timeserieAlava[c(1:156),] 
$Euros, start = c(2005,01), frequency = 12)
 
timeserieAlavaEurosTest = ts(serietemporalAlava[c(157:180),
]$Euros, start = c(2018,01) , frequency = 12)
 
totalAlavaEuros = ts(timeserieAlava[c(1:180),]$Euros, 
start = c(2005,01), frequency = 12)
 
postcovid19AlavaEuros = ts(timeserieAlava[c(181:204),] 
$Euros, start = c(2020,01), frequency = 12)

STAlavaEurosTrain = auto.arima(serietemporalAlavaEurosTrain) 
STAlavaEurosTest = auto.arima(serietemporalAlavaEurosTest)
predAlavaEuros = forecast(auto.arima(totalAlavaEuros), 24)

### STEP 4. Graphical representation of the time series 
(train, test, forecast and post COVID-19 sales). 
 
plotAlavaEuros <-autoplot(timeserieAlavaEurosTrain, 
series = “train”) + 
  autolayer(timeserieAlavaEurosTest, series = “test”)+ 
  autolayer(predAlavaEuros, series = “prediction”) + 
  autolayer(postcovid19AlavaEuros, series = 
“observed”)+ 
  guides(colour = guide_legend(“”))+ 
  labs(x = “Time”, 
       y = “Euros”, 
       title = “Alava”)+ 
  scale_color_manual(labels = c(“Post Covid-19 sales”, 
“Forecast”, “Test data”, “Training data”), 
                     values = c(“#333333”, “#db8100”, 
“#7fb433”, “#0098cd”))+ 
  theme_minimal() 

### STEP 5. Calculate the provincial impact of COVID-19 
on the Spanish tobacco market. 

impactAlavaEuros <- ((postcovid19AlavaEuros 
-predAlavaEuros$mean)/predAlavaEuros$mean)*100

B. Others Accuracy Metrics of the ML Models

APPENDIX TABLE I. Selected SARIMA Models for Frecasting Euros

Province ME RMSE MAE MPE MASE

Alava -1,24E-09 4,84E+05 4,06E+05 -8,16E-01 1,39E+00

Albacete 1,48E+04 7,41E+05 5,86E+05 -7,22E-01 1,67E+00

Alicante 1,92E+05 5,40E+06 4,63E+06 -1,03E+00 2,77E+00

Almería 2,52E+04 1,70E+06 1,37E+06 -1,11E+00 3,16E+00

Asturias -6,21E-09 1,77E+06 1,39E+06 -7,72E-01 2,14E+00

Ávila 5,35E+03 6,19E+05 4,91E+05 -3,01E+00 2,81E+00

Badajoz -2,48E-09 1,12E+06 9,02E+05 -8,55E-01 2,01E+00

Balears -1,31E+05 4,06E+06 3,42E+06 -2,50E+00 2,79E+00

Barcelona -3,48E-08 7,78E+06 6,42E+06 -6,72E-01 1,81E+00

Burgos -1,86E-09 8,14E+05 6,53E+05 -1,44E+00 2,94E+00

Cáceres 0,00E+00 9,77E+05 7,55E+05 -1,40E+00 2,22E+00

Cádiz 5,29E+04 2,27E+06 1,76E+06 -1,88E+00 1,83E+00

Cantabria 2,38E+03 1,40E+06 1,04E+06 -1,32E+00 2,72E+00

Castellón 2,32E+04 1,73E+06 1,31E+06 -1,71E+00 2,71E+00

Ciudad Real -2,48E-09 9,32E+05 7,02E+05 -9,58E-01 2,58E+00

Córdoba -4,97E-09 9,79E+05 7,72E+05 -7,15E-01 1,68E+00

Coruña (A) -4,97E-09 1,90E+06 1,53E+06 -8,53E-01 2,52E+00

Cuenca 1,04E+04 5,92E+05 4,45E+05 -1,48E+00 2,57E+00

Girona 1,25E+05 1,07E+07 8,59E+06 -6,38E+00 2,39E+00

Granada -7,45E-09 1,59E+06 1,28E+06 -8,76E-01 2,22E+00

Guadalajara 6,80E+03 4,46E+05 3,65E+05 -7,61E-01 1,96E+00

Guipúzcoa 6,36E+04 2,62E+06 2,12E+06 -1,37E+00 1,70E+00

Huelva 3,21E+04 1,31E+06 1,05E+06 -1,31E+00 2,28E+00

Huesca 1,54E+04 8,19E+05 5,96E+05 -1,77E+00 2,27E+00

Jaén -3,73E-09 8,11E+05 6,57E+05 -5,22E-01 1,92E+00

León -1,86E-09 1,07E+06 8,18E+05 -1,37E+00 2,54E+00

Lleida -1,24E-09 1,33E+06 1,16E+06 -1,48E+00 1,18E+00

Lugo -1,55E-09 6,57E+05 5,12E+05 -1,14E+00 2,03E+00

Madrid -2,98E-08 7,38E+06 6,14E+06 -4,82E-01 1,61E+00

Málaga 1,70E+05 4,27E+06 3,71E+06 -1,34E+00 2,76E+00

Murcia -2,48E-09 2,46E+06 2,02E+06 -6,98E-01 1,76E+00

Navarra 5,65E+04 2,41E+06 1,93E+06 -1,41E+00 2,72E+00

Ourense -3,10E-10 6,07E+05 4,55E+05 -1,08E+00 2,25E+00

Palencia 7,06E+03 3,80E+05 2,95E+05 -1,10E+00 1,57E+00

Pontevedra -6,21E-10 1,87E+06 1,41E+06 -1,34E+00 2,28E+00

Rioja (La) -1,86E-09 5,70E+05 4,62E+05 -9,08E-01 3,15E+00

Salamanca 8,86E+03 7,89E+05 6,23E+05 -1,48E+00 1,91E+00

Segovia 2,00E+03 3,81E+05 2,89E+05 -1,64E+00 2,25E+00

Sevilla -1,24E-09 2,00E+06 1,58E+06 -7,26E-01 1,14E+00

Soria 4,59E+03 2,20E+05 1,75E+05 -1,24E+00 1,57E+00

Tarragona 8,43E+04 3,09E+06 2,43E+06 -2,37E+00 3,13E+00

Teruel 5,78E+03 4,25E+05 3,33E+05 -1,80E+00 2,10E+00

Toledo 1,64E+04 1,10E+06 8,92E+05 -6,52E-01 1,74E+00

Valencia -2,48E-09 3,72E+06 3,01E+06 -6,02E-01 1,89E+00

Valladolid -1,24E-09 7,44E+05 6,17E+05 -6,92E-01 1,60E+00

Vizcaya -6,21E-09 1,26E+06 1,09E+06 -4,04E-01 1,50E+00

Zamora -1,09E-09 4,88E+05 3,61E+05 -2,01E+00 2,23E+00

Zaragoza -7,45E-09 1,40E+06 1,17E+06 -5,70E-01 1,39E+00
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APPENDIX TABLE II. Selected SARIMA Models for Forecasting Packs

Province ME RMSE MAE MPE MASE

Alava 1,76E-14 3,78E-01 3,19E-01 -8,26E-01 1,35E+00

Albacete 9,69E-03 4,86E-01 3,85E-01 -7,16E-01 1,69E+00

Alicante 2,58E-02 7,44E-01 6,36E-01 -1,01E+00 2,97E+00

Almería 8,99E-03 6,42E-01 5,21E-01 -1,11E+00 3,44E+00

Asturias -1,17E-15 4,12E-01 3,26E-01 -7,59E-01 2,29E+00

Ávila 8,21E-03 9,38E-01 7,44E-01 -3,01E+00 2,82E+00

Badajoz -1,28E-15 4,30E-01 3,46E-01 -8,53E-01 1,99E+00

Balears 3,70E-02 1,12E+00 9,20E-01 -2,33E+00 2,83E+00

Barcelona -1,31E-15 3,62E-01 2,98E-01 -6,84E-01 1,62E+00

Burgos -2,11E-15 5,57E-01 4,48E-01 -1,43E+00 2,93E+00

Cáceres 3,48E-14 6,14E-01 4,77E-01 -1,38E+00 2,27E+00

Cádiz 1,10E-02 4,81E-01 3,72E-01 -1,86E+00 1,87E+00

Cantabria 1,00E-03 5,94E-01 4,44E-01 -1,31E+00 2,64E+00

Castellón 1,04E-02 7,84E-01 5,94E-01 -1,68E+00 2,69E+00

Ciudad Real -5,52E-14 4,83E-01 3,64E-01 -9,65E-01 2,63E+00

Córdoba -1,92E-15 3,21E-01 2,53E-01 -7,14E-01 1,70E+00

Coruña (A) -1,13E-14 4,13E-01 3,32E-01 -8,47E-01 2,51E+00

Cuenca 1,28E-02 7,25E-01 5,44E-01 -1,47E+00 2,58E+00

Girona 4,26E-02 3,63E+00 2,93E+00 -6,20E+00 2,66E+00

Granada -2,61E-15 4,51E-01 3,58E-01 -8,75E-01 2,23E+00

Guadalajara 6,55E-03 4,50E-01 3,66E-01 -7,54E-01 1,99E+00

Guipúzcoa 2,19E-02 9,24E-01 7,42E-01 -1,35E+00 1,80E+00

Huelva 1,58E-02 6,55E-01 5,25E-01 -1,29E+00 2,48E+00

Huesca 1,73E-02 9,17E-01 6,69E-01 -1,74E+00 2,29E+00

Jaén 3,01E-13 3,27E-01 2,65E-01 -5,16E-01 1,97E+00

León -5,04E-14 5,40E-01 4,15E-01 -1,36E+00 2,59E+00

Lleida -2,92E-15 7,98E-01 6,94E-01 -1,48E+00 1,21E+00

Lugo -1,42E-15 4,61E-01 3,59E-01 -1,13E+00 2,02E+00

Madrid -1,31E-15 2,93E-01 2,45E-01 -4,94E-01 1,47E+00

Málaga 2,58E-02 6,66E-01 5,81E-01 -1,33E+00 3,38E+00

Murcia 3,57E-13 4,44E-01 3,69E-01 -7,06E-01 1,73E+00

Navarra 2,16E-02 9,57E-01 7,69E-01 -1,41E+00 3,19E+00

Ourense -1,55E-15 4,52E-01 3,41E-01 -1,06E+00 2,35E+00

Palencia 1,06E-02 5,60E-01 4,35E-01 -1,09E+00 1,57E+00

Pontevedra -1,02E-15 4,93E-01 3,72E-01 -1,33E+00 2,23E+00

Rioja (La) -5,18E-16 4,60E-01 3,75E-01 -9,08E-01 2,79E+00

Salamanca 6,41E-03 5,65E-01 4,47E-01 -1,47E+00 1,91E+00

Segovia 3,26E-03 6,05E-01 4,59E-01 -1,63E+00 2,23E+00

Sevilla -7,77E-16 2,75E-01 2,17E-01 -7,33E-01 1,16E+00

Soria 1,21E-02 5,82E-01 4,62E-01 -1,24E+00 1,54E+00

Tarragona 2,66E-02 9,92E-01 7,81E-01 -2,32E+00 3,16E+00

Teruel 1,06E-02 7,68E-01 6,02E-01 -1,78E+00 2,08E+00

Toledo 6,18E-03 4,19E-01 3,36E-01 -6,47E-01 1,82E+00

Valencia 3,33E-16 3,85E-01 3,13E-01 -5,98E-01 1,98E+00

Valladolid -2,78E-16 3,56E-01 2,95E-01 -6,88E-01 1,61E+00

Vizcaya 5,18E-16 2,76E-01 2,39E-01 -4,08E-01 1,44E+00

Zamora 1,39E-14 6,40E-01 4,76E-01 -1,99E+00 2,50E+00

Zaragoza -1,33E-15 3,72E-01 3,11E-01 -5,76E-01 1,42E+00

APPENDIX TABLE III. Selected SARIMA Models for Forecasting Per 
Capita Packs

Province ME RMSE MAE MPE MASE

Alava 4,57E+02 1,76E-14 3,78E-01 3,19E-01 1,35E+00

Albacete 3,11E+02 9,69E-03 4,86E-01 3,85E-01 1,69E+00

Alicante 3,87E+02 2,58E-02 7,44E-01 6,36E-01 2,97E+00

Almería 2,73E+02 8,99E-03 6,42E-01 5,21E-01 3,44E+00

Asturias 2,95E+02 -1,17E-15 4,12E-01 3,26E-01 2,29E+00

Ávila 3,20E+02 8,21E-03 9,38E-01 7,44E-01 2,82E+00

Badajoz 2,91E+02 -1,28E-15 4,30E-01 3,46E-01 1,99E+00

Balears 5,11E+02 3,70E-02 1,12E+00 9,20E-01 2,83E+00

Barcelona 2,66E+02 -1,31E-15 3,62E-01 2,98E-01 1,62E+00

Burgos 4,78E+02 -2,11E-15 5,57E-01 4,48E-01 2,93E+00

Cáceres 3,13E+02 3,48E-14 6,14E-01 4,77E-01 2,27E+00

Cádiz 2,29E+02 1,10E-02 4,81E-01 3,72E-01 1,87E+00

Cantabria 2,98E+02 1,00E-03 5,94E-01 4,44E-01 2,64E+00

Castellón 3,30E+02 1,04E-02 7,84E-01 5,94E-01 2,69E+00

Ciudad Real 2,92E+02 -5,52E-14 4,83E-01 3,64E-01 2,63E+00

Córdoba 3,02E+02 -1,92E-15 3,21E-01 2,53E-01 1,70E+00

Coruña (A) 2,67E+02 -1,13E-14 4,13E-01 3,32E-01 2,51E+00

Cuenca 4,12E+02 1,28E-02 7,25E-01 5,44E-01 2,58E+00

Girona 6,02E+02 4,26E-02 3,63E+00 2,93E+00 2,66E+00

Granada 2,84E+02 -2,61E-15 4,51E-01 3,58E-01 2,23E+00

Guadalajara 2,96E+02 6,55E-03 4,50E-01 3,66E-01 1,99E+00

Guipúzcoa 4,44E+02 2,19E-02 9,24E-01 7,42E-01 1,80E+00

Huelva 3,33E+02 1,58E-02 6,55E-01 5,25E-01 2,48E+00

Huesca 3,50E+02 1,73E-02 9,17E-01 6,69E-01 2,29E+00

Jaén 3,63E+02 3,01E-13 3,27E-01 2,65E-01 1,97E+00

León 2,72E+02 -5,04E-14 5,40E-01 4,15E-01 2,59E+00

Lleida 5,40E+02 -2,92E-15 7,98E-01 6,94E-01 1,21E+00

Lugo 3,12E+02 -1,42E-15 4,61E-01 3,59E-01 2,02E+00

Madrid 2,61E+02 -1,31E-15 2,93E-01 2,45E-01 1,47E+00

Málaga 3,27E+02 2,58E-02 6,66E-01 5,81E-01 3,38E+00

Murcia 2,55E+02 3,57E-13 4,44E-01 3,69E-01 1,73E+00

Navarra 4,87E+02 2,16E-02 9,57E-01 7,69E-01 3,19E+00

Ourense 2,16E+02 -1,55E-15 4,52E-01 3,41E-01 2,35E+00

Palencia 4,47E+02 1,06E-02 5,60E-01 4,35E-01 1,57E+00

Pontevedra 2,29E+02 -1,02E-15 4,93E-01 3,72E-01 2,23E+00

Rioja (La) 4,12E+02 -5,18E-16 4,60E-01 3,75E-01 2,79E+00

Salamanca 4,52E+02 6,41E-03 5,65E-01 4,47E-01 1,91E+00

Segovia 3,46E+02 3,26E-03 6,05E-01 4,59E-01 2,23E+00

Sevilla 2,55E+02 -7,77E-16 2,75E-01 2,17E-01 1,16E+00

Soria 3,95E+02 1,21E-02 5,82E-01 4,62E-01 1,54E+00

Tarragona 4,21E+02 2,66E-02 9,92E-01 7,81E-01 3,16E+00

Teruel 3,73E+02 1,06E-02 7,68E-01 6,02E-01 2,08E+00

Toledo 3,07E+02 6,18E-03 4,19E-01 3,36E-01 1,82E+00

Valencia 2,92E+02 3,33E-16 3,85E-01 3,13E-01 1,98E+00

Valladolid 3,98E+02 -2,78E-16 3,56E-01 2,95E-01 1,61E+00

Vizcaya 2,73E+02 5,18E-16 2,76E-01 2,39E-01 1,44E+00

Zamora 3,05E+02 1,39E-14 6,40E-01 4,76E-01 2,50E+00

Zaragoza 3,26E+02 -1,33E-15 3,72E-01 3,11E-01 1,42E+00
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Abstract

Contemporary cloud application and Edge computing orchestration systems rely on controller/worker design 
patterns to allocate, distribute, and manage resources. Standard solutions like Apache Mesos, Docker Swarm, 
and Kubernetes can span multiple zones at data centers, multiple global regions, and even consumer point 
of presence locations. Previous research has concluded that random network partitions cannot be avoided in 
these scenarios, leaving system designers to choose between consistency and availability, as defined by the 
CAP theorem. Controller/worker architectures guarantee configuration consistency via the employment of 
redundant storage systems, in most cases coordinated via consensus algorithms such as Paxos or Raft. These 
algorithms ensure information consistency against network failures while decreasing availability as network 
regions increase. Mainstream blockchain technology provides a solution to this compromise while decentralizing 
control via a fully distributed architecture coordinated through Byzantine-resistant consensus algorithms. This 
research proposes a blockchain-based decentralized architecture for cloud resource management systems. We 
analyze and compare the characteristics of the proposed architecture concerning the consistency, availability, and 
partition resistance of architectures that rely on Paxos/Raft distributed data stores. Our research demonstrates 
that the proposed blockchain-based decentralized architecture noticeably increases the system availability, 
including cases of network partitioning, without a significant impact on configuration consistency.
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I. Introduction

Contemporary cloud application and Edge computing management 
systems rely on centralized architectures to distribute and 

manage application configuration across the network [1]. The most 
prevalent implementations are designed around the controller/worker 
pattern, in which a controller node receives one or more requests 
and then communicates with worker nodes to execute them. In this 
architecture, the controller and worker constantly run a loop to ensure 
that the controller has an up-to-date view of the system and that the 
worker receives the latest scheduled configuration. The controller/
worker pattern allows system designers to simplify the scheduling and 
allocation of resources by assuming that a consistent global state view 
is available to the controller nodes.

Intrinsic to the centralized architecture design is the requirement 
to implement strong security measures. It only requires the security 
compromise of the controller nodes in the system to take control 
of the entire network. It is common for system designers to isolate 
controller nodes from the application data plane [2] to restrict 
orchestrated application access to the control plane, further increasing 
the deployment complexity across network boundaries [3]-[4]. 

However, as these systems’ topological complexity and scale increase, 
many questions arise, such as latency, reliability, and load balancing 
(Fig. 1). In most cases, as a single point of failure, the controller is 
replicated and strategically placed to minimize the impact of hardware 
failures [5]. As the number of zones increases, so does the number of 
controller replicas, thus increasing the system’s overall fragility. 

Fig. 1. Typical redundant Controller/Worker architecture.
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System designers rely on data storage solutions to guarantee 
configuration consistency across controller nodes, therefore inheriting 
their underlying consistency and availability characteristics. System 
availability against machine failures is addressed through controller 
active redundancy [6] across regions or zones. However, this topology 
makes network partitions more likely, forcing system designers to 
choose between consistency and availability. According to the CAP 
theorem [7], any distributed data store can provide only two of three 
guarantees (Fig. 2): consistency, availability, or partition resistance.

Fig. 2. CAP Theorem lemma [4].

 Because system designers cannot prevent network failures [8], 
the compromise between consistency and availability is typically 
addressed by implementing consensus schemes such as the Paxos and 
Raft algorithms [9]. Architectures based on these algorithms require 
that most control nodes are available, and those worker nodes can 
connect to one of those nodes to ensure access to the most recent view 
of the system. If a controller network connection is interrupted, it can 
no longer perform its designated function.

However, modern cloud-based applications are typically designed 
to satisfy the need for scale, availability, and globally distributed 
access. These applications are designed to be resilient against transient 
failures and do not require absolute consistency of the control plane 
data to ensure availability across fragile global environments. Instead, 
those applications can benefit from increased availability of the 
underlying control system to ensure the triggering of actions when 
failures or scaling events occur.  

Mainstream blockchain technology can provide an alternative 
solution by decentralizing the control plane with a fully distributed 
architecture that relies on the eventual consistency achieved through 
Byzantine-resistant consensus algorithms [10] and strong security 
enforced via defined cryptographic rules. Because of distributed 
consensus, all nodes in the network can validate the order of 
cryptographically signed system management transactions to reach 
an agreement on which application configuration blocks to add to the 
blockchain, including scenarios where parallel chains evolve during a 
network partition event. In this scenario, the control plane is available 
if any node in the network is reachable, functioning, and capable of 
recording transactions onto the longest known blockchain, maximizing 
availability in place of consistency. In contrast, controller/worker 
architecture’s availability depends on having access to a controller 
node, even if the underlying storage systems were configured to use 
eventual consistent consensus schemes. 

The main contributions of our work are (a) a design for a 
decentralized hybrid control/worker node, (b) a set of transaction 
validation rules for system state information, and (c) three theorems 
(maximum availability, eventual consistency, partition primacy) from 
the properties of the proposed system. The remainder of this paper 
is organized as follows: Section II explores related work and existing 
research. Section III describes the proposed integrated architecture for 
hybrid control/work nodes, the structure of the proposed blockchain, 
and validation logic. Our results are discussed in Section IV, and 
conclusions and suggestions for future research are presented in 
Section V. 

II. Related Work

State-of-the-art application management technologies simplify 
automation via declarative configuration, where state updates are 
propagated over time in what is known as intent-record consistency. 
This means that the system will eventually reflect the most current 
configuration as scheduled by a central controller. The system records 
any requests submitted to be later processed by the controller nodes.

Examples of systems based on controller/worker architecture 
include Cloud Foundry [11], Apache Mesos [12], Docker Swarm [13], 
and Kubernetes [14]. As previously stated, the architecture of these 
systems prioritizes intent-record consistency and availability through 
controller replication [15].

Apache Mesos, Docker Swarm, and Kubernetes store configuration 
state in Etcd, a key-value store, using the Raft consensus algorithm to 
ensure consistency and partition resistance. Essentially, the controller 
returns the confirmation to the client only when a quorum of storage 
nodes coordinated by an algorithmically selected leader acknowledges 
the request. Reads are linearizable, implying that once a write is 
completed, all later read should return the value of that write or the 
value of the last write. Alternatively, Cloud Foundry utilizes MySQL, 
a relational database that relies on the Paxos algorithm. However, in 
practical terms, the only difference between Paxos and Raft is the 
leader’s election mechanism [16].

For example, when a user submits an intent request, the desired 
configuration change is first stored in either Etcd or MySQL. Depending 
on the system, the transaction is then confirmed to the user, who 
reasonably expects the request to be distributed and committed. Once 
the configuration change is committed, the controller can execute the 
scheduling algorithm and communicate the changes to the affected 
worker nodes to achieve a consistent global state that matches the 
user’s intentions [17]. These mechanisms, in aggregate, provide intent-
record state consistency that guarantees high statistical availability 
and good network partition resistance if the controllers can connect to 
storage nodes and the storage nodes can achieve a quorum (Table I).

TABLE I. Partition Resistance Examples of Paxos/Raft

Servers Quorum Failure Tolerance1

1 1 0

2 2 0

3 2 1

4 3 1

5 3 2

6 4 2

7 4 3

8 5 4
1 Server failure or networked partitioned
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In the case of network partition across data center zones or regions 
(Table III), nodes placed in a partition outside the quorum cannot be 
managed or provide system updates, leading to potential outages. For 
example, an application might not be able to react to an autoscaling 
event, or a node failure cannot be redeployed. Raft and Paxos drive 
consistency and availability (up to a few failed nodes proportional to 
the number of replicas) from the point of view of an external consumer 
with equal access to all the replicas. In most cases, replicas are 
collocated with the nodes. If a replica loses network access, collocated 
nodes cannot be operated.

To date, little practical research has been performed to weaken 
the criteria for replica consistency to improve the partition tolerance, 
availability, and performance of cloud systems owing to the non-
monotonic nature of the system configuration. Non-monotonicity 
occurs when a new configuration change request alters the previous 
configuration state request [18]. Consequently, request ordering 
determines the global state of the system. However, because of 
the characteristics of the eventual system consistency described 
previously, a system of rules that disambiguates potentially conflicting 
configuration requests can provide acceptable levels of consistency. 
For the most part, system operators prioritize their focus on the 
system’s final state and, in most cases, can infer the consequences of 
intermediate states during configuration changes.

A well-defined set of transaction ordering rules implemented as a 
cryptographic protocol and persisting results on a blockchain presents 
an opportunity to leverage mainstream consensus algorithms to solve 
the challenges presented by the CAP theorem.

The feasibility of implementing blockchain technology control 
systems has been demonstrated using a multi-tier architecture to 
record and distribute configurations across multiple control nodes 
[16]. Existing implementations leverage smart contracts to substitute 
access control and preserve the sequence of change requests. However, 
deployment control is still delegated to a traditional controller/worker 
cluster architecture. While a fully distributed blockchain across all 
regions can yield similar results concerning global availability, it still 
depends on the availability of the local cluster controller to ensure all 
nodes can be operated, therefore not impacting the CAP properties of 
the system or the security of the control nodes.

Concerning blockchain performance, previous work has 
determined that the throughput characteristics of three-tier control 
systems utilizing a general-purpose blockchain as a record store yield 
good results [19].

Fig. 3. Focus on Availability and Partition Resistance.

The objective of this research (Fig. 3) is to evaluate the 
implementation of a highly available and partition resistant [18] cloud 
management system offering a solution that utilizes a purpose-built 
blockchain to store system state to record configuration efficiently 
and in a verifiable and permanent manner [20]. 

This research evolves previous approaches by integrating control 
and work nodes into a single hybrid component and using Byzantine 

resistance consensus algorithms to coordinate the blockchain’s 
agreement, termination, and validity.

Existing blockchains implementation like Ethereum, Cardano, 
Solana, Hyperledger, or any other general-purpose blockchain with 
support for smart contracts can be used to manage and execute 
purpose-built smart contracts containing the logic of configuration 
disambiguation, scheduling, and access control. However, using 
existing blockchains will require a network of Oracles capable of 
performing active functions, including failure detection. In addition, 
to ensure the same level of availability, it would require every node 
running the software to also operate as a general-purpose blockchain 
node alongside the required Oracles. We decided against this approach 
due to the runtime, management, and overhead. Although outside 
the scope of this research, we consider implementing the solution 
using general-purpose smart contract blockchains worth studying 
for Web3 applications that rely on both traditional stacks and smart 
contracts. Future research will evaluate and compare the overhead 
costs of running a general-purpose vs. purpose-built blockchain to be 
deployed to each node.

III. Proposed Framework

This proposal is structured into three sections. First, we cover the 
architecture of the hybrid controller/worker node and its connectivity 
to other nodes. The second section describes how the system state 
configuration is encoded into the blockchain structure, followed by 
global ordering rules that ensure transaction validity to be applied by 
participating nodes.

A. System State Blockchain
In blockchain-centric systems, a natural pattern is decentralizing 

control and replacing authority with Byzantine-resistant consensus 
patterns [21]. Applying this pattern to the cloud management space 
may seem unintuitive at first glance, yet this solution addresses the 
primary goals of this research.

This yields a highly available peer-to-peer architecture [22] of 
compute nodes collectively converging into a state that matches the 
sequence of intents stored in the blockchain.  While the primary 
function of nodes is to host workloads, nodes maintain a full copy of 
the blockchain and participate in the consensus process as both block 
creators and validators.

Nodes are connected to other nodes using a peer-to-peer (P2P) 
gossip protocol. When a node is added to the network, the initial 
discovery of peer nodes is performed using dynamic DNS. Once a node 
is connected to other nodes, it can receive a list of other known nodes 
and blocks. In addition, the node can validate the list of known nodes 
obtained with the configuration stored in the blockchain. There may 
be additional security warranties when adding a node to the network 
depending on the consensus algorithm, for example, client certificate 
authentication in Proof of Authority schemes.

The nodes receive direct connections from users. Users submit new 
transactions and inspect the state of the node and the last known system 
state, according to the longest chain stored by that node. Additionally, 
nodes are assigned the responsibility of communicating with external 
services, for example, updating a DNS entry or configuring a new load 
balancer.

We incorporate the existing Kubernetes architecture elements for 
the proposed solution, such as the Kubelet component, which provides 
the actuation of state configuration changes by communicating with 
the node host operating system. As such, the components of a hybrid 
node include (Fig. 4):
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Fig. 4. Decentralized blockchain/worker node architecture.

1. The peer manager is responsible for maintaining a list of known 
peers. It creates and maintains TCP connections and receives new 
connections from peers. The peer manager communicates with 
other nodes via the P2P gossip protocol. 

2. The consensus manager is dedicated to applying consensus 
rules to maintain the longest valid chain known by the node by 
determining which blocks should be added to the chain or even 
discarding dead-end chains. The consensus manager is integrated 
very closely with the peer manager, such that it can adapt the 
node chain to new information, including blocks and alternative 
chains. In addition, a node, depending on the consensus algorithm, 
may be selected for mining a new block. The consensus manager 
communicates the new block to the other peer nodes.

3. The validator is responsible for analyzing the contents of a block 
and ensuring that all new transactions are valid. Transaction order, 
transaction inputs and outputs, locking script execution, and other 
block rules are related to the consensus algorithm. 

4. Pending changes comprise a list of known pending transactions. 
Each block maintains a list of pending transactions. When a new 
block is received or minted, the transactions in the block are 
removed from the pending list.

5. The block factory is responsible for mining a new block based on 
the inputs of the pending change list. It communicates with the 
consensus manager, ensuring that the block is valid by verifying 
with the validator. Any invalid transactions are reported until a 
block is valid and ready to be communicated.

6. The scheduler is a component that watches for newly created 
resources with no assigned nodes.

7. API is the front end of the contents of the state of the cluster and 
transaction management. Users connect to the node via an API to 
interact with the cluster without directly operating a node.

8. State Manager maintains the databases and indexes required to 
store and operate the cluster.

9. Blocks are key-value pair databases indexing every block and 
transaction of the blockchain by its hash value.

10. State is a document-oriented database with content resulting from 
executing all transactions in the blockchain.

11. The controller manager is responsible for maintaining the 
configuration and state of the services external to the cluster.

12. Kubelet is part of the Kubernetes architecture. It is responsible for 

connecting to the Docker runtime and ensuring that all pods and 
containers run according to the cluster state determined by the 
blockchain.

B. Blockchain Structure
Transaction data is stored in blocks organized into a linear sequence 

(Fig. 5). New transactions are added to the blocks, and blocks are added 
at the end of the blockchain. Each block indirectly contains the hash 
of each transaction calculated by adding every transaction to a Merkle 
tree and storing the root. Additionally, every block includes the hash 
of the previous block’s header. In essence, every time a block is added 
to the chain, the harder it is to change or remove previous blocks, and 
every transaction in the blockchain is irreversible and final. 

Fig. 5. Blockchain structure.

Block transactions contain each of the changes in the system’s 
configuration submitted by users. The structure and content are like 
those utilized in cryptocurrency ledgers, with differences compared 
to the input and output of the transactions referring to hierarchical 
resource definitions. For example, to create a new resource within a 
folder or namespace, the transaction input must meet two conditions: 
a reference to the most recent transaction with a parent resource as 
an output and a script or data satisfying the requirements of the input 
transaction script.

When a user submits a transaction, it is possible to refer to a parent 
resource directly or indirectly to satisfy the validation requirements.

The input of direct access transactions refers to the most recent 
transaction with the targeted resource as the output. It is the user’s 
responsibility to identify the latest transaction and produce the input 
script data that meets the requirements of the script securing the 
resource.

The input of indirect access transactions refers to a transaction 
used to create or update a hierarchical resource. For example, starting 
a new deployment refers to the output of the transaction used to create 
or update the namespace where it would be contained.

C. Transaction Validation
All nodes check every transaction during the block forming 

process. A block is constructed by assembling ordered transactions 
from the pending transaction list. The selection of transactions to be 
included in a block is critical for the system design. Transaction order 
is performed using both topological and canonical rules.

Topological ordering by ordering transactions according to their 
positions in the resource hierarchy. Topological ordering ensures that 
sequential transactions that depend on a previous transaction that 
manages a parent resource are evaluated to maximize transaction 
validity. For example, a resource cannot be created until a parent 
resource is created.
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Canonical ordering is performed when two resources have 
equivalent inputs and outputs in a resource hierarchy. When this 
occurs, transactions are ordered by transaction ID, calculated as the 
SHA256 of the transaction data. Canonical ordering ensures that the 
output is unique and deterministic given the same set of transactions. 
In other words, given the same set of unordered transactions, the 
result after ordering would be the same regardless of who performs 
the ordering or when the operation is performed.

Additionally, when two chains evolve independently due to a 
network partition event, nodes that adopt a new longer chain would 
move transactions on the shorter chain to the pending changes list and 
be evaluated accordingly.

IV. Results and Discussion

The proposed architecture provides the foundation for a fully 
distributed configuration management system that stores the global 
configuration in a blockchain structure and is distributed across all 
the nodes in the network. This architecture solution offers improved 
network-partitioning resistance and availability.

Network partitioning occurs when a group of nodes is isolated and 
cannot communicate with the remaining nodes in the network. This is 
a common scenario when those nodes are not in the same data center 
or the data center is partitioned into two or more availability zones. 
Note that in the proposed architecture, when a network partition 
occurs, there is a risk that transactions submitted to the partition with 
the shortest chain will become invalid once the network connectivity 
is restored. The transactions are appended to the Pending Changes 
list (Fig. 6).

Fig. 6. Chain resolution after Network Partition.

So far, we have discussed the core components and behaviors of the 
system. From the analysis conducted throughout this study, we can 
deduce that the system meets the following propositions:

Proposition 1: Any node can accept a transaction.

Proposition 2: A single node can add a block to the chain.

Proposition 3: Nodes do not require connection to other nodes to 
accept transactions.

Proposition 4: A group of nodes (more than one node), where 
each node can connect to others, will generate a chain faster than 
a group with fewer nodes.

Proposition 5: A node will always accept the longest chain 
available.

Therefore, we can formulate the following three theorems by the 
principle of mathematical logic.

1. Theorem: Maximum Availability
If a node is available, the system is available.

Proof of Theorem 1. P1 ∧ P2 ∧ P3 ⟹ T1. If any node can accept 
a transaction (Proposition 1), and a single node can add a block to 
the chain (Proposition 2), and nodes do not require the connection to 
other nodes to accept transactions (Proposition 3), then if a node is 
available, the system is available. 

2. Theorem: Eventual Consistency
A transaction can only be considered irreversibly committed when 

it is part of a block in the longest chain, and is part of the current chain 
for most of the nodes in the network.

Proof of Theorem 2. P3 ∧ P4 ⟹T2. If nodes do not require the 
connection to other nodes to accept transactions (Proposition 3), and 
a group of nodes (more than one node), where each node can connect 
to others, will generate a chain faster than a group with fewer nodes 
(Proposition 4), then a transaction can only be considered irreversibly 
committed when it is part of a block that is in the longest chain, and it 
is part of the current chain for most of the nodes in the network. 

3. Theorem: Partition Primacy
A network partition with the majority of nodes generates the 

longest chain with irreversibly committed transactions.

Proof of Theorem 3. P4 ∧ P5 ⟹T3. If a group of nodes (more than 
one node), where each node can connect to others, will generate a 
chain faster than a group with fewer nodes (Proposition 4), and a node 
will always accept the longest chain available (Proposition 5), then a 
network partition with the majority of nodes generates the longest 
chain with irreversibly committed transactions. 

4. Examples
Traditional Paxos/Raft-based systems are available if most replica 

nodes are available to achieve quorum and maintain the configuration 
store consistency (Table II).  When there are three zones, both systems 
are reliable when one fault occurs. However, the differences are 
revealed when two Paxos/Raft replicas fail, preventing the system 
from achieving a quorum and leading to system failure. Note that in 
this proposal (Table III), only users who can access a partition with 
available nodes will be able to submit transactions. 

TABLE II. Availability Examples of Paxos/Raft

Zones/Replicas Replica Faults Partitions Paxos/Raft

3 / 3 1 0 Available

3 / 3 2 0 Fault

3 / 3 0 2 Fault

9 / 9 4 0 Available

9 / 9 5 0 Fault

9 / 9 0 3 Fault

3 / 3 1 0 Available

3 / 3 2 0 Fault

Additionally, as stated in the Partition Primacy and Eventual 
Consistency theorems, only nodes in the largest partition will be able 
to confirm transactions irreversibly.
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TABLE III. Availability Examples of the Proposed Solution

Zones/Replicas Replica Faults Partitions Proposed
3 / 300 50 / 50 / 50 0 Available
3 / 300 100 / 0 / 0 0 Available1

3 / 300 100 / 100 / 100 0 Fault
3 / 300 100 / 0 / 0 1 Available1

3 / 300 50 / 50 / 50 1 Available2

3 / 300 50 / 50 / 50 2 Available2

3 / 300 50 / 50 / 50 3 Available2

1 Not accessible from failed partitions.
2 Transactions cannot be considered irreversible until restored.

In the Paxos/Raft system, when the number of zones is expanded 
to nine, and thus, the number of replicas, the statistical availability 
increases dramatically. However, in cases where multiple network 
partitions occur, the system can become unavailable because of the 
inability of replicas to talk to each other and thus prevent a quorum, 
even with no replica failures. As stated in the theorem of maximum 
availability, our proposal becomes unavailable only when all the 
nodes fail.

V. Conclusions and Future Research

In the proposed decentralized architecture, the system is available as 
long as the nodes are accessible to the user. However, the intent-record 
consistency is compromised and replaced with eventual consistency. 
In essence, a user querying a different node that received the change 
might obtain a response that does not include the most recent change, 
that is, until that change is broadcast through the network and adopted 
in a block that is part of the longest computed chain. This scenario, we 
believe, is an acceptable compromise.

Integrating the blockchain node capabilities, scheduler, and 
container management agent reduces management overhead by 
reducing the number of software components to be deployed 
and managed. Since our proposal does not allow the execution of 
general-purpose smart contracts, the security surface is reduced, and 
configuration management operations costs stay constant.

Minting an additional block to the blockchain is perhaps the most 
critical operation [23] to meet the desired consistency and performance 
requirements. In future research, we will analyze different algorithms 
that can potentially be used to ensure that blocks are minted, validated, 
and added to the blockchain throughout the network while minimizing 
the trust required. In essence, these algorithms enable the capability to 
achieve consensus on which blocks to add to the chain based on rules 
that ensure fairness and security for all participants. Examples of these 
algorithms are as follows:

1. Proof of Work (PoW) is a consensus algorithm based on 
demonstrable computational effort across a fixed time window, 
forcing each party to upfront a total energy/computational cost 
proportional to their weight on the consensus effort.

2. Proof of Space (PoS) is a consensus algorithm based on 
demonstrable storage capacity requiring every participant to pre-
compute and store an established function output. Participants 
must be able to prove knowledge of that output at any time, 
ensuring a commitment to integrity by upfronting the storage 
cost.

3. Proof of Authority (PoA) is a consensus mechanism based on 
the proven identity of the participants. This algorithm requires 
establishing a level of trust across the participants.

4.  Proof of Stake (PoS) is a consensus algorithm based on demonstrable 
funds requiring all participants to deposit a monetary amount in 
an escrow account controlled by a cryptographic protocol.

It should be noted that the proposed architecture integrates data and 
control planes, thereby forcing the re-evaluation of existing security 
threat models. Future research should compare current architectures 
to secure control and application data.
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Abstract

Internet is the largest source of data and the requirement of data analytics have fueled the data warehouse 
to switch from structured conventional Data Warehouse to complex Web Data Warehouse. The dynamic and 
complex nature of web poses various types of complexities during synthesis of web data into a conventional 
warehouse. Multi-Criteria-Decision Making (MCDM) is a prominent mechanism to select the best data for 
storing into the data-warehouse. In this article, a method, based on the probabilistic analysis of SAW and TOPSIS 
methods, has been proposed to select web data sources as data sources for web data warehouse. This method 
deals more efficiently with the dynamic and complex nature of web. Here, the result of the selection employs 
the analysis of both the methods (SAW and TOPSIS) to evaluate the probability of selection of respective score 
(1-9) for each feature. With these probability values, the probability of selection of the next web sources has been 
be determined. Moreover, using the same probability values, mean score and standard deviation of the scores of 
respective features of selected web sources have been deduced, which are further used to fix the standard score 
of each feature for selection of web sources. The standard score is a parameter of the proposed Mean-Standard-
Deviation (MSD) method to check the suitability of web sources individually, whereas others do the same on 
comparative basis. The proposed method cuts down the cost of the repetitive comparison operation, once after 
computation of the Standard score using Mean and Standard deviation of each individual feature. Here, the 
respective value of the standard score of each feature is only compared with the score of each respective feature 
of the next web sources, so it reduces the cost of computation and selects the web sources faster as well.
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I. Introduction

The evolution of Internet as well as the ease to share and to fetch the 
data from web have made web a magnificent platform of sources 

for information. Web is an independent platform to get and provide 
nearly all the types of information. At the mean time the requirement 
of data analytics for decision support system has obligated the data 
warehouse to deal with web data rather than traditional data, because 
the data from local data sources has turned insufficient for decision 
support systems. Despite being the data easily and publicly available 
on web, the web data cannot be queried and manipulated efficiently for 
data analytics as done in traditional Data Warehouse. So, the efficient 
way to use the data for data analytics is to exploit the warehouse 
technique rather than directly access the data. The Data warehouse 
main obligation is to collect information from various data sources 
to create repository and make integrated information available for 
Decision Support Systems. However, the exponential rising of web 
sources and complexity as well as dynamic nature of web have posed 

new challenges for data warehouse to deal with web-data from various 
and independent web sources [18], [22], [26], [27].

To find the suitable data to systematically incorporate it into a 
warehouse is an anticipating approach for data analytics. In order to 
collect the data for data warehouse, finding the relevant data on web 
is just as to find out needle in a haystack because of so many web 
sources [25], [26]. Besides, the dynamic nature of web data has made 
the situation more complicated and complex. So, the very first task for 
web warehouse is to find the relevant web sources as the data source 
for it. Thus, there is the requirement of evaluation of the relevancy and 
compatibility of the web sources. Various features must be entertained 
during evaluation of web sources. Zhu et al. have classified the features 
into three categories viz. web sources stability, web data quality and 
contextual issues of web data [25].

According to Zooknic statistics ( http://www.zooknic.com/Domains/
counts.html) on 15 December 2009, the total number of worldwide 
registered domains was 111,889,734, and these 111 million (around) 
websites are owned by government, private or individual organization 
and agencies, which causes complex (structured, semi-structured, 
unstructured) natured data designed in different (heterogeneous) 
styles. Besides so large number of websites, web sources are dynamic, 
the web data is updated frequently as well as even millions of new 

http://www.zooknic.com/Domains/counts.html
http://www.zooknic.com/Domains/counts.html
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web sources and web pages are being added every day on Internet. So 
already available sources may change or even disappear. 

Another challenge is the quality of web-data because the web 
techniques are so opened and independent that web masters can fire 
whatever data they like on web. A big amount of data on the web 
is not properly examined, retrospected and percolated as done in 
conventional publications. Wrong, inconsistent, incomplete or vague 
data are easily available on web and even correct data are not properly 
presented. So, the quality of data on web is maverick. Third challenge is 
the context of data should fulfill the requirements of the user, because 
the availability of data on web is with the intention of browsing usually 
rather than for warehousing and analysis. So, the web-data must fulfill 
the requirements of web-warehousing, as relevancy of web data for 
analysis, easily extraction of necessitated data, all-important metadata 
(data definition, data format and derivation rules) etc. Probably these 
requirements may not be fulfilled.

Therefore, the designer of web-warehouse must build a set of 
features to evaluate the web sources to select the most suitable sources 
as data source for warehousing. In this article we will look into these 
challenges and discuss the methods for relevant web sources selection 
for warehousing. Firstly, a set of selection features is formulated and 
then evaluation of the web sources has been performed using Multi-
Criteria Decision Method (MCDM) approach, (especially SAW and 
TOPSIS methods) with respect to these features.  Again statistical 
and probabilistic analysis of the selected web sources has been done 
with respect to the score of the corresponding features. Then mean 
and standard deviation of the score of the corresponding features 
have been evaluated. Now using mean and standard deviation the 
relevancy of web source can be computed without any further relative 
comparison of web sources. Here only a fixed number of comparisons 
as the number of features and one more with the threshold value are 
required. So the computational complexity of the proposed method 
becomes constant.

The rest of the paper is organized as follows: Section II presents 
related work on web source selection as data source for warehousing 
and various approaches including MCDM (SAW and TOPSIS specially) 
which is based on evaluation of web sources. Section III explains the 
complexity during web sources selection and set of features for web 
source evaluation. Section IV explicates SAW and TOPSIS methods of 
MCDM, for selection of web sources as data source for warehouse. In 
Section V the proposed work has been explained. This section consists 
of three parts viz. statistical analysis of SAW and TOPSIS, Probability 
of selection of new web sources and Mean-Standard-Deviation (MSD) 
method based on mean and standard deviation. Section VI analyses 
the experimental setup and results of SAW, TOPSIS and MSD Methods 
and at last, Section VII presents the conclusion.

II. Related Work

During incorporating the data from web into warehouses, the 
dynamic and complex nature of web [2], [3], [6], [8], [9], [14] poses 
various challenges. Different approaches have been developed to 
overcome the challenges during warehousing the web data [2], [6], 
[17], [25], [29]. Doan et al. have explained XML technologies to 
extract, incorporate, store, query and analyze web data as well as their 
application to data warehouse [6]. Boussaid et al. haves proposed a 
UML (Unified Modeling Language) and XML model of warehousing 
along with the attributes of XML [2]. Hao Fan used HDM (Hypergraph 
Data Model) for warehousing the web data [8].

Another approach is comparative analysis of web sources to select 
the best one. In order to select the web source as data source for 
warehouse, quality of data available on web source is an important 

criteria of source selection. To define the quality of data, multiple 
features of web sources are entertained [20], [25]. So, the selection 
of a web source is multi features selection task [16]. To deal with the 
multi features selection problem [20], [25], Multi criterion Decision 
Making (MCDM) [13], [23], [33], [34] methods have been employed. 
With this method, on the basis of score and weight of features, the 
comparative analysis has been done. Having multiple criteria of 
decision, the MCDM approach is applicable in various real problems 
besides ranking of web sources [25] like [4] and many other problems. 
Le et al. [11] proposed a dynamic approach of web data warehousing 
using object oriented methodology to design the logical level for 
apprehending and presenting basic semantics of web sources and user 
requirements in a flexible and sensible way.

Moreover, Dong et al. have proposed a marginalism approach 
to select the web source. The marginalism approach is based on the 
marginalism principle of economics [12]. It restricts the selection of a 
new source till the marginal benefit is more than the marginal cost of 
integration. The marginal benefit is here the difference between benefit 
after and before the new source integration. Similarly marginal cost is 
the difference between the cost after and before the integration [7].

III. Features to Evaluate Web Sources

The evaluation features of web sources have been roughly classified 
into three major categories viz. web sources stability, web data quality 
and contextual issues of web data [18], [22], [25], [28].

A. Web Source Stability
This selection features can be further subcategorized into 

availability, durability, accessibility, and refreshing rate. 

• Availability defines whether the specific site is up and in running 
mode, its response time and also reachability of the pages through 
the links. 

• Durability defines the time period by which the data is made 
available on the website. Historical data may or may not be 
available on the website. So, the volatile data must be extracted 
and warehoused for the purpose of availability [20], [25]. 

• Accessibility checks whether the data has been accessed without 
breaching any authenticity norms (registration or password) 
during the automatic extraction for warehousing [20, 25]. 

• Refresh rate defines the timeliness by which the data is made 
available on the website, at the meantime fast refresh rate means 
volatile data is overwritten quickly, so must be extracted with the 
same rate to make it available for data analytics [20], [25], [28].

B. Web Data Quality
This selection feature can be further split into Origination, 

Objectivity, Accurateness, Completeness, and Metadata. Origination 
usually refers to data lineage, i.e. origin of the data. Objectivity concerns 
with deficiency of biasness in the data. Accurateness concerns with 
the accuracy of web data, i.e. error free data. Completeness concerns 
with the coverage, whereas Metadata concerns with the derivation 
rules and interpretation of web data [20], [25], [28], [30].

C. Contextual Issues of Web Data
This feature can be further split into three sub-categories viz. 

Relevancy, Timeliness, Layout. Relevancy is the most important 
feature to select the web source, as how much the specific data is 
relevant for data analytics. Timeliness concerns with how timely the 
data is made available on the website. Layout defines different formats 
of data presentation like XML, HTML, pdf, docs, pictures, audio, video 
or any other representation [20], [25].
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IV. Evaluation and Selection of Web Source Using 
MCDM Methods (SAW and TOPSIS) 

Zhu et al. [25] proposed four approaches to select the Web sources 
in compensatory methods viz. Simple Additive Weighing (SAW), 
Analytic Hierarchy Process (AHP), Data Envelopment Analysis (DEA) 
and Technique for Order Preference by Similarity to Ideal Solution 
(TOPSIS). Here SAW and AHP come under the scoring group, 
DEA under the concordance group while TOPSIS comes under the 
compromising group [13]. This section presents SAW and TOPSIS 
methods to statically analyze the source selection.

A. Simple Additive Weighing (SAW) Method
In this method for every feature of the web sources, some weight 

has been provided with the constraint that the sum of the weights of 
all the features must be 1. For example, four web sources WS1, WS2, 
WS3 and WS4, and twelve features have been assumed as shown in 
the following Table I.

TABLE I. Weights of Quality Features

Feature Symbol Features Weight
F1 Availability 0.07
F2 Durability 0.08
F3 Accessibility 0.09
F4 Refreshing Rates 0.07
F5 Origination 0.10
F6 Objectivity 0.07
F7 Accurateness 0.11
F8 Completeness 0.06
F9 Metadata 0.08
F10 Relevancy 0.10
F11 Timeliness 0.08
F12 Layout 0.09

In the SAW method, no standard scale has been defined for rating 
i.e. for giving a score, so it is defined by a decision maker. In this 
example, the minimum and maximum scale for score have been taken 
1 and 9 respectively. Table II shows the performance score of the 
different web sources with respect to each feature. 

TABLE II. Scores of the Different Web Sources With Regard to Each 
Feature

FS WS1 WS2 WS3 WS4
F1 8 9 7 4
F2 6 1 9 8
F3 8 3 6 1
F4 4 3 2 2
F5 4 1 6 5
F6 7 7 6 1
F7 1 3 5 6
F8 4 8 7 9
F9 5 3 1 6
F10 8 4 1 3
F11 2 3 4 5
F12 5 8 5 4

Then

 (1)

Where SAWi : the SAW score of ith web source; M: number of web 
sources; N: number of features; Cij

 : score of ith source in jth feature;  
wj: weight of jth feature [4], [13], [15], [21]. Applying formula given 
in Eq. (1) to Table II, we find ranking score as SAW(W S1) = 5.09,  

SAW(W S2) = 4.19, SAW(W S3) = 4.83 and SAW(W S4) = 4.91. Here, 
Web Source WS1 is the best source for warehousing.

B. Technique for Order Preference by Similarity to Ideal Solution 
(TOPSIS) Method

This method was formulated by Hwang and Yoon as mentioned 
in the research article of Zhu et al. [25]. The fundamental approach 
of this method is to get an alternate solution in multi-dimensional 
computational area, such as; the solution is nearest to the ideal 
solution and farthest to the negative solution. The multi-dimensional 
computational area is defined by taking set of features as dimensions. 
Here the ideal solution is the positive extreme solution with a set of 
possible best synthetically scores with regard to each feature. Similarly, 
the negative ideal solution is the negative extreme solution with a set 
of possible worst scores. These two (ideal and negative ideal) solutions 
in computing area, are two points with extreme values as dimensions. 
This method has five steps to evaluate the best source [4], [12], [13], 
[21], [25]. They, with explanations taking the aforementioned example, 
are as follows:

1. Normalize the decision matrix.

 (2)

Where Xij is the performance score of ith Web Source in terms of jth 

feature; M is the number of Web Sources. The values of the result 
are shown in Table III.

TABLE III. Normalized Decision Matrix

FS WS1 WS2 WS3 WS4
F1 0.5521 0.6211 0.4830 0.2760
F2 0.4447 0.0741 0.6671 0.5930
F3 0.7628 0.2860 0.5721 0.0953
F4 0.6963 0.5222 0.3482 0.3482
F5 0.4529 0.1132 0.6794 0.5661
F6 0.6025 0.6025 0.5164 0.0861
F7 0.1187 0.3560 0.5934 0.7121
F8 0.2760 0.5521 0.4830 0.6211
F9 0.5394 0.3560 0.1187 0.7121
F10 0.8433 0.4216 0.1054 0.3162
F11 0.2722 0.4082 0.5443 0.6804
F12 0.3581 0.5729 0.3581 0.6445

2. Construct the weighted normalized decision Matrix.

 (3)

Where wj is the weight of jth feature (refer to Table I). The values of 
resultant matrix are shown in the Table IV.

TABLE IV. Weighted Normalized Matrix

FS WS1 WS2 WS3 WS4
F1 0.0386 0.0435 0.0338 0.0193
F2 0.0356 0.0059 0.0534 0.0474
F3 0.0686 0.0257 0.0515 0.0086
F4 0.0487 0.0366 0.0244 0.0244
F5 0.0453 0.0113 0.0679 0.0566
F6 0.0422 0.0422 0.0361 0.0060
F7 0.0131 0.0392 0.0653 0.0783
F8 0.0166 0.0331 0.0290 0.0373
F9 0.0475 0.0285 0.0095 0.0570
F10 0.0843 0.0422 0.0105 0.0316
F11 0.0218 0.0327 0.0435 0.0544
F12 0.0322 0.0516 0.0311 0.0580
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3. Fix the positive extreme and negative extreme solutions.

 (4) 

 (5) 

where i = 1, 2, ...

PES = (0.0435, 0.0534, 0.0686, 0.0487, 0.0679, 0.0422, 0.0783, 0.0373, 
0.0570, 0.0843, 0.0544, 0.0580); and NES = (0.0193, 0.0059, 0.0086, 
0.0244, 0.0113, 0.0060, 0.0131, 0.0166, 0.0095, 0.0105, 0.0218, 0.0322); 

4. Determine the Euclidean distance of both virtual solutions.

 (6)

 (7)

In current example it takes the values (DP ESW S1 = 0.0858, DP 
ESW S2 = 0.1100, DP ESW S3 = 0.0987, DP ESW S4 = 0.0950) and 
(DNESW S1 = 0.1217, DNESW S2 = 0.0717, DNESW S3 = 0.1085, 
DNESW S4 = 0.1135).

5. Compute the relative closeness for the ideal solution.

 (8)

and here the measure of relative closeness are found as: CW S1 = 
0.5864, CW S1 = 0.3946, CW S1 = 0.5237, CW S1 = 0.5444. 

Thus, Web Source WS1 is the best source for warehousing.

V. Proposed Work

In this article the proposed work consists of three parts. In first 
part statistical analysis of SAW and TOPSIS has been performed and 
the probability of selection with respective scores of each feature has 
been determined. In the second part, the probability of selection of 

a new web source has been determined using the probability of the 
respective scores of features. In the third part, improvised method 
(MSD method) has been proposed which is more efficient to handle 
the dynamic and complex behavior of the web.

A. Statistical Analysis of SAW and TOPSIS 
In the statistical analysis, we have entertained all the twelve features 

[5], [10], [31], [32]. After execution of the Matlab implementation of both 
methods (SAW & TOPSIS) repeatedly around 105 times, we have selected 
105 web sources, every time the best one out of 500 random sources. 
After that, the probability of selection of web sources respective to each 
score (1 to 9) for each feature has been determined using histogram 
methodology [19], [24]. The calculated value of the probabilities for both 
methods is shown in Table V and Table VI. The pictorial representation 
of the probability of selection with respective scores of each feature in 
both methods are illustrated in Fig. 1 and Fig. 2. As the figures show in 
both methods, as the score of the feature increases the probability of 
selection also increases irrespective of the weight.

Now, we are calculating the mean score and the standard deviation 
of score of each feature of the selected web sources for both the 
methods by employing the formulae:

 (9)

 (10)

The values of mean score and standard deviation [19], [24] of 
score are shown in Table VII and Table VIII respectively. The pictorial 
representation of mean score and standard deviation of the score, as 
shown in the Fig. 3 and Fig. 4, illustrate that there is minor variation in 
the mean score of respective features of the selected web sources while 
there is a significant variation in the standard deviation of respective 
features of the selected web sources for both methods. As Fig. 4 shows 
the value of standard deviation in SAW method is greater than what 
we get in the TOPSIS method. It depicts that TOPSIS method is more 
efficient than SAW method while selecting the web sources. 
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Fig. 1. Probability of selection with respective scores of each feature: SAW 
method.
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Fig. 2. Probability of selection with respective scores of each feature: TOPSIS 
method.

TABLE V. Probability of Selection With Respective Scores of Each Feature: SAW Method

Score F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12
1 0.0193 0.0144 0.0090 0.0186 0.0059 0.0192 0.0035 0.0258 0.0137 0.0059 0.0136 0.0091
2 0.0278 0.0205 0.0149 0.0285 0.0113 0.0276 0.0077 0.0366 0.0207 0.0102 0.0211 0.0150
3 0.0408 0.0328 0.0247 0.0406 0.0202 0.0406 0.0151 0.0496 0.0334 0.0202 0.0334 0.0265
4 0.0579 0.0504 0.0424 0.0587 0.0347 0.0589 0.0292 0.0690 0.0502 0.0343 0.0497 0.0435
5 0.0820 0.0749 0.0667 0.0837 0.0582 0.0814 0.0522 0.0882 0.0769 0.0597 0.0770 0.0681
6 0.1142 0.1102 0.1040 0.1134 0.0964 0.1160 0.0914 0.1193 0.1097 0.0982 0.1100 0.1053
7 0.1589 0.1591 0.1595 0.1582 0.1547 0.1582 0.1525 0.1527 0.1591 0.1590 0.1602 0.1565
8 0.2126 0.2262 0.2355 0.2131 0.2461 0.2141 0.2494 0.2026 0.2256 0.2413 0.2216 0.2350
9 0.2864 0.3115 0.3434 0.2853 0.3726 0.2841 0.3989 0.2562 0.3108 0.3711 0.3134 0.3411



 Special Issue on AI-driven Algorithms and Applications in the Dynamic and Evolving Environments

- 99 -

B. Probability of Selection of a New Web-Source 
As there is a large number of web sources available on web as well 

as an exponential growth of web sources, an efficient methodology 
to select the web sources for web warehousing is required. One way 
is to calculate the probability of selection of each new web source to 
evaluate the relevance of specific web source. In order to calculate the 
probability of selection of a web source by any comparative method 
(like SAW and TOPSIS methods), the probability of respective score 
and weight of each feature are required and the formula to calculate 
the probability is as follows [1]:

 (11)

Where

 (12)

 (13)

Here, n is the number of features of the web source (WS) and (1, 
2... m) are the scores of the features. pi (WSi (j)) is the probability of 
selection of ith feature having score value j. In this article n = 12 and 
m = 9. 

A higher value of the probability shows the specific web source is 
more relevant, so it is recommendable to be used as data source for 
warehouse. Here the individual web source relevancy can be assessed 
by probability without any comparison.

For example, if a new web source (WS) has the score of all twelve 
features as {1, 7, 5, 8, 9, 6, 3, 7, 2, 9, 5, 4} and the weight of each feature 
is as mentioned in Table I, then its probability of getting selected (in 
TOPSIS method) is as follows:

Here, WS(1) = 1, WS(2) = 7, WS(3) = 5, WS(4) = 8, WS(5) = 9, WS(6) = 
6, WS(7) = 3, WS(8) = 7, WS(9) = 2, WS(10) = 9, WS(11) = 5 and W S(12) 
= 4. The probability of selection of the respective feature with respect 
to the score in TOPSIS method is given in TABLE VI (highlighted in 
bold) which are: 

p1 (WS (1)) = 0.0135,   p2 (WS (2)) = 0.1819, p3 (WS (3)) = 0.0779,   p4 
(WS (4)) = 0.2038, p5 (WS (5)) = 0.3358,   p6 (WS (6)) = 0.1370, 

p7 (WS (7)) = 0.0028, p8 (WS (8)) = 0.1599, p9 (WS (9)) = 0.0135, p10 
(WS (10)) = 0.3353, p11 (WS (11)) = 0.0896, p12 (WS (12)) = 0.0384. 

Now, by applying the formula (11), the probability of selection of 
the web source (WS) is 0.1351. 

Similarly, the probability of selection in the TOPSIS method can 
also be calculated.
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Fig. 4. Standard deviation of the scores of features of selected resources.
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TABLE VI. Probability of Selection With Respective Scores of Each Feature: TOPSIS Method 

Score F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12
1 0.0135 0.0055 0.0014 0.0141 0.0002 0.0137 0.0000 0.0273 0.0052 0.0003 0.0054 0.0014

2 0.0257 0.0130 0.0055 0.0257 0.0017 0.0266 0.0003 0.0430 0.0135 0.0016 0.0140 0.0053

3 0.0451 0.0289 0.0158 0.0469 0.0077 0.0462 0.0028 0.0610 0.0290 0.0073 0.0298 0.0166

4 0.0731 0.0556 0.0393 0.0730 0.0245 0.0713 0.0138 0.0844 0.0560 0.0253 0.0565 0.0384
5 0.1002 0.0911 0.0779 0.1014 0.0587 0.1018 0.0425 0.1110 0.0916 0.0597 0.0896 0.0760

6 0.1389 0.1348 0.1269 0.1377 0.1158 0.1370 0.1007 0.1355 0.1332 0.1162 0.1354 0.1262

7 0.1734 0.1819 0.1866 0.1726 0.1891 0.1713 0.1865 0.1599 0.1837 0.1881 0.1815 0.1884

8 0.2027 0.2265 0.2452 0.2038 0.2666 0.2055 0.2849 0.1824 0.2262 0.2680 0.2277 0.2495

9 0.2274 0.2628 0.3014 0.2250 0.3358 0.2266 0.3686 0.1954 0.2616 0.3353 0.2602 0.2982

TABLE VII. Mean Score of Selected Web Sources Features

Feature SAW Method TOPSIS Method Average
F1 6.9152 6.7088 6.8120
F2 7.1176 7.0549 7.0862
F3 7.3302 7.3479 7.3390
F4 6.9106 6.6940 6.8023
F5 7.5019 7.5914 7.5467
F6 6.9118 6.7043 6.8081
F7 7.6434 7.7822 7.7128
F8 6.6763 6.3394 6.5078
F9 7.1139 7.0502 7.0820

F10 7.4954 7.5920 7.5437
F11 7.1146 7.0426 7.0786
F12 7.3102 7.3509 7.3305

TABLE VIII. Standard Deviation of Score of Selected Web Sources Features

Feature SAW Method TOPSIS Method Average
F1 2.0876 2.0190 2.0533
F2 1.9693 1.8050 1.8871
F3 1.8289 1.6014 1.1715
F4 2.0863 2.0272 2.0567
F5 1.7157 1.4148 1.5653
F6 2.0839 2.0265 2.0552
F7 1.5990 1.2630 1.4310
F8 2.2028 2.2141 2.2084
F9 1.9672 1.8063 1.8836

F10 1.9694 1.8136 1.8915
F11 1.8430 1.5952 1.7191
F12 1.3420 1.7920 1.8121



International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 8, Nº1

- 100 -

C. The MSD Method 
The proposed MSD method is an enhancement of the already 

defined methods to handle the complex and dynamic nature of the 
web. It is based on probabilistic analysis of MCDM methods. The 
proposed method consists of two parts: (i) fixing the standard score 
Sscore of each feature for selection, and (ii) checking the suitability of 
the coming web sources. The steps of the method have been elaborated 
in the following algorithm.

Algorithm:
(i) Fixing the standard score:
1. Determine the mean score (Mscore(i)) and standard deviation 
of score (Sscore(i)) of ith feature from selected web sources, where 
i = {1, 2, ..., m}. 

2. Determine the standard score (Sscore(i)) for ith feature using 
formula: 

 (14) 

3. Set the Sscore(i) as the selection parameter for ith feature. 

(ii) Check the suitability:
1. Set the threshold value Th: (where Th ≤ m). 

2. For each feature of a web source (WS) calculate: 

if WS(i) ≥ Sscore(i)

          Suitability(i) = 1; 

otherwise,

          Suitability(i) = 0; 

3. If , then the web source is suitable to 
select, otherwise rejected. 

Here the standard score of each feature is derived from the mean 
score and the standard deviation of the scores, using the probability 
values of the respective score of each features employing SAW and 
TOPSIS methods. Now the standard score of the respective feature 
is used as parameter to check the suitability of the web source with 
respect to that feature. If a new web source has the number of features 
(whose score is greater than the respective standard score) more 
than the threshold value, then the web source is selected otherwise 
rejected. Here the threshold value is only to check the number of 
features whose value is more than the standard score.

VI. Experimental Setup and Result Analysis 

For the implementation of all the three methods (SAW, TOPSIS and 
MSD), we have used Matlab12a, Windows 8 (64 bit Operating System), 
Intel CITM) i3-4005U CPU @ 1.70 GHz. In order to determine the 
standard score (Sscore), we calculate the average of the mean scores 
and average of the standard deviation of the scores of each feature 
of the selected web sources employing SAW and TOPSIS methods, 
and results are shown in the TABLE VII and TABLE VIII respectively. 
Using the aforementioned algorithm of MSD method, the worthy web 
sources have been selected as shown in TABLE IX, here NFS stands 
for ‘None Found Suitable’. For implementation and analysis, we have 
taken fourteen data-sets and each data-set consists of twenty randomly 
generated web sources with some score value for each feature. All 
these data-sets are given in the Appendix I.

The results and comparative analysis of all the three methods as 
shown in Table IX, show the effectiveness of the proposed MSD method 
while dealing with the complex and dynamic nature of web. The MSD 

method also shows improvisation during selection of web sources in 
comparison with SAW and TOPSIS methods in the following way: 

• MSD method assures the suitability of web sources individually, 
whereas SAW and TOPSIS methods find the best one, on relative 
comparison basis. 

• SAW and TOPSIS methods will select available single web source 
by default without any evaluation. However, the MSD method 
either selects or rejects depending on whether the threshold value 
is met or not. 

• When the data-set consists of worthy web sources, the MSD 
method either agrees or disagrees with the SAW and TOPSIS 
methods due to the involvement of weight of features, as shown 
in Table IX for Data-sets 1, 2, 3, 4, 5, 6 and for Data-sets 7, 8, 11 
respectively. 

• SAW and TOPSIS methods usually select one web source (the best 
one) while the MSD method may select more than one suitable 
web sources in a single execution as shown in TABLE IX for Data-
sets 3, 4, 5, 6, 10, 13 and 14. So it is effective to handle the dynamics 
of web. 

• If all the new web sources are bad, both SAW and TOPSIS methods 
will select the best one from all the bad, but the MSD method will 
reject all of them as shown in in TABLE IX for Data-sets 9 and 12.

TABLE IX. Selected Web Sources Features

Data Set SAW Method TOPSIS Method MSD Method
1 7 7 7

2 9 9 9

3 4 4 4, 8

4 6 6 6, 15

5 16 15 15, 16

6 5 5 5, 10, 20

7 4 3 14

8 17 17 15

9 16 16 NFS

10 10 8 6, 9, 12

11 11 16 13

12 10 8 NFS

13 15 17 11, 17, 19

14 9 10 9, 17

VII. Conclusion 

In this article, statistical analysis has been performed on SAW 
and TOPSIS methods to study the behavior of both methods and 
also propose an efficient method based on this statistical study. In 
statistical analysis, the probability of the scores of each feature in 
both methods enforces that, as the value of the probabilities increases, 
the chance of selection increases. Using these probability values of the 
score of the features, the probability of selection of a new web source 
can be calculated by eq. (11). Furthermore, the mean of the score of 
a feature in both methods is almost the same but there is significant 
variation in standard deviation of the scores of the respective 
features. It shows the TOPSIS method is more effective than SAW to 
select the web sources. SAW and TOPSIS methods always yield the 
best one among all the available web sources on comparative basis 
without checking the quality of web sources, while the MSD method 
deals individually with each web source and assures its quality while 
selecting. So, if there is single web source, it is selected by default by 
both the methods because there is no other source to compare, but 
not in the MSD method. 
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Once after the computation of Mean Score and Standard Deviation 
Score, there is no further comparisons of feature score as in SAW 
and TOPSIS methods for selection of web-sources. So, the proposed 
method is more efficient in selection of web-sources where the data is 
updated frequently.

The proposed MSD method is only based on standard scores of 
each feature so gets rid from manually/randomly fixing weight of 
features as well as comparison among the web sources. Thus checking 
the quality of web sources individually in the MSD method makes it 
more efficient to deal with the dynamic and complex nature of web. 
Moreover, the computation cost in both methods is always higher than 
the MSD method due to the involvement of comparison operations to 
select the best one but it is linear for the proposed method and it will 
based on the number of evaluation features of the web-sources. If the 
number of the features are n then the computational cost is O(n).

VIII.   Future Work 

A lot of enhancement is still required to design the effective web 
warehouse. Further research is needed to analyze the sensitiveness 
of the selected web sources when various critical factors are changed 
simultaneously. The MCDM approaches for selecting suitable web-
data sources have a number of methods to evaluate the suitability. The 
proposed work is based on the aggregated study of SAW and TOPSIS 
methods. Various other MCDM methods like TOPSIS-COMET, 
COCOSO, and MABRAC [34] may be statistically investigated and 
incorporated with the proposed MSD method to improve the suitability 
of the selection of web-data sources for the data-warehouse storage.  
Moreover, the contents over the web sources change randomly and 
dynamically. So our focus in the future is to identify the updated 
relevant data over the selected web sources with minimum latency in 
order to update the web warehouse. 

Appendix

Data Set: 01

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 7 6 8 7 8 1 4 1 1 9 7 6
WS2 5 3 8 9 9 8 2 3 4 9 5 6
WS3 1 3 3 4 5 4 5 3 2 4 7 5
WS4 3 2 9 4 5 6 1 9 8 4 8 1
WS5 4 4 6 2 9 9 8 9 7 7 3 5
WS6 2 9 1 4 6 3 3 1 7 7 9 1
WS7 1 8 4 5 7 9 7 6 9 8 6 8
WS8 5 4 5 5 6 8 8 1 8 6 3 6
WS9 4 7 6 2 5 8 7 4 5 1 3 7
WS10 8 3 5 2 2 6 6 5 1 6 9 6
WS11 5 9 8 4 6 5 3 8 1 1 4 6
WS12 8 6 2 8 2 4 5 6 5 7 2 9
WS13 5 2 9 2 2 8 9 3 9 6 9 2
WS14 1 1 8 5 8 6 3 9 8 6 6 5
WS15 1 6 4 2 2 8 2 7 9 3 9 8
WS16 2 3 6 8 6 9 3 6 9 7 2 5
WS17 4 1 3 7 4 8 7 9 4 7 8 7
WS18 7 2 1 6 6 8 3 4 3 4 5 2
WS19 2 1 5 4 7 5 6 4 8 1 6 7
WS20 3 7 8 5 3 8 2 6 2 8 1 9

Data Set: 02

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 7 6 5 7 8 4 3 2 7 6 6 1
WS2 1 6 3 5 1 3 7 1 8 4 9 1
WS3 4 9 7 6 7 6 3 6 5 6 6 2
WS4 5 2 9 1 6 4 9 1 1 4 5 5
WS5 7 8 6 3 7 2 5 7 1 2 6 1
WS6 2 4 3 1 9 9 4 2 2 1 9 1
WS7 5 9 9 8 2 5 6 3 8 2 5 1
WS8 1 8 1 1 1 5 6 9 4 4 4 6
WS9 8 7 6 5 8 3 8 2 8 8 9 1
WS10 4 2 9 2 5 2 8 8 2 4 9 6
WS11 3 1 5 6 1 8 2 1 7 6 9 6
WS12 1 2 9 6 1 3 1 3 2 4 7 1
WS13 1 5 3 7 2 5 3 9 8 8 6 3
WS14 9 1 5 3 2 5 6 3 5 7 7 4
WS15 2 8 9 9 9 9 4 2 9 2 4 2
WS16 9 9 2 8 3 3 9 8 4 4 8 1
WS17 4 4 8 1 6 3 1 6 9 6 2 5
WS18 9 5 2 3 8 3 9 8 4 4 8 1
WS19 4 1 4 9 3 6 7 9 1 1 9 7
WS20 1 3 8 1 7 4 6 1 9 6 9 8

Data Set: 03

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 4 7 4 2 6 4 9 2 5 7 3 1
WS2 2 7 3 2 6 2 8 5 6 7 4 8
WS3 7 7 3 6 8 4 9 9 1 5 5 3
WS4 2 8 3 7 9 8 7 4 6 9 9 8
WS5 9 6 1 8 1 4 3 6 7 9 1 2
WS6 1 5 9 1 8 7 7 1 6 9 7 7
WS7 1 3 5 2 6 3 7 2 5 5 9 8
WS8 8 9 6 5 2 6 7 2 8 9 8 7
WS9 8 3 3 4 2 8 7 1 9 4 2 3
WS10 6 5 9 4 7 2 3 3 3 6 9 4
WS11 7 7 9 1 6 5 5 3 8 6 4 4
WS12 5 3 9 7 6 2 7 4 3 8 8 3
WS13 6 8 6 4 9 2 6 2 1 3 8 4
WS14 2 5 7 7 6 1 9 9 1 6 4 1
WS15 5 9 4 5 1 1 2 5 3 6 6 5
WS16 1 4 5 1 2 6 9 4 3 6 8 5
WS17 1 9 3 3 1 4 7 3 1 3 1 1
WS18 4 9 7 9 2 6 3 4 2 3 1 6
WS19 6 6 8 9 7 8 6 4 4 2 4 1
WS20 9 1 1 4 6 7 5 9 7 1 2 2

Data Set: 04

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 3 9 7 1 9 5 9 3 8 8 5 6
WS2 7 1 6 6 2 1 3 4 4 5 5 9
WS3 9 3 2 3 5 3 9 3 3 1 7 1
WS4 8 5 1 5 9 2 5 2 4 9 9 2
WS5 6 3 4 6 6 1 6 6 4 4 9 4
WS6 6 5 5 1 6 9 9 8 8 7 9 7
WS7 9 8 2 1 5 1 7 2 1 2 6 9
WS8 4 5 8 3 6 8 3 9 7 8 9 1
WS9 3 9 6 5 9 5 1 7 8 9 2 2
WS10 6 2 1 6 4 2 1 5 3 8 4 4
WS11 3 4 9 3 3 5 8 9 6 7 1 7
WS12 6 3 5 9 4 6 4 6 3 4 5 5
WS13 1 6 1 8 3 1 4 2 6 7 7 7
WS14 9 1 1 5 5 9 5 8 1 6 2 2
WS15 2 1 9 9 6 6 9 8 9 6 4 7
WS16 6 3 8 6 5 5 4 3 6 4 1 6
WS17 4 1 6 3 4 8 6 3 4 7 3 1
WS18 7 2 1 8 8 3 1 8 1 2 5 9
WS19 1 4 3 5 3 8 4 5 8 1 5 9
WS20 1 1 5 3 4 3 2 1 6 6 7 2
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Data Set: 05

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 4 4 1 3 3 2 6 7 7 3 1 1
WS2 9 2 9 8 3 3 2 1 9 7 3 7
WS3 4 2 6 8 2 3 5 9 9 3 8 7
WS4 7 1 6 3 2 8 5 8 4 7 1 2
WS5 1 8 5 9 4 2 8 6 2 8 6 8
WS6 2 8 5 2 9 7 6 8 4 1 9 2
WS7 1 9 5 8 8 8 2 2 8 9 9 9
WS8 2 4 7 8 7 7 2 2 6 2 9 3
WS9 2 5 6 5 6 8 6 1 6 2 1 7
WS10 5 6 2 2 3 7 2 7 9 6 4 6
WS11 2 7 4 1 3 8 5 3 3 3 3 2
WS12 5 9 6 2 1 4 7 7 3 9 4 3
WS13 7 6 5 7 8 9 6 5 3 6 9 2
WS14 8 9 2 5 7 5 3 3 9 9 3 9
WS15 7 9 8 5 7 8 7 9 8 2 6 5
WS16 9 9 8 9 3 9 4 8 9 1 8 9
WS17 2 3 3 2 8 8 1 5 2 9 7 2
WS18 2 9 2 2 5 4 7 2 8 7 9 6
WS19 9 2 8 4 2 6 7 1 4 1 1 8
WS20 9 8 3 2 8 5 1 7 6 1 8 4

Data Set: 06

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 8 8 1 8 8 2 3 2 4 7 6 2
WS2 3 4 8 9 6 7 3 3 8 8 2 6
WS3 4 6 5 2 9 5 5 8 9 8 2 7
WS4 4 9 9 5 6 6 5 5 4 9 1 3
WS5 7 8 8 7 8 4 6 5 7 8 7 8
WS6 9 8 2 1 2 4 6 8 9 5 6 2
WS7 2 9 4 1 8 7 2 9 9 5 8 3
WS8 7 2 1 4 9 9 4 1 1 1 1 6
WS9 5 7 4 2 3 8 4 4 1 5 3 8
WS10 7 7 4 9 9 6 1 5 6 6 1 8
WS11 8 8 3 9 7 9 3 7 1 1 6 6
WS12 3 7 9 9 7 6 9 9 2 4 3 1
WS13 9 3 5 9 7 7 9 7 1 3 7 9
WS14 1 1 7 7 8 9 8 3 8 6 2 8
WS15 6 2 6 7 5 3 2 9 2 4 5 4
WS16 9 3 8 4 7 1 5 9 9 4 1 8
WS17 2 8 3 1 5 8 1 5 7 1 1 7
WS18 4 9 7 4 9 4 7 7 8 3 5 3
WS19 3 5 4 5 2 7 8 6 4 3 7 2
WS20 6 9 1 5 8 9 9 9 3 7 6 8

Data Set: 07

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 9 1 1 6 6 7 3 4 5 1 3 7
WS2 4 3 1 2 3 2 1 1 3 8 9 3
WS3 7 7 7 6 8 1 8 9 4 6 5 1
WS4 2 8 4 7 8 7 4 6 3 5 7 9
WS5 1 5 6 5 5 5 6 3 3 5 7 9
WS6 6 9 3 2 4 5 6 1 2 5 8 8
WS7 7 4 7 4 9 3 1 3 2 6 3 9
WS8 3 3 4 6 1 3 6 9 5 6 3 5
WS9 6 5 7 3 4 9 3 2 1 2 7 2
WS10 3 2 9 8 5 5 3 5 9 8 2 5
WS11 8 2 1 2 6 7 5 9 2 2 8 7
WS12 4 3 5 3 1 2 6 2 2 4 2 7
WS13 7 7 1 9 2 1 8 5 7 3 9 8
WS14 6 6 7 6 6 2 6 6 7 3 7 7
WS15 9 9 9 7 2 6 1 6 4 1 2 6
WS16 2 7 1 8 2 6 8 6 1 9 8 3
WS17 6 6 5 1 1 9 3 3 1 5 9 4
WS18 1 5 5 4 2 1 8 4 4 5 6 8
WS19 5 3 7 7 5 2 7 8 8 5 4 4
WS20 8 7 3 2 8 4 6 9 5 4 4 1

Data Set: 08

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 8 2 2 6 1 1 4 7 9 9 8 3
WS2 2 3 3 1 9 3 6 1 1 4 3 5
WS3 5 6 5 4 6 5 9 1 9 5 9 9
WS4 3 4 3 9 5 3 8 8 9 8 9 6
WS5 6 6 5 9 9 9 8 4 9 2 9 1
WS6 5 3 8 3 7 2 1 6 7 9 1 4
WS7 3 9 6 3 5 3 8 7 7 3 6 8
WS8 5 7 1 8 4 5 4 9 1 7 4 4
WS9 1 7 2 4 4 6 3 1 2 5 1 7
WS10 6 4 4 8 2 8 1 2 8 6 9 7
WS11 8 6 9 5 5 6 7 2 8 7 7 3
WS12 7 5 6 5 9 8 8 8 1 3 1 9
WS13 5 9 2 4 2 6 1 2 7 5 7 2
WS14 7 1 4 4 7 5 3 5 3 2 3 8
WS15 8 5 3 5 8 8 9 7 3 9 9 4
WS16 5 7 4 7 9 4 1 9 8 6 2 7
WS17 9 9 8 7 6 1 9 6 4 8 6 4
WS18 6 6 5 4 6 9 4 3 6 5 9 5
WS19 8 6 3 5 7 7 8 5 1 8 4 8
WS20 5 6 6 4 3 6 3 5 7 5 8 2

Data Set: 09

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 7 7 4 9 8 5 4 3 4 8 2 6
WS2 3 5 6 1 5 6 4 7 1 5 9 6
WS3 1 1 9 4 4 3 8 3 8 7 7 5
WS4 8 4 9 1 7 2 2 2 6 7 9 2
WS5 7 4 3 3 5 7 6 5 5 5 7 5
WS6 9 6 2 7 3 4 9 4 6 8 2 7
WS7 9 2 4 7 1 5 6 9 3 5 3 4
WS8 5 1 5 3 6 7 1 3 7 9 1 7
WS9 9 5 1 3 7 6 7 6 4 8 1 7
WS10 5 7 8 1 6 5 3 6 8 2 3 9
WS11 9 6 9 1 5 7 7 6 4 3 2 3
WS12 1 9 5 7 5 7 4 6 8 2 7 4
WS13 2 3 2 3 3 3 5 3 8 5 9 4
WS14 7 2 7 5 4 8 2 2 1 1 4 1
WS15 4 3 7 9 7 6 4 1 9 9 8 6
WS16 4 8 5 7 9 6 4 1 9 9 8 6
WS17 6 7 2 5 3 1 1 8 4 7 5 4
WS18 1 8 8 6 8 8 1 4 3 8 7 4
WS19 4 7 8 6 2 2 6 8 6 5 7 5
WS20 1 6 2 3 1 8 9 9 8 6 4 3

Data Set: 10

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 8 8 9 3 2 8 8 2 6 1 7 1
WS2 3 3 5 2 8 8 7 3 4 1 8 6
WS3 2 7 4 8 5 1 6 2 4 6 5 8
WS4 7 4 6 7 2 8 4 3 1 2 1 3
WS5 9 3 8 2 1 4 2 2 5 5 6 6
WS6 9 8 8 8 3 6 4 5 6 6 9 2
WS7 2 5 7 4 1 1 8 6 9 3 5 8
WS8 2 4 9 3 9 8 2 4 7 9 5 8
WS9 5 6 2 8 8 5 1 5 8 7 9 7
WS10 9 2 9 9 3 3 8 9 5 4 7 9
WS11 2 7 9 3 2 5 4 2 6 3 5 5
WS12 7 3 8 9 7 8 2 8 6 9 1 7
WS13 5 3 3 1 3 7 8 3 3 4 5 7
WS14 8 5 3 6 1 8 1 6 2 1 7 4
WS15 6 8 5 8 4 9 3 5 3 2 1 9
WS16 4 4 9 2 4 6 8 1 3 6 1 8
WS17 5 6 5 9 5 4 3 5 3 5 6 3
WS18 9 2 7 6 7 7 7 6 2 3 4 6
WS19 9 6 2 1 9 3 7 4 8 4 4 5
WS20 6 3 6 1 7 4 3 3 5 2 5 9
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Data Set: 11

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 3 3 7 5 9 7 6 9 4 1 3 6
WS2 2 2 8 9 3 8 5 8 4 3 2 3
WS3 6 8 6 4 4 7 3 8 8 3 2 1
WS4 9 7 5 6 6 2 8 9 1 2 6 1
WS5 7 4 2 4 3 3 7 9 9 7 4 9
WS6 2 6 2 2 9 3 7 1 5 5 1 1
WS7 2 4 8 8 2 9 8 9 3 2 3 6
WS8 3 5 4 9 7 8 3 8 5 9 6 4
WS9 1 2 4 5 1 7 5 1 7 1 5 6
WS10 7 6 5 3 3 8 9 3 2 6 8 8
WS11 5 5 5 9 8 4 9 9 6 1 8 8
WS12 2 4 4 2 2 8 2 5 6 4 9 7
WS13 6 8 8 7 3 7 9 5 2 3 9 8
WS14 2 1 4 5 7 6 6 1 9 1 1 4
WS15 2 7 2 8 3 1 1 5 2 3 9 8
WS16 6 1 6 1 6 9 5 4 8 9 9 7
WS17 3 6 9 5 7 7 3 4 3 7 2 1
WS18 5 4 2 4 7 3 5 1 5 5 6 1
WS19 2 4 8 1 6 1 3 7 9 5 1 8
WS20 1 7 4 9 4 5 3 9 6 5 8 6

Data Set: 12

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 2 8 3 1 3 9 6 8 1 4 5 8
WS2 8 2 4 1 7 5 7 2 9 8 8 6
WS3 1 1 5 5 3 6 8 5 6 5 6 9
WS4 4 6 1 5 9 1 4 7 2 6 2 6
WS5 3 1 4 5 3 6 7 3 4 3 6 4
WS6 9 8 3 2 2 9 5 5 8 1 2 6
WS7 8 9 5 4 5 5 4 4 5 6 4 5
WS8 8 3 8 8 8 4 4 8 5 9 5 1
WS9 9 3 4 7 4 1 7 7 4 1 8 6
WS10 8 1 5 4 9 6 3 9 2 2 6 9
WS11 8 5 1 9 4 9 9 9 3 1 8 5
WS12 3 9 9 1 3 7 9 6 3 8 2 6
WS13 7 7 2 2 3 4 3 1 5 5 5 6
WS14 6 3 4 9 9 6 4 4 6 5 9 3
WS15 3 6 6 1 3 6 9 2 4 9 1 7
WS16 4 8 7 4 4 7 8 9 9 4 6 2
WS17 9 2 2 3 3 6 8 5 3 5 1 7
WS18 1 6 5 1 3 5 6 8 6 7 4 2
WS19 7 8 9 2 4 9 8 6 3 1 7 2
WS20 2 7 7 4 9 6 5 5 3 5 1 7

Data Set: 13

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 8 2 2 6 1 1 4 7 9 9 8 3
WS2 2 3 3 1 9 3 6 1 1 4 3 5
WS3 5 6 5 4 6 5 9 1 9 5 9 9
WS4 3 4 3 9 5 3 8 8 9 8 9 6
WS5 6 6 5 9 9 9 8 4 9 2 9 1
WS6 5 3 8 3 7 2 1 6 7 9 1 4
WS7 3 9 6 3 5 3 8 7 7 3 6 8
WS8 5 7 1 8 4 5 4 9 1 7 4 4
WS9 1 7 2 4 4 6 3 1 2 5 1 7
WS10 6 4 4 8 2 8 1 2 8 6 9 7
WS11 8 6 9 5 5 6 7 2 8 7 7 3
WS12 7 5 6 5 9 8 8 8 1 3 1 9
WS13 5 9 2 4 2 6 1 2 7 5 7 2
WS14 7 1 4 4 7 5 3 5 3 2 3 8
WS15 8 5 3 5 8 8 9 7 3 9 9 4
WS16 5 7 4 7 9 4 1 9 8 6 2 7
WS17 9 9 8 7 6 1 9 6 4 8 6 4
WS18 6 6 5 4 6 9 4 3 6 9 5 9
WS19 8 6 3 5 7 7 8 5 1 8 4 8
WS20 5 6 6 4 3 6 3 5 7 5 8 2

Data Set: 14

Features 1 2 3 4 5 6 7 8 9 10 11 12
WS1 3 9 2 5 5 6 2 9 8 1 6 1
WS2 6 7 1 9 8 1 8 4 9 5 6 8
WS3 2 3 2 2 6 4 1 3 4 2 3 5
WS4 9 7 1 9 3 4 2 5 1 5 8 7
WS5 7 3 3 4 5 7 2 2 1 6 4 3
WS6 8 6 1 5 9 4 9 4 8 1 9 1
WS7 5 3 7 4 8 5 5 8 9 8 2 2
WS8 9 5 9 2 8 6 1 3 7 1 8 6
WS9 8 7 2 8 9 4 8 7 9 6 8 1
WS10 2 7 6 2 7 8 9 6 5 5 5 9
WS11 9 4 4 8 1 5 5 8 5 6 7 9
WS12 7 2 2 4 9 8 4 5 6 8 8 4
WS13 3 1 2 4 5 3 6 4 9 2 3 9
WS14 8 1 2 5 5 8 3 6 9 2 7 6
WS15 9 9 9 4 1 2 7 6 1 2 9 8
WS16 7 6 5 1 8 2 9 5 6 8 9 4
WS17 6 6 8 6 7 1 2 7 7 7 8 1
WS18 2 1 2 3 5 2 6 4 2 9 5 5
WS19 9 2 3 6 7 8 6 2 1 2 1 3
WS20 8 1 8 4 7 9 6 4 5 4 1 9
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