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Editor’s Note

The Internet of Things is the networks of physical devices, 
embedded with electronics, software, sensors, actuators and 

security and connectivity mechanisms that enables them to collect 
and exchange data. It is a very important research topic nowadays in 
which many scientific papers are focusing on its bases [1]. 

This Special Issue tries to show some of the latest researches 
related to IoT with special emphasis on the basic components of 
IoT [2], some of the major applications in which researchers and 
practitioners are working [3] and especially in aspects related to 
security, one of the main areas of research related to IoT [4], with 
a special emphasis on cloud-based systems [5][6]. Next, I present a 
summary of the works that are included in this special issue.

Some of the key elements related to IoT are smart objects, sensors 
and actuators. So, González et al. present a review that explains the 
main concepts related to such elements, which can now be present 
in cities, houses, cars, through almost any physical item, capable 
of interconnecting with others in order to create a great range of 
opportunities. Authors also present one object classification system.

Wireless sensor networks are other determining factor for IoT. 
Bahuguna et al. show a study of the key factors that impacts the design 
and routing techniques of such networks. This is a very important 
topic since networks contains nodes with sensing, processing and 
communication capabilities, that have energy limitations as well as 
other requirements like connectivity and coverage. 

IoT also opens the door to an unlimited number of applications. 
Dhall and Solanki present a use case on the automobile industry, 
using IoT-based technology and analytics. The goal is to provide a 
way to transmit information about the current status of vehicles and 
based on that information, create workflows to take actions related to 
car maintenance (e.g., scheduling a service with the manufacturer). 
The underlying idea is based on the concept of connected cars used 
to perform predictive car maintenance.

Continuing with the same topic, the collaboration between 
vehicles and the road side is very important to create intelligent 
transportation systems [7][8]. Vehicular Ad Hoc Networks (VANET) 
are important to provide comfort, safety and entertainment for people 
in vehicles. However, in order to give stable routes and adequate 
performance, there is a need of proper routing protocols. Rathi and 
Welekar, propose a routing protocol for such networks and evaluate 
its performance through a simulation.

In addition to the concept of connected cars, other authors such 
as Solanki et al., have also addressed issues related to smart cities. 
They present a method to preserve energy as well as water, in urban 
and rural areas through IoT. An autonomous system is proposed 
based on Arduino that is monitored with Lab View to control and 
interact with all the infrastructure located at various points in a city 
(parks, subways and highway lighting modules).

One extremely important factor in IoT is connectivity. Now we 
have a very different range of devices (both taking into account the 
hardware and the software), that are very difficult to communicate 
since they use different programming languages, protocols and 
interfaces. On that topic, Martínez et al., propose a migration 
process from classic C/C++ software applications to different 
mobile platforms. The proposal integrates standards with Haxe, a 
programming language that allows writing applications that target 
all major mobile platforms.

Cyber-physical attack attempts in IoT-based manufacturing 

systems are now very common. New threats to supply chain security 
have arisen, allowing attackers to manipulate physical features of 
pieces, resulting in more manufacturing costs. Pan et al., present 
two taxonomies: one for classifying cyber-physical attacks against 
manufacturing process and another for quality control measures for 
counteracting these attacks. They also provide a scheme for linking 
emerging vulnerabilities to possible attacks and quality control 
measures.

Since IoT is based, among other factors, on sensors, communication 
networks, data and processes that send information between devices, 
the protection of information traveling through them become very 
important. Gaona-García et al., present an analysis of previous works 
on security aspects related to the IoT, focusing at privacy levels and 
control access. They also provide a list of security issues that should 
ideally be addressed in these type of systems built with clusters.

Also related to security aspects, IoT relies on cloud computing 
to integrate and allow access to shared and configurable resources 
through the network. However, security is one of the biggest 
issues related to cloud-based and distributed systems. Thus, 
intrusion detection systems are required. Achbarou et al. present 
a classification of attacks against the availability, confidentiality 
and integrity of cloud resources and services, providing models to 
identify and prevent these types of attacks. 

Given its proximity, and as stated in the previous work, security 
is a key aspect in both IoT and cloud computing. In Talbi and Haqiq, 
authors present a multi-agent based cloud service brokering system 
with the aim of analyzing and ranking different cloud providers, 
making decisions to know the more secured providers and justifying 
the business needs of users in terms of reliability and security.

Again with the idea of intrusion attacks in the huge amount of 
data that is generated in the IoT and the applications that are being 
moved to the cloud, Toumi et al. propose a collaborative framework 
between a hybrid intrusion detection system that is based on mobile 
agents and virtual firewalls. So, they propose three different layers 
to create a more reliable detection system.

To finish with proposals created to improve the cloud computing 
security, Saidi et al., show the most used techniques to avoid Denial 
of Service (DoS) and Distributed Denial of Service (DDoS) attacks 
in the cloud (e.g., HCF and CBF filters), which aims to break down 
the availability of a service to its legitimate users.

Dr. Vicente García-Díaz
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A review about Smart Objects, Sensors, and 
Actuators

Cristian González García, Daniel Meana-Llorián, B. Cristina Pelayo G-Bustelo, and Juan Manuel Cueva Lovelle

University of Oviedo, Department of Computer Science, Oviedo, Spain

Abstract — Smart Objects and the Internet of Things are two 
ideas which describe the future, walk together, and complement 
each other. Thus, the interconnection among objects can make them 
more intelligent or expand their intelligence to unsuspected limits. 
This could be achieved with a new network that interconnects each 
object around the world. However, to achieve this goal, the objects 
need a network that supports heterogeneous and ubiquitous 
objects, a network where exists more traffic among objects than 
among humans, but supporting for both types. For these reasons, 
both concepts are very close. Cities, houses, cars, machines, or 
any another object that can sense, respond, work, or make easier 
the lives of their owner. This is a part of the future, an immediate 
future. Notwithstanding, first of all, there are to resolve a series 
of problems. The most important problem is the heterogeneity of 
objects. This article is going to show a theoretical frame and the 
related work about Smart Object. The article will explain what 
are Smart Objects, doing emphasis in their difference with Not-
Smart Objects. After, we will present one of the different object 
classification system, in our opinion, the most complete. 

Keywords — Smart Objects, Internet of Things, Sensors, 
Actuators.

I. WhaT Is an ObjecT?

ThROughOuT the difference literature about the universe of the 
Internet of Things, we could see the word ‘object’ in general. 

Why? The reason is simple. The word ‘object’ is used to refer to any 
device or thing, which can be intelligent or not. It means that when 
people talk about the interconnection among objects they talk about 
the interconnection among Smart Objects, among Not-Smart Objects, 
or between both.

Nevertheless, there are a lot of problems in the literature and the 
people’s understanding when the word ‘object’ is said, furthermore, 
some people use the word ‘thing’ instead of ‘object’, or some authors 
use both words interchangeably. The reason is that both definitions are 
very ambiguous due to the use of these word in the articles or our daily 
life. This is why, in this first section, we are going to introduce the 
exact meaning in order to delete this ambiguity.

Object according to WordReference [1]
1. Anything that can be seen or touched and is for the most part 

stable or lasting in form, and is usually not alive.
2. A thing, person, or matter to which thought or action is directed; 

the cause of such thought or action.

Thing according to WordReference [1]
1. An object, usually not a person or animal.

Object according to Oxford [2]
1. A material thing that can be seen and touched.

Thing according to Oxford [2]
1. An object that one need not, cannot, or does not wish to give a 

specific name.

Object according to Cambridge [3]
1. A thing that can be seen or felt.

Thing according to Cambridge [3]
1. An object; something that is not living.

As we could see, the definition depends on the site where you consult 
and, even so, in these cases, the definitions can be very ambiguous.  
The definition that is better adapted for the typical use of the word 
‘object’ in the universe of the Internet of Things is the first definition 
of ‘object’, the definition obtained from WordReference. Based on 
this, one possible definition to the word ‘object’ in the universe of the 
Internet of Things could be:

Any electronic device that can be connected to the Internet and 
collect data, like a sensor, or perform an action in an object, normally 
called actuator. 

In the following sections, we will detail the differences between 
Smart Objects and Not-Smart Objects, explaining what are their and 
using examples of each one.

II. nOT-smaRT ObjecTs

In the previous section, we explained what the objects are and what 
elements compose this group. These elements are the objects without 
intelligence and objects with intelligence which are also known as 
Smart Objects. Due to the existence of these elements, it is essential 
to know how to distinguish the different type of objects and know 
the way in which these objects can interact with us. In this section 
we will address the objects of the second group, the objects without 
intelligence or Not-Smart Objects, and in later sections we will deepen 
in the Smart Objects. The Not-Smart Objects can be formed by 
sensors and actuators.

Sensors are electronic devices composed of sensitive cells [1] that 
are able to measure physical parameters like the light fluctuation using 
a photoresistor, the temperature using a thermistor, to detect flames, 
sounds, movements, or any other fluctuation in the environment [1], 
[4]. Thus, sensors are specific physical elements that allow us to 
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measure a concrete physical parameter or detect something of the 
sensor’s immediate environment.

However, actuators can be mechanic actuators which allow 
actions over themselves or over other devices, and actions which a 
specific object allow to perform. Thus, we can divide actuators in two 
different groups: mechanic devices and actions. Examples of mechanic 
actuators could be motors, servomotors or hydraulic bombs, and 
examples of actions could be to send a message, control LEDs, turn 
on lights or control the movement of a robot or any other available 
robot’s actions.

According to the previous definitions, we could find devices that 
combine both types of Not-Smart Objects, they not only would have 
actuators and sensors but also would have both. An example of these are 
smartphones or any other Smart Object that are composed by sensors 
and actuators. Another similar example could be a microcontroller like 
an Arduino. The Arduino microcontroller is capable of manage almost 
any type of electronic device. Thus, an Arduino allows creating a 
system composed only of actuators, only of sensors, or both. Therefore, 
the Smart Objects are formed by Not-Smart Objects.

Fig. 1 shows a concept map that explains the composition of the 
objects. This Fig. is useful to understand better the difference between 
Not-Smart Objects and Smart Objects. As we can see in Fig. 1, Not-
Smart Objects can be sensors or actuators, and actuators are divided 
into mechanic actuators and actions. Moreover, in order to improve the 
understandability, Fig. 1 shows several examples of each group.

Fig. 1 Composition of objects using examples

III. smaRT ObjecTs

The definition of Smart Object depends on its author. Nevertheless, 
some authors agree with other authors and therefore, we can get a 
premise of their definitions. Below is our premise which was created 
using the definitions obtained from [5]–[9].

A Smart Object, also known as Intelligent Product, is a physical 
element that can be identified throughout its life and interact with the 
environment and other objects. Moreover, it can act in an intelligent 
way and independently under certain conditions. Furthermore, Smart 
Objects have an embedded operating system and they usually can 
have actuators, sensors, or both [5]. This allows Smart Objects to 
communicate with other objects, process environment data, and do 
events. However, there are definitions that differ from the previous 

which was obtained from [5]–[9].
The definition from [10] is very different from the previous. In [10], 

they consider as Intelligent Products the objects which are constantly 
monitoring, which react and adapt to the environment, which have an 
optimum performance, and which hold an active communication.

In our daily life, we are surrounded by examples of Smart Object 
and there are also examples in our everyday objects like smartphones, 
tablets, Smart TVs, microcontrollers like Arduino [5], [11]–[13], 
and even some coffee pots and some cars are also Smart Objects. 
Therefore, an object connected to the Internet [14] and capable of 
manage information [15] can be a Smart Object.

As we can see, Smart Objects can be very different from each 
other. A smartphone has little in common with a microcontroller 
and microcomputer. They only have in common some electronic 
components. Each one has their own sensors and actuators, their own 
intelligence, and their own operating system when they have one.

Smart Objects can be classified through three dimensions according 
to [15] and like Fig. 2 shows. This classification is useful to distinguish 
the different data that a Smart Object can give us about its architecture. 
Each dimension represents a quality of the intelligence. With the three 
dimensions, we can determine the intelligence that an object has and 
the type of Smart Object that it is. The three dimensions are the level 
of intelligence, the location of the intelligence, and the aggregation 
level of the intelligence.

A. Level of intelligence
The first dimension is the level of intelligence. This describes 

how much intelligent an object can be. It is formed by three levels 
information handling, notification of the problem, and decision 
making.

1) Information handling
The information handling is the capacity of the object to manage 

the information gathered from sensors, readers, or from any other 
techniques.

This is the most basic intelligence level and all Smart Object must 
have it, thus, any Smart Object must be able to manage the information 
that receives. Otherwise, it would not be a Smart Object and it would 
be just a Not-Smart Object.

2) Notification of the problem
The notification of the problem is the ability of an object to notify 

its owner under certain conditions or when an event occurs like flames 
detection, an unusual decrease of the temperature, or any other event 
like these. In this level, the objects do not have free will.

3) Decision making
The decision making is the highest level of intelligence that an 

object can have. An object has this level when it has the other two 
levels and it is able to take decisions by itself. It does not require any 
type of intervention, thus, it has free will.

B. Location of the intelligence
The second dimension is the location of the intelligence and is 

formed by two categories according to [15], but we have added one 
extra category. Thus, this dimension has three categories: intelligence 
through the Network, intelligence in the Object, and combined 
intelligence. Moreover, we added a third level that combines both levels.

1) Intelligence through the Network
The intelligence through the Network consists in that the 

intelligence depends totally on an external agent due to the lack of 
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intelligence in the object. This agent can be a network where the object 
is connected, usually known as portal platforms [16], a server that 
runs the agents or another object that takes decisions or has the global 
intelligence.

2) Intelligence in the Object
The intelligence in the Object means that the objects with this 

level, can process information by themselves, so, they do not need 
any external agent in order to be intelligent. The platforms that have 
objects with this level are usually called embedded platforms [16].

3) Combined intelligence
The combined intelligence is a level that [15] does not include 

in their classification but they talk about it and they include it in an 
example graph. In this level, the object has the both intelligences. It has 
its own intelligence and it is capable of use the intelligence located in 
the Network. This platforms are usually called surrogated platforms 
[16].

C. Aggregation level of the intelligence
The last dimension is the aggregation level of the intelligence 

which is formed by three categories. This dimension is useful to 
describe the objects that are composed of several parts. Depending 
on the aggregation level we could say that an object is indivisible or 
every part is independent. For example, we can connect a Raspberry Pi 
with an Arduino and connect sensors or actuators to both devices. The 
Not-Smart Objects like the sensors or actuators, do not have their own 
intelligence but the Raspberry Pi and the Arduino are Smart Objects. 
Therefore, if we disconnected the Arduino and the Raspberry Pi, they 
could run independently, whereas if we disconnect the Not-Smart 
Objects they could not work by themselves.

The two categories are: intelligence in the item, intelligence in the 
container, and distributed intelligence.

1) Intelligence in the item
The first category is the intelligence in the item. This category 

includes the objects that are capable of handling information, 
notifications and/or decisions. Moreover, if these objects are composed 
of different components, these components must not be independents. 
Examples of objects that belong to this category are the smartphones. 
They are composed of sensors and actuators that cannot be separated 
because they are embedded.

2) Intelligence in the container
The second category is the intelligence in the container. The objects 

of this category must be able to handle information, notifications and/
or decisions and they must know their components in order to work as 
a proxy between their components and the Internet or the intelligence. 
Moreover, these objects are capable of working as containers or Smart 
Objects in spite of removing some of their components. An Arduino 
with at least two sensors belongs to this category. If we removed a 
sensor from the Arduino, the Arduino would be able to continue 
working as container. Another example could be intelligent shelve [15] 
that notify when a product is out of stock.

3) Distributed Intelligence
The second category is the distributed intelligence. This category 

is the fusion between the other two. Here, items and containers have 
intelligent but, in this case, they can negotiate between themselves 
according to take the best decision to the object in base on the whole 
system and the rest of items. This category was added by us because we 
have worked with object which need this interaction. An example of 
this category is when you have a Smart Object which is composed by 

other Smart Objects, for instance, a Raspberry Pi which has connected 
two Arduinos. In this case, each Arduino has its own intelligence and 
it can take their own decisions, but sometimes, it has to ask to the 
Raspberry Pi about some data or the state of the another Arduino to 
do some action.

 
Fig. 2 Classification of the intelligence based on Meyer’s classification

From our point of view, the most important type of Smart 
Objects is the combined intelligence or the intelligence through 
the network from the dimension location of the intelligence. This 
type of objects alongside with the Internet of Things, allow adding 
intelligence to the network and actions according to the data that 
these objects collect, and services that they offer. In this way, the 
objects that are connected to the network could have intelligence, or 
even, be more intelligent.

IV. applIcaTIOn aReas

Smart Objects are presents in our daily life for a long time. We 
usually consider that Smart Objects and the Internet of Things go 
together, although, there are many examples about the usage of Smart 
Objects without the usage of the IoT.

We can find Smart Objects in different systems on the commercial 
field in order to control the manufacturing like happens in [6]. 
Furthermore, in [7], [15], they use Smart Objects in order to improve 
the distribution and the products management in supply chains to have 
the products located during all their life cycle.

In the first paper, the authors describe when use different elements 
like readers in order to know the states of the products, monitoring 
them, and access to their history. Whereas, in the second paper, they 
mention an example which we already talked about. They mention 
intelligent shelves which notify when a product is out of stock.

These kind of applications are very useful to companies because 
they obtain advantages to improve and avoid problems related with the 
lack of stock during the all chain of the product life. 

Following with possible uses of Smart Objects, another usage is 
proposed in [17]. This proposal consists in analysing the usage of 
rented items in order to collect the appropriate quantity of money, 
and also, punishing improper usage of the object. The system is good 
for clients as well as for companies. The clients pay exactly for the 
usage of the product and companies can detect improper usages and 
be compensated.

Smart Objects can also be used to improve the safety at work. In 
[17], the authors proposed a system to alert nearby employees about 
the incorrect and insecure storage of chemical material. The system 
proposed can be very useful because it allow managing the storage of 
hazardous substances and avoiding many problems or disasters.
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The medical field is another field where Smart Objects can be used. 
A research in this field is [18]. In this research, the authors proposed 
a system that monitor patients with problems. Thanks to systems like 
this, many human lives could be saved. An example could be the 
connection of a cardiac pacemaker with a monitoring centre in order to 
detect, immediately, heart attacks or failures in the pacemaker.

V. cOnclusIOns

In this paper, we analysed the differences between Smart objects 
and Not-Smart Objects. In the literature, we cannot find the exactly 
differences or we can see as some authors use the both words 
indistinctly. In fact, this creates a problem to understand the exactly 
devices that they use.

Smart Objects can be used for resolving a lot of problems. We have 
showed a few examples of it, from supply chain to security and health.

Notwithstanding, as we say before, objects need a central system to 
create the interconnection between themselves. According to this goal, 
we can use a specific system or some Internet of Thing (IoT) platform. 
We can see some examples in [19] and a classification of the different 
IoT network types in [20]. The last one contains examples of different 
IoT platforms which support heterogeneous and ubiquitous objects and 
interconnect the objects between themselves.

We can see that the combination between Smart Objects and the 
Internet of Things can offer many advantages and improve the peoples’ 
life because it can interconnect and communicate the different object 
to create more complex applications. Besides, we have added two new 
categories to the Meyer’s classification in order to adapt to the new 
type of objects and applications in the Internet of Things.
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Abstract — A wireless sensor network contains various nodes 
having certain sensing, processing & communication capabilities. 
Actually they are multifunctional battery operated nodes called 
motes. These motes are small in size & battery constrained. They 
are operated by a power source. A wireless sensor network consists 
of a huge number of tiny sensor nodes which are deployed either 
randomly or according to some predefined distribution. The sensors 
nodes in a sensor network are cooperative among themselves 
having self-organizing ability. This ensures that a wireless network 
serves a wide variety of applications. Few of them are weather 
monitoring, health, security & military etc. As their applications 
are wide, this requires that sensors in a sensor network must play 
their role very efficiently. But, as discussed above, the sensor nodes 
have energy limitation. This limitation leads failure of nodes after 
certain round of communication. So, a sensor network suffers with 
sensors having energy limitations. Beside this, sensor nodes in a 
sensor network must fulfill connectivity & coverage requirements. 
In this paper, we have discussed various issues affecting the design 
of a wireless sensor network. This provides the readers various 
research issues in designing a wireless sensor network.

Keywords — Wireless Sensor Network, Nodes Energy, QoS, 
Connectivity.

I. WIReless sensOR neTWORk

WITh the advancement of technology the area of applications of 
wireless sensor network (WSN) are growing day by day. A WSN 

contains many sensor nodes of the order of hundreds or even thousands. 
They are tiny in size having limited energy and communication 
range. Besides this, they suffer from limited sensing, computational 
and transmission capabilities. In a wireless network information is 
transferred from a source (sensor nodes) to a sink (base station). The 
base station can be placed inside or outside the monitoring area. The 
sensor nodes are scattered over a huge geographical area randomly [1-
3] [14]. The nodes in a wireless network can either communicate among 
themselves or to a base station. These nodes are sophisticated having 
intra and inter communication capabilities.  In a wireless network the 
nodes play different roles as per the necessity of communication. A 
node can provide an interfacing between sources and sink thereby 
reducing the energy consumption by providing an energy efficient path 
to route the data from the source to the sink [11]. These nodes are 
called gateways. Gateway nodes selection is essential to prevent the 
death of the nodes due to excessive energy consumption. Relay nodes 
(routers) are used to expand the coverage area and to provide backup 
routes in case of failure of nodes and data traffic. 

A leaf node (endpoint) is used to establish an interfacing between 
a wireless network and a sensor that is wired to it. Actuators are the 
sensors used to interact with the physical environment which has to be 

controlled. The vital applications of wireless networks are enormous. 
This section depicts various areas of application of WSNs [8]. They 
serve the different purpose starting from home applications, health 
applications and military applications to the environmental applications. 
In the environmental applications they are used to monitor a wide 
range of ambient conditions such as temperature, humidity, pressure, 
noise level and soil make up etc which affect the crops and live stocks 
[24]. Moreover, in forest fire and flood detection, earth monitoring and 
pollution study the use of wireless network is crucial. The wireless 
networks are being used in health sector efficiently in various fields. To 
monitor doctor and patient inside a hospital, to monitor the activities in 
a hospital, to monitor the activities and processes in tiny insects are few 
of them [17]. Beside these, sensors can be deployed in a health care unit 
to control drugs administration, thus ensuring the safe and the better 
drug services to the patients. WSNs are playing an unavoidable role in 
home applications as well. Several home appliances such as microwave 
ovens, vacuum cleaners, refrigerators are now equipped with sensors, 
thus enabling these appliances to interact with one another or to an 
external link via the internet and finally offering better services to the 
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Fig. 1. A basic block diagram of a WSN

Fig. 2.  A block diagram of a WSN.
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end user [10] [16]. Last but not the least, the role of WSNs in military 
application is pervasive. Sensor nodes are deployed in remote places 
where human interference except military is not possible [23]. They 
are used to monitor intrusion of terrorists, equipment, vehicle etc from 
the outside. Wireless sensors can be used to gather data of battlefield 
[12] [22] [25]. In all the applications the role of sensor node is crucial. 
Therefore, remedies have to take in order to minimize decay of nodes, 
so as to prolong the network lifetime. 

II. neTWORk sTRucTuRe

A sensor node comprises of four main units namely a sensing unit, a 
processing unit, a transceiver unit and a power unit (fig.1). The sensing 
unit can be further divided into two parts: sensors and an analog to 
digital converter [13] [15]. The function of the sensor is to first sense 
the physical phenomenon.

Then it converts the sensed physical phenomenon into an analog 
signal. The output of the sensor is then fed to an analog to digital 
converter circuitry which converts an analog signal into digital signal 
appropriate for further transmission. The output of the sensing unit 
is then applied to the processing unit which generally consists of a 
processor and a storage device. The function of a processor is to 
generate necessary instructions and commands in order to facilitate 
the coordination among the sensors node [4]. There by performing 
the sensing task. The third unit is transceiver which may be a passive 
or active optical device [20]. The term transceiver is used for the 
transmitter and receiver combined, which is equipped with the ability 
of transmitting and receiving a signal. The transceiver unit of sensor 
nodes connects the node to the network. The fourth unit is a power 
unit driven by a power generator such as a solar cell which uses energy 
scavenging techniques and extracts energy from the environment. 
Energy scavenging is very important since sensor nodes may remain 
un- attendant in a remote place for several months or years without 
human interference [18]. Beside these four, two sub-units are a 
location finding system and a mobilizer. The location finding system 

is necessary in a WSN to apply routing techniques in a proper way. 
The routing techniques use the information about the sensor’s location 
provided by the location finding system. A mobilize is optional which 
is needed in case of mobile sensor nodes.  

A WSN can be of two types depending upon the manner of data 
transmission viz. single hop and multi hop WSN. In case of single hop 
transmission (fig.2.1) data is transferred from gateway to the sensor 
node whereas in case of multi hop communication (fig.2.2) two or 
more sensor nodes are used in data path.  In multi hop network, the 
data is transferred from one node to another in case obstacle like hills, 
mountains, lakes etc is found in the data path. Many routing techniques 
are based on multi hop networking of WSNs.

III. pROblem defInITIOn

As discussed in the earlier sections that sensor nodes are energy 
constraints operated by power source like solar cells. These sensor 
nodes are deployed randomly or according to some predefined criterion. 
But in general deployment of sensor nodes can be done randomly over 
a region of interest by dropping them from the helicopter or manually 
[21]. These nodes have self-organizing capability and they gather the 
information from the event under consideration, transmit the collected 
information to the sink via neighbor nodes. They are used in several 
applications like health monitoring, environment monitoring, home 
monitoring and military applications where the role of sensor node 
is most important. But sensor nodes are limited in terms of energy 
and range of communication, therefore careful deployment strategies 
and design parameters have to be considered when using WSNs in 
the above applications. In the past years many factors that affect the 
design of WSNs have been elaborated and different routing techniques 
based on minimizing the power utilization by the sensor nodes came 
into existence. In this section we give an overview of the issues that 
influence the design of WSNs and that must be overcome in order to 
facilitate effective communication.

A. Nodes deployment
The manner in which deployment of sensor nodes is done greatly 

affects the design of sensor network as well as routing techniques. 
As discussed in the previous sections that the deployment of sensor 
nodes could be done either in a random fashion or according to 
predefined set of rules (fig.3). Whatever is the way of deployment, 
the number of sensor nodes should be well enough to cover the whole 
geographical area. The density of sensor nodes in a geographical 
area of 1m3 can be as high as 20 nodes [19]. However the 
distribution of sensor nodes depends on the need of application. In 

Fig. 3.1 Single Hop Communication.

Fig. 3.2 Multi Hop Communication
Fig. 4. Nodes Deployed in a Field of Interest.
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the deployment phase, the topology that minimizes the installation 
cost while maximizing the flexibility should be adopted. Failure 
of the sensor nodes is common in the network; therefore the need 
of introducing the new sensors arises in the existing network. The 
deployment topology used should be flexible to manage with the 
introduction of new sensor nodes. Beside this, the topology adopted 
should be able to prop up the self-organizing quality of the sensor 
node in a network.

B. Power consumption
In WSNs many routing protocols have been proposed. They mainly 

consider the power requirements of a sensor network. This implies 
energy limitations of a sensor network have great influence on the 
routing techniques. The sensor nodes are multifunctional; they work 
as a sensor node and as gateways in the data path [4-5] [9]. Therefore 
for a WSN to work properly it becomes important that its sensor can 
conserve their energy so that network lifetime can be prolonged. If by 
chance a sensor failure occurs due to energy loss, it should not have 
an effect on the whole WSN. Usually multipath routing is adopted to 
transmit the data from the source to the sink (base station).  Although 
single hop routing can also be applied to a WSN at the cost of more 
power consumption. 

C. Mobility of sensor node
Sensor nodes are one of the most important components of a 

wireless sensor network [6]. A sensor node plays multifunctional roles 
viz. a data router or a gateway. Many applications may require static 
behavior of sensor nodes. Whereas, some application may need sensor 
nodes to behave dynamically. This necessitates the design of wireless 
network to be able to facilitate the mobility of sensor node. 

D. Fault tolerance
The sensor network consists of a huge number of tiny sensors which 

are prone to frequent failures due to various reasons. Since they are 
battery operated, therefore insufficiency of power is one of the main 
causes of nodes death [5] [11]. Other reasons may include disturbances 
from the environment and physical damage. Due to mentioned faults if 
any of the nodes fail, it should not influence the overall functioning of 
the sensor network. Therefore, a WSN should be well reliable or trust 
worthy to cope up with the disturbances arising due to nodes death. 
Thereby smoothening the overall performance of the sensor network 
and sustaining the networks life. The Poisson’s distribution provides 
the mathematical expression for the reliability of a sensor node K of 
not having a failure within a time interval ( 0, t) ;

Rk (t) = exp( - λk t) (1)

Where Rk (t) is the reliability of a Kth sensor node,  λk is the             
failure rate of sensor node K and t is the time period

E. Security
With the advancement of new technologies the areas of application 

of WSNs have grown surprisingly [6]. There use in mission critical 
operations such as battlefield surveillance, intrusion detection and 
target monitoring etc. creates the concern on security issues. In case of a 
mobile sink or gateways security is a crucial issue to be considered when 
designing wireless sensor network and routing protocol. Moreover, the 
wireless nature of the network, dense deployment of nodes, resource 
limitations of nodes and unavailability of fixed infrastructure creates a 
big concern on the network security. The wireless networks are more 
prone to attacks than wired networks. The design of a wireless network 
should be flexible in the sense that security level is changed when there 
is a change in available resources.

F. Communication energy
The main objective of a wireless sensor network is data 

communication which involves both data transmission and data 
reception [7]. Data is transferred from the sensor node to the base 
station via some gateways. As the number of data transmissions is 
increased, more energy will be devoted in the communication process. 

Therefore to lessen the number of transmissions from the base station 
to the sink nodes, clustering is viable.

IV. sImulaTIOn and expeRImenT ResulTs

The simulation result has been done by MATLAB tool. ECSSCoM 
(Energy-aware Clustering Sensor Scheduling Coverage Maintenance) 
a coverage maintenance protocol for wireless sensor networks. This 
protocol uses two techniques namely network clustering and sensor 

Fig. 5.  Cluster formation.

Fig. 6.1 Node deployment in ECSSCoM.
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activity scheduling.
The simulation has been categories in several platform in which 

simulation of ECSSCoM has been performed as well as simulation of 
ECSSCoM and improved ECSSCoM with object consideration taken 
place.

The analysis and simulation results have been obtained for 
ECSSCoM for 100 nodes with energy of 2 Joule. In this execution it has 
been observed that every nodes of the WSN first find the neighboring 
nodes after that it form a cluster head.

V. cOnclusIOn

In this paper, a comprehensive study has been executed over various 
key parameter like nodes deployment, mobility of sensor nodes, 
communication energy and power consumption etc. The parameters 
discussed in this manuscript play an imperative role in designing 
the wireless sensor network simultaneously providing a platform for 
new research areas on designing and routing techniques for WSNs by 
pinpointing the various challenges. 
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Abstract — Internet of Things (IoT) is fast emerging and 
becoming an almost basic necessity in general life. The concepts 
of using technology in our daily life is not new, but with the 
advancements in technology, the impact of technology in daily 
activities of a person can be seen in almost all the aspects of life. 
Today, all aspects of our daily life, be it health of a person, his location, 
movement, etc. can be monitored and analyzed using information 
captured from various connected devices. This paper discusses 
one such use case, which can be implemented by the automobile 
industry, using technological advancements in the areas of IoT and 
Analytics. ‘Connected Car’ is a terminology, often associated with 
cars and other passenger vehicles, which are capable of internet 
connectivity and sharing of various kinds of data with backend 
applications. The data being shared can be about the location and 
speed of the car, status of various parts/lubricants of the car, and 
if the car needs urgent service or not. Once data are transmitted 
to the backend services, various workflows can be created to take 
necessary actions, e.g. scheduling a service with the car service 
provider, or if large numbers of care are in the same location, 
then the traffic management system can take necessary action. 
’Connected cars’ can also communicate with each other, and can 
send alerts to each other in certain scenarios like possible crash etc. 
This paper talks about how the concept of ‘connected cars’ can be 
used to perform ‘predictive car maintenance’. It also discusses how 
certain technology components, i.e., Eclipse Mosquito and Eclipse 
Paho can be used to implement a predictive connected car use case.

Keywords — Internet of Things, Connected Cars, Predictive 
Maintenance, MQTT, Eclipse Mosquito, Eclipse Paho, Smart City.

I. InTROducTIOn

The automobile and fleet management industries, majority of 
the consumers and the car service companies are following the 

‘periodic maintenance’ for their automobiles. In periodic maintenance, 
car owners are advised to take their cars for regular service and 
maintenance either after certain specified time period or distance 
covered. For example, it is generally advised to get car serviced 
within three months of the last service date or after travelling 10000 
kilometers, whichever comes first. Another instance where the car 
can be taken out for emergency service/maintenance is after some 
breakdown or malfunctioning of any part in the vehicle.

The way periodic maintenance works, is depicted in Fig. 1. [15]

A. Periodic Car Maintenance
Fig. 1 summarizes Periodic car maintenance. It can be explained 

as a service/maintenance model, where a car undergoes a service/
maintenance either after a certain specified time period or on the 
basis of distance covered, e.g. as shown in Fig. 1, during the lifetime 
of a vehicle, regular services are carried out, as advised by the car 
manufacturer. Similarly, a car can be serviced/repaired, if there is any 
of the part gets faulty.

B. Drawbacks of Periodic Car Maintenance [15]
Some of the major drawbacks of periodic car maintenance are listed 

below:
• Higher cost of service, as vehicles are required to be get serviced 

as per the schedule
• Even if vehicle/parts are in perfect health, still service needs to 

done and parts to be replaced
• No way of knowing, if a part needs immediate attention, and can 

result in breakdown of the vehicle
• This breakdown could cost significant charges for the car owners

II. alTeRnaTe appROach TO peRIOdIc caR maInTenance 

Instead of getting a car serviced periodically, if a system developed 
using sensors and IoT [9] technology stack is used, which collect and 
analyze fitness and running condition of different parts of the car, and 
send this data to a centralized system. In this centralized system, data 
received from these connected cars, can be analyzed further and if any 
service is needed, a service request can be raised. This proposed system 
can also generate emergency alerts, in case any part is about to break 
down, thus avoiding car/part failure [15][17]

A. Advantage of Proposed system [18]
• Reduction in service and maintenance costs, as only parts which 

needs to be replaced or serviced
• Real time alerts of possible part failure, thus avoiding breakdown 

and costs associated with outages
• Analytics and reporting dashboards can be used to view how the 

car is performing over different periods of time and in different 
locations

• Driver’s driving habits can be analyzed and appropriate action can 
be taken

• Tour and cab providers can manage their fleet better, thus 
maximizing profits

• Target advertisements for monetization of data received from 
connected cars (e.g. offering service discounts for car which needs 
to be serviced etc.)

An IoT Based Predictive Connected Car Maintenance 
Approach

Rohit Dhall1, Vijender Solanki2

1Enterprise Architect, HCL Technologies, Noida, India 
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Fig. 1 Periodic Maintenance of Cars
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III. WhaT Is pRedIcTIVe caR maInTenance and Why We need IT?

A common practice, generally followed in automobile world is 
‘periodic car maintenance’. In this, the car is supposed to undergo 
periodic service and maintenance routine. When to get a car serviced, is 
generally decided by either a specified time period or distance covered. 
For example, it is generally advised to get the car serviced within six 
months of the last service date or after travelling 10000 kilometers, 
whichever happens first.

Now, the problem with ‘periodic car maintenance’ is that nobody is 
sure if any part or lubricants really needs to be serviced/replaced. This 
normally leads to parts/lubricants, which are in good condition, getting 
changed/serviced. Another problem, which is generally faced is that 
though scheduled ‘periodic car maintenance’ is still some time away, 
there is some problem with a part, which needs immediate attention. 
‘Periodic car maintenance’ cannot solve this problem, and only way to 
know about this is after break down. So, two problems, associated with 
this model of car servicing can be summarized as:
• Higher service costs, as parts which are fine, will also be replaced
• Unable to generate any alert, if any part needs immediate attention/

service, resulting in breakdown/outages
This is where ‘Connected Cars’ and ‘Predictive car Maintenance’ 

can help [15][16]. Connected cars can collect data, from different 
sensors installed in the car, related to the health status of different 
parts, and send it over the internet to backend applications, for 
analytical and decision making purposes. One of the backend 
analytical application, based on the health status of different parts, 
can invoke a workflow and schedule an appointment with the service 
provider, if some part needs immediate attention. Similarly, real 
time alerts can be sent to concerned parties, in case something need 
immediate attention.

This can result in considerable savings in terms of service and 
maintenance charges of the car [18]. Now, only the parts which 
actually need replacement, will be serviced. This data will be collected 
and transmitted by different sensors fitted on the car for performing 
health check of different parts oil health check, tire and pressure health 
check, filters health check and so on.

IV. hOW ThIs WORk dIffeRs fROm OTheR WORk dOne In ThIs aRea

Good amount of research work is done on the Predictive maintenance 
topic [1][4][6]. Some of the work talk about how to collect or read 
sensor data (from cars, from manufacturing industrial machines etc.), 
or propose a model to perform predictive analysis and so on [2][3]
[5][7]. This work proposes an IoT based approach [15] to collect this 
data, send it to the cloud and perform predictive analytics on this huge 
amount of data. The proposed approach is based on industry proven 
protocols and products, some of which are Eclipse IoT’s [11] Eclipse 
Mosquitto [13], Eclipse Paho[12] and MQTT[10] protocol. High level 
IT architecture is also provided, so that same can be referenced by 
people to build, extend and further improve the system based on this 
architecture.

Finally, a simulation of the proposed architecture model is also 
given, where a client GUI utility simulates the car sensor, and sends 
data to the cloud.

V. pROpOsed TechnOlOgy fOR ImplemenTIng pRedIcTIVe 
cOnnecTed caR maInTenance 

This section introduces some of the important technology 
components, which will be used in the proposed implementation of 
‘Connected car’ use case for predictive maintenance.

A. MQTT Protocol
Message Queue Telemetry Transport (MQTT) is a light-weight 

messaging protocol based on publish-subscribe model. MQTT uses 
a client-server architecture where the client (such as a sensor device 
on cars) connects to the MQTT server (called a broker) and publishes 
messages to server topics. The broker forwards the messages to the 
clients subscribed to topics. MQTT is well suited for constrained 
environments where the devices have limited processing and memory 
resources and the network bandwidth is low.

B. Deeper look into MQTT 
MQTT is an extremely lightweight messaging protocol. Its publish/

subscribe architecture is designed to be open and easy to implement. 
Single MQTT server can support up to thousands of remote clients. These 
characteristics make MQTT ideal for use in constrained environments 
where network bandwidth is low or remote devices that might have 
limited processing capabilities and memory, need to be supported. The 
MQTT protocol is based on publish/subscribe model. Publishers can 
send the messages to the topics, configured on the MQTT server (also 
called MQTT broker). Clients can subscribe to these topics and receive 
whatever messages are published on those topics.

Fig. 2 depicts the publish/subscribe model of MQTT

Though MQTT’s publish-subscribe model is identical to any existing 
enterprise messaging systems, the main advantage of MQTT has over 
fully blown “enterprise messaging” systems are that its low footprint 
makes it ideal for developing IoT applications with small sensors, 
devices and other low-capacity things. For example, Facebook uses 
MQTT for its messenger product on the mobile platform, to ensure that 
battery usage of this application is minimized.

Some of the major advantages of MQTT are listed below:

• Publish Subscribe model provides one-to-many message delivery
• Uses TCP/IP for network connectivity
• Can work with SSL/TLS for security
• MQTT offers three message delivery QoS: 1) at most once ,2) at 

least once and 3) exactly once
• These QoS are met even in case of network, publisher or client 

failures
• Very simple specification and APIs, making it easier for developers 

to work with MQTT based products
• Most important APIs are CONNECT, PUBLISH, SUBSCRIBE, 

UNSUBSCRIBE, and DISCONNECT
• As MQTT is specifically designed for constrained device, it 

provides only the bare minimum features to support them.
• The message header is short in MQTT and smallest packet size in 2 

bytes, making it ideal for small and constrained devices

Fig. 2 Publish/Subscribe model of MQTT.
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• As MQTT is a publisher/subscribe model, sender and receivers are 
decoupled from each other

• Doesn’t restrict the format of data to be in any particular format, 
thus allowing flexibility

• ‘Last Will’ feature, which allows abnormal client/sensor 
termination to be notified to all interested parties

• Both commercial and open sources MQTT based broker products 
are available. These include IBM WebSphere MQ v 7.1 onwards, 
EclipseIoT Mosquitto, ActiveMQ and HiveMQ.

C. Eclipse Mosquitto 
Eclipse Mosquitto is an open source MQTT broker/server. Based on 

the lightweight MQTT protocol, Mosquitto is ideal for devices, sensors 
and other ‘Internet of Things’ devices, with low processing capacity. 
MQTT clients can connect to a given Mosquitto broker and publish/
subscribe the messages from a topic.

Eclipse Mosquitto’s main responsibility is to provide a 
communication channel between publishers/senders and subscribers/
receivers. Any publisher, using the Eclipse Paho MQTT Client API can 
publish the messages to an MQTT Broker. These MQTT clients should 
specify the topic, on which they want to publish the message. These 
topics are configured on MQTT broker. Any subscriber or receiver, 
that want to receive the message, subscribe to that particular topic. It 
is the responsibility of the broker to deliver all the messages arriving 
on a topic to all interested clients. As different clients (both publishers 
as well as subscribers) need to know only broker/topic details, both 
are decoupled from each other. This architecture pattern has many 
advantages, e.g. highly scalable solution, where subscribers needn’t to 
be overwhelmed by publishers sending messages at a rate faster than 
what a subscriber can process.

D. Eclipse Paho 
Eclipse Paho is an EclipseIoT project and is implementation 

of MQTT protocols. Eclipse Paho provides MQTT client libraries 
in multiple languages including Java/C++, C#, .NET and Python. 
Eclipse Paho also has utilities for MQTT-SN (sensor networks). Both 
publishers and subscribers (as shown in Fig. 2) can use API’s provided 
by Eclipse Paho MQTT Client library, and send/receive messages to/
from MQTT broker (e.g. Eclipse Mosquitto). 

VI. Why mQTT and OTheR pROpOsed TechnOlOgy 
cOmpOnenTs In cOnnecTed caR ImplemenTaTIOn

• Suitable for low capacity devices like sensors fitted on connected 
cars

• Provides Quality of services to handle connectivity and other errors, 
which can be quite common in the case of cars and automobiles, 
which are on the move, and n/w connectivity can be an issue

• Supports wide variety of languages, so compatibility will not be an 
issue for any existing technology platform of a car manufacturer 

• Also integrated with proven and well adopted industry leading 
messaging systems like WebSphere MQ and ActiveMQ

• Message formats can be customized, allowing manufacturer to 
customize and innovate the solutions

Details of MQTT protocol and its specification can be found on the 
MQTT site, given in the reference section.

VII. pROpOsed aRchITecTuRe Of ‘pRedIcTIVe caR 
maInTenance’ usIng eclIpse mOsQuITTO and eclIpse pahO

Fig. 3 shows the simplistic high level architecture context diagram 

of a system implementation of ‘predictive car maintenance’ using 
Eclipse Mosquitto and Eclipse Paho.

Flow of context diagram (Fig. 3) can be explained as follow:
• ‘Connected Cars’ send data in predefined format to IoT Gateways 

like Eclipse Kura.
• Cars can use any possible way to send the data, i.e. via Wi-Fi, Telco 

services etc.
• IoT Gateway would send this data to MQTT based Eclipse 

Mosquitto Broker hosted in a cloud environment
• In many scenarios, there can be additional components like 

coordinator/controller nodes in the architecture, which do some 
kind of pre-processing/aggregation of data collected from various 
devices, before sending it to the cloud

• Once data is received by Eclipse Mosquitto, subscribers will 
receive this message, using Eclipse Paho API

• After doing basic validations and any data conversion, subscribers 
can send this message to downstream systems, using services 
exposed by the Data Integration component of the architecture

• It could be that these messages are sent to a messaging system, e.g. 
Apache Kafka, where these messages can be consumed by the workers 

• These workers can push these messages to Apache Hadoop or other 
such data processing service, for analytical purpose

• These messages can also be consumed by data processing services, 
handling real time stream of messages e.g. Apache Storm

• These real time stream of messages can be used for real time 
analytics purpose e.g. sending alerts in case something needs 
immediate attention

‘Workflow’ component can be used to define and execute different 
workflows, based on some conditions 

For example, to schedule a service appointment, invoke a REST 
based service of the car service provider, in case some parts need to 
be replaced.

There can be various visualization tools to view reports of 
summarized data and perform analytical queries.

Fig. 3 Architecture diagram of ‘Connected car’ ecosystem.



Special Issue on Advances and Applications in the Internet of Things and Cloud Computing

- 19 -

Note that, in real life complex scenarios, there can be many more 
components involved in the architecture (e.g. configuration services, 
policy manager, rule engine and so on), but for simplicity’s sake, those 
have not been included in this paper.

Fig. 4 summarize the high level data flow of the proposed system.

VIII. sample ImplemenTaTIOn Of pRedIcTIVe caR maInTenance 
use case WITh eclIpse mOsQuITTO and eclIpse pahO clIenT uTIlITy

In this section will use Eclipse Paho Client utility to simulate a 
connected car, which will send city where the car is (can send exact 
location also), speed and current car health check, including if any part 
needs to be replaced or not.

In the real world, devices like connected cars might be sending data 
first to a IoT gateway, as shown in architecture diagram in Fig. 3 in last 
section, where this data will be processed and aggregated, before being 
fed to further downstream applications. Depending upon the actual 
requirement, applications can be designed to take appropriate actions 
based on the data being received e.g. Send alerts if speed is too high 
or schedule an appointment with the car service agency, if some part/
lubricants needs to be replaced.

Sample format of the MQTT message, transmitted by sensor fitted 
on the car is shown on Fig. 5.

Fig. 5 Sample MQTT message format, sent by connected car
 

Some of the information, which can be sent by the connected car is 
shown in Table 1.

TABLE I.  
LIST OF SAMPLE PARAMETERS WHICH ARE MONITORED

Parameters
Location
Mileage per litre
Quantity of fuel consumed
Total Distance Covered
Trip Distance
Distance covered in top gear
Top Speed
Fuel Level
Current temperature
Coolant Level
Engine Oil level
Fuel Level

In this paper, we will be simulating the behavior of connected 
car, using Eclipse Paho MQTT Utility, a Java Swing based GUI 
application, to connect to a Mosquitto server, publishing message to a 
topic on Mosquitto server. The client will receive this message and for 
simplicity, will display this message content in the GUI.

Once the utility is launched, screen as shown in Fig. 6 will appear. 
Specify the address of the MQTT Mosquitto server and port and 
connect to the server. We are using a cloud based test Mosquitto server, 
available for public, at the address “test.mosquitto.org”, port 1883.

After specifying the address, click “Connect”. If everything goes 
right, you will be connected to server, else you will get error message.

Once connected, enter the name of the topic, and click subscribe. 
Now, any message, published on this topic will be displayed in the text 
area of the subscriber. Fig. 7 shows a subscriber, connected to a topic 
named ‘CarHealth’.

Fig. 4 Sample data flow for connected car.

CarId=xxxxxx;Location=XXXX;ItemName=<<Value>>;currentS
tatus=<<value>>

Fig. 6 Connecting to MQTT server using Paho MQTT utility.

Fig. 7 Subscribing to a MQTT topic.

Fig. 8 Publishing a message to MQTT topic.
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Enter the message payload in the ‘Publish Messages – text display’ 
area and click publish. Fig. 8 shows the step to publish a message onto 
MQTT topic.

Once the message is published, all clients who have subscribed 
to this topic, will receive this message. In our scenario, this will be 
displayed in the utility GUI. Fig. 9 shows the scenario of a subscriber 
receiving the message.

Ix. cOsT benefIT Of pRedIcTIVe caR maInTenance 

Predictive car maintenance can help address the issues of traditional 
periodic car maintenance approach. Some of the advantages it provides 
are 
• Reduction in service and maintenance costs, as only parts which 

needs to be replaced are serviced
• Real time alerts of possible part failure, thus avoiding breakdown 

and costs associated with outages
• Analytics and reporting dashboards can be used to view how the 

car is performing over different periods of time and in different 
locations

• Driver’s driving habits can be analyzed and appropriate action can 
be taken

• Tour and cab providers can manage their fleet better, thus 
maximizing profits

• Target advertisements for monetization of data received from 
connected cars (e.g. offering service discounts for car which needs 
to be serviced etc.)

Table 2 shows the cost comparisons of periodic vs predictive 
maintenance for a medium sedan car. Periodic service cost figures are 
taken from a leading automobile web site (see reference). As most of 
the car vendors provide first two services as free services, zero cost is 
taken for these two services. For predictive maintenance, it is assumed 
that service cost will go down by 30%.

TABLE II. SERVICE COST COMPARISON OF PERIODIC VS 
PREDICTIVE CAR MAINTENANCE

Service
Cost (Periodic  

Maintenance) in 
INR

Cost  
(Predictive Maintenance) in 

INR

1st Service 0 0

2nd service 0 0

3rd service 2465 1726

4th service 6455 4519

5th service 3835 2685

6th service 6455 4519

7th service 3835 2685

8th service 6455 4519

Total 29500 20653

Sample calculation for 3rd service is as follow

Cost of 3rd periodic service – 2465 INR [21]

Cost with predictive maintenance with 30% saving = 2465 *((100-
30)/100) = 1726 INR

Fig. 10 represents another view of the service cost comparison data 
of Table 2. During the first eight services (scattered across 5 years) of 
the car, total costs incurred on periodic maintenance is 29500 INR. 
This cost will come down to 20653 INR (assuming 30% reduction in 
service cost), with the help of predictive car maintenance.

To understand the outage costs of a fleet/transport organization, let 
us take an example of a company with a fleet strength of 100 cars. 
If a car of such commercial organization is out of service because of 
breakdown or faulty part, there will be various costs associated with it 
e.g. pay for an unutilized driver and support staff, rental of the car for 
that day, fixing and service cost, need to ensure alternate vehicle for the 
customer to ensure company’s commitment, else loses on reputation 
part in the consumer market and so on.

Assume that the total outage cost for one vehicle going out of 
service is Rs. 5000 per day. So, for a company with one vehicle out of 
service, associated costs can be calculated as follows

Outage cost of one vehicle going out of service – 5000 INR (A)
Annual cost of one vehicle going out of service – 5000(A) * 365 = 

1825000 INR (B)
Table 3 shows the outage cost per year for multiple number of 

vehicles going out of service on a given day. For a company with a 
fleet size of 100, number of vehicles going out of service can be much 
higher, but for simplicity, table 3 shows costs for maximum three 
vehicles going out of service.

TABLE III. OUTAGE/BREAKDOWN  
COST FOR A FLEET/TRANSPORT COMPANY

No of Vehicles No. of out of service 
 vehicles 

Outage Cost 
 per year(in INR)

100 1 1825000

100 2 3650000

100 3 5475000

Fig. 11 represents another view of the outage/breakdown cost data of 
Table 3. Assuming that per day cost of a vehicle going out of service is 
5000 INR. As shown, on average with only one vehicle out of service, 
cost per year is 1.8 million INR and with three vehicles going out of 
service, this will increase to 5.4 million INR per annum.

Fig. 10 Service cost comparison of periodic vs predictive car maintenance.

Fig. 9 Subscriber receiving the message
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Table 4 shows the outage cost comparison with 30% improvement 
in outage scenarios.

Original Outage cost of 1 vehicle out of service = 1825000 Rs ( B)
Cost after 30% improvement in outage situations = 1825000 * 

((100-30)/100) = 1277500 Rs.

TABLE IV BREAKDOWN/OUTAGE COST COMPARISON

No of  
Vehicles

No. of out of 
 service vehicles

Outage Cost per  
year(in INR)

Outage cost 
@30% 

improvement

100 1 1825000 1277500

100 2 3650000 2555000

100 3 5475000 3832500

Fig. 12 represents another view of the outage/breakdown cost 
comparison data of Table 4. Even 30% assumed reduction in downtime 
will provide considerable savings for the organization. For three 
vehicles out of service, cost of breakdown will come down from 5.4 
million INR to 3.8 million INR.

Fig. 13 depicts a sample portal/dashboard to view the status of a 
given car. Any authorized person can view, whether any part needs 
replacement or not, current status of different parts, historical 
information, including details of any alert that was sent.
For example, the second row in this dashboard shows that an alert was 
raised for a particular part. Though the current value of this part is 
within a valid range (between 0-1), but as it is almost on the threshold 
to breach the value, a pro-active alert was sent, thus avoiding any 
possible outage and associated costs

This dashboard can also be used to trigger additional workflows. 
For example, a request to book a service appointment with the car 
service provider can be raised using this portal.

x. challenges In The pRedIcTIVe maInTenance Of cOnnecTed caRs

Some of the challenges in successful implementation of predictive 
maintenance and connected cars are as follows [8]:
• Govt. and Regulatory policies, restricting on what kind of sensitive 

data can be transferred 
• Security concerns related to location and other sensitive data being 

shared and transmitted
• Lack of industry standards. Right now, most of the work done is 

vendor specific/proprietary 
• Need to have a proper IT Analytics system in place. Can involve 

huge costs upfront
• Need better connectivity in terms of telecom, Bluetooth, Wi-Fi and 

other such networks for transmission of real time data from sensors
• Associated business use cases are still evolving, so justifying initial 

costs can be difficult
• With higher number of sensors needed on the car, cost of buying a 

new car can go up

xI. cOnclusIOn

‘Connected car’ concept is getting lots of traction with automobile 
companies these days. There are multiple benefits of ‘Connected 
Car’ ecosystem, and one such benefit is Predictive Car Maintenance. 
This paper talked about what predictive car maintenance is all about, 
which problems it could solve. MQTT, a popular protocol for IoT is 
also discussed, followed by an introduction to Eclipse Mosquitto and 
Eclipse Paho, an implementation of MQTT. 

This paper also presented a high level architecture of how 
Connected car use can be implemented, using Eclipse Paho and Eclipse 
Mosquitto. A simulation of ‘connected car’ sending sensor’s data to 
the cloud is also discussed. Finally, cost saving of a predictive car 
maintenance system over a traditional periodic car maintenance system 
is shown. This paper concluded by sharing of some of the challenges in 
implementing predictive maintenance of connected cars.
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Abstract — In intelligent transportation systems, the 
collaboration between vehicles and the road side units is essential 
to bring these systems to realization. The emerging Vehicular Ad 
Hoc Network (VANET) is becoming more and more important as 
it provides intelligent transportation application, comfort, safety, 
entertainment for people in vehicles. In order to provide stable 
routes and to get good performance in VANET, there is a need of 
proper routing protocols must be designed. In this paper, we are 
working with the very well-known ad-hoc on-demand distance 
vector (AODV) routing protocol. The existing Routing protocol 
AODV-L which is based on the Link expiration time is extended to 
propose a more reliable AODV-AD which is based on multichannel 
MAC protocol. For the performance evaluation of routing 
protocols, a simulation tool ‘NS2’ has been used. Simulation results 
show that the proposed AODV-AD protocol can achieves better 
performances in forms of high Route stability, Packet Delivery 
ratio and packet loss rate than traditional AODV-L and traditional 
AODV.

Keywords — VANET, AODV, NS2, Packet Delivery Ratio, 
Packet Loss Ratio, Route Reliability.

I. InTROducTIOn

TheRe are various types of ad hoc networks and one of them is 
VANET. Vehicular Ad Hoc Network (VANET) is a subclass of 

Mobile Ad hoc Network (MANET). MANET and VANET have some 
common features such as low bandwidth and self-organization and 
shared radio transmission. The main work of VANET is the provision 
of vehicle-vehicle wireless communication and vehicle infrastructure 
communication (e.g., between vehicles and road side equipment), 
and these connections can be established without central access. The 
communication between vehicles has some specifics such as high speed 
and mobility, and that is the key feature of vehicular ad-hoc networks 
that makes them unique in the context of MANETs. By using vehicle 
to vehicle communications, drivers can be notified of important traffic 
data such as the condition of roads and accidents. Such information 
will improve drivers’ decisions in hard conditions. Moreover, 
vehicular communications will help to monitor and manage traffic 
distribution and to improve vehicle fuel economy. Routing algorithms 
are an important part of a vehicular ad hoc network where it forward 
information in order to connect vehicles and having communication 
between them. The proposed routing protocols and mechanisms that 
may be employed in VANETs should adapt to the rapidly changing 
topology.

In this paper, we propose a new routing scheme to make a more 
reliable route from source to destination node. The whole work is 

based on the VANET scenario, where vehicles move with different 
velocities along two directions on the highway. The simulation is 
performed to evaluate the performance of the proposed algorithm in 

comparison to existing AODV-L and the traditional AODV routing 
protocol. Packet delivery ratio and Loss packet ratio are the performance 
metrics considered in the evaluation process.

A. AODV routing protocol:
AODV routing protocol is classified as a member of Bellman-Ford 

distant vector protocol which work in mobile network. AODV is a 
reactive and an on demand distance vector routing protocol, which 
means that that it searches a route only when there is a need of sending 
data packets from source to a destination. It distributes routing request 
packets whenever it is required due to which network overhead is very 
low along with that it provides loop-free routes. This protocol uses 
following Messages for transmission:

A RREQ message is broadcasted when a source node needs 
to discover a route to a destination. As a RREQ propagates the 
intermediate nodes of the network updates their routing tables by using 

Fig1. Architecture of Vehicular Network.

Fig 2. AODV routing message
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it. The RREQ also contains the most recent sequence number for the 
destination. When a RREQ reaches to the destination node, a route 
is made available by unicasting a RREP message back to the source. 
If it is itself the destination, then a node generates a RREP. As the 
RREP propagates back to the source node, middle nodes update their 
routing tables in the direction of the destination node direction. RERR 
message is broadcast for broken links. It is generated directly by a node 
or passed on when received from another node.

II. lITeRaTuRe suRVey 

In [1], author Yang He, Wenjun Xu and Xuehong Lin, proposes 
a new stable routing protocol, which is based on the scenario where 
vehicles move at a different velocity on the highway. The uniqueness of 
this work lies in its specific design that considers the vehicular motion 
and the channel state information between all vehicles which wants 
to establish links. In this way, the communication-link reliability is 
improved by calculating the link expiration time among the vehicles of 
the route from source to destination. The simulation experiments have 
been performed to calculate the performance of the proposed scheme 
in comparison to the AODV protocol. Finally, the improvement of the 
AODV-L is evaluated in the terms of the performance metrics packet 
delivery ratio and average end-to-end delay.

The survey paper [2] provides a broad overview in vehicular 
networking and gives a brief introduction to the limitations of the 
routing protocols and the challenges in designing algorithms for 
VANETs is to provide reliable packet transmission with minimum 
delay, maximum throughput, and low communication in vehicles. The 
authors of [3] propose a reliability-based routing system making an 
allowance for the mathematical distributions of movement of vehicles 
and the link breakages in the route. In [4], authors propose a routing 
protocol by make use of the vehicles movement information (e.g., 
position, velocity, speed, acceleration and direction) based on Ad-hoc 
On-Demand Distance Vector (AODV) [5] and gives its significance. In 
[6], the author takes on the stochastic large-scale fading model which 
gives results in a log-normal formula as a naive channel model.

In Hop Reservation Multiple Access [7] describes a multi-channel 
protocol which uses slow frequency hopping spread spectrum (FHSS) 
for the hosts hop from one channel to another channel in network 
as per to a predefined hopping configuration. First the two nodes do 
the handshaking by RTS/CTS and exchange the data by it, for the 
communication they stay in a frequency hop. Other hosts carry on 
hopping, and on different frequency hops more than one communication 
can be take place. In [8] Receiver Initiated Channel-Hopping with Dual 
Polling uses a same approach, but the receiver node initiates for the 
avoidance of the collision and do handshake process in the place of 
the sender. This can be done by using only one transceiver at each host 
in the network, but only frequency hopping networks can be applied 
and cannot be used in systems which use the mechanisms like direct 
sequence spread spectrum (DSSS). Nasipuri et al. [9] propose a multi-
channel CSMA protocol with “soft” channel reservation. If there are N 
channels, then according to protocol each host can listen concurrently 
to N channels. If there is an idle channel, then a host which wants 
to transmit packet select that channel. The preference is given to that 
channel which was used for the last successful transmission. In [10] the 
protocol is extended in order to select the preeminent channel based on 
signal power detected at the sender. These protocols require N number 
of transceivers for each host, which is very expensive this is drawback 
to this protocol.

III. ReseaRch meThOdOlOgy

In this paper we are introducing a new system which is the enhanced 

part of the existing system which is based on the concept of Link 
Expiration Time (LET). As described further the existing system work 
is done in OMNET++ and we are doing work with NS2 simulator. So, 
whole work is divided in two parts:

1. Firstly, there is a comparison between the traditional AODV 
and the AODV-L routing algorithm using NS2 simulator.

2. Then making of enhanced algorithm which is the extended part 
of the AODV-L algorithm with the concept of multichannel 
MAC protocol.

A. Existing System:
In this system by using the vehicles movement information with 

highway mobility model based on position, direction, velocity it is 
predicted that how long the route is reliable [1]. There is a use stochastic 
large-scale fading channel model to calculate the transmission range, 
which should also be stochastic and the highway mobility model is 
used to recalculate the route lifetime. In this way, a new reliability 
model is proposed to facilitate the reliable routing in VANETs. The 
well-known ad-hoc on-demand distance vector (AODV) routing 
protocol is extended to propose the reliable ad-hoc on-demand distance 
vector routing protocol AODV-L.  Simulation results is demonstrated 
by OMNET++ that AODVL outdoes significantly the AODV routing 
protocol in terms of more efficient delivery ratio and less end-to-end 
delay.

1)  Channel Model:
Stochastic Large-Scale Fading Model:
Roadside constructions, foot-travelers and vehicles themselves 

may become difficulties in communication in VANET which affects 
the channel state among the vehicles. Moreover, due to the continuous 
moment of the vehicles the transmission environment also varies. 
Considering all these factors, there is a stochastic large scale fading 
channel model as follows and put the resulting distribution of these 
variations into the log-normal part in the formula.

( ) = − 10 log10 +  

Highway Mobility Model:
The moment of the vehicles on highways depends on the high 

speeds of all vehicles, velocity, traffic density, the weather conditions, 
and the behavior of the drivers. So, by using these two models, we can 
achieve more accurate and reliable link between vehicles.

A macroscopic traffic flow model is a mathematical model that 
expresses the traffic flow characteristics like flow, density, mean speed 
of a traffic stream, etc. while the microscopic traffic flow models 
feign single vehicle-driver units, so the microscopic properties such as 
position and velocity of a particular vehicles is represented by dynamic 
variables of the models. The position of each single vehicle is needed 
to find that whether two vehicles come in the range of each other so 
that they can communicate with each other. By using the transmission 
power and the channel state information we can estimate the range of 
communication, and also the link reliability by the position and the 
velocity of a single vehicle.

2)  Route reliability definition: 
The link reliability is defined as the stable duration of the 

communication link between two vehicles. Link expiration time (LET) 
denotes the maximum time lasts from establishing the link to one 
vehicle moving out from the communication range. To calculate LET, 
speed and position of each vehicle are needed.
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Consider we have two nodes i and j to calculate LET of them. Let R 
is the transmission range of every node. Distance between them is |di,j| 
and velocity of each node is vi and vj. If this node moves in the same 
direction then, we have:

=  
+ ∗| , |

| − |
   (1)

If two nodes are moving towards each other, means they first come 
closer and then go far for this condition α is +1. However, if two 
nodes are not in the same direction means they never come closer, so 
there α is -1. If the nodes move in the different direction, we have the 
following equation. 

=  
+ ∗| , |

| + |
  (2)

We can also calculate RET (Route Expiration Time) after calculating 
of LET. RET for a route is minimum LETs that make that route:

  RET = min {LET1, LET2, ……. LETn}  (3)

Broken link is the link which break while communication. If route 
has less broken link then the route is more stable. Otherwise, due to 
high broken link there is more exchange control packet and more 
packet loss.

B. Proposed System:
Here we are going to propose a medium access control (MAC) 

protocol for ad hoc wireless networks that utilizes multiple channels 
with dynamism to give better performance [18]. This multiple channels 
are available at the physical layer of the network. The IEEE 802.11 
standard allows the use of multiple channels, but the MAC protocol is 
designed only for a single channel. 

Designing a MAC protocol that works with the multiple channels 
is not an easy, as many of current devices of IEEE 802.11 have one 
half-duplex transceiver. This transceiver can switch the channels 
dynamically, but it can only communicate in one direction on single 
channel at a time. Thus, when a host is attending on a particular 
channel, it cannot take part in the communication going on a different 
channel. Because of this, a new type of hidden terminal problem arises 
in this multi-channel environment, which we can call as multi-channel 
hidden terminal problem. So, this single-channel MAC protocol does 
not work properly in a multi-channel environment where nodes may 
dynamically switch channels. 

The scheme increases network throughput significantly, although 
when the network is very congested. By using multiple channels, we 
can get a higher network throughput than using one channel, because by 
multiple channels there is a multiple transmission can be done without 
interruption of other. So, we are going to propose a MAC protocol 
which can enable the hosts to dynamically change the channels such 
that multiple communications can be done in the same region at the 
same time, in different channel. As we are going to work with an ad hoc 
network that does not depend on infrastructure, so there is no central 
ability to perform management of different channels. In our work the 
main idea is that, we have to divide the time into fixed-time intervals by 
using beacons, and also having a small window at the starting position 
of each interval to get information about the traffic and accordingly 
change channels for use during the interval.

To improve the throughput there are other several MAC protocols 
are also proposed. But due to multiple channels they require multiple 
transceivers per host or they not able to overcome from the multi-channel 
hidden terminal problem, which does not give good performance. This 

is the protocol that needs only one transceiver per host, but still it can 
solve the hidden terminal problem in a multi-channel environment. As 
the protocol requires one transceiver per host, we are able to implement 
it with a hardware complexity which is comparable to IEEE 802.11.

TABLE 1: COMPARISON TABLE FOR BOTH THE SYSTEMS:

Sir 
no. Existing System Proposed System

1. This system works with the LET 
concept to find the reliable route.

This system is the extended 
work of the existing system with 

multichannel concept.

2. Single channel is present between 
nodes.

Multiple channels are assigning 
between nodes.

3. 

Routes selected based on metrics 
like hop distance, signal strength, 
degree of stability and expected 

transmission time.

Load balancing between 
available channels is done

4. There is no such guarantee.

Guarantees route establishment 
if the route can be established in 
a single channel network with 

same topology.

5
It gives moderate result as 
compare to new proposed 

system.

As having multiple channels its 
throughput will increase and give 
more efficient result with respect 

to our performance metrics.

IV. sImulaTIOn seTup and ResulTs:

In this section first we are considering the performance metrics 
considering which the enhancement is done. After it the description of 
the simulation environment and the first part of the expected outcome 
is presented. It has the results of the comparison between the traditional 
AODV routing protocol and the AODV-L routing protocol by using 
simulator NS2.34.

A. Performance Metrics:
Packet Delivery Ratio: Packet delivery ratio is a very important 

factor to measure the performance of protocol in any network. 
Packet delivery ratio is the ratio of number of packets received at 
the destination node to the number of packets sent from the source 
node. The performance is better when packet delivery ratio is high. 
Mathematically it can be shown as equation.

 Loss Packet Ratio: Packet Loss Ratio is the ratio of the number of 
packets that never reached the destination to the number of packets 
originated by the source. Mathematically it can be shown as equation.

 Route Stability: The link reliability is defined as the stable duration 
of the link between two vehicles.

B. Simulation Environment:
Here we are comparing the above mentioned three performance 

metrics. Our simulation has been done in a 1000m×1000m area. 
Vehicles are randomly placed on the road and go straightly ahead in 
high velocity until they reach intersection. The static nodes which are 
the roadside unit do not move. The simulation experiment is conducted 
on NS2.34 and IEEE 802.11.  The transmission rate is of 2Mbps and 
transmission range s of 200m used as MAC protocol. The number of 
vehicles considered is 30-50. Here the source node is the UDP agent 
and Destination node is Null agent communicates using 512 CBR 
(Constant Bit Rate).
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TABLE I. COMPARED PERFORMACE METRICS

Parameter Value

Network Simulator NS2.34

Simulation Area 1000 x1000 m

CBR 512 bytes/sec

802.11 rate 2 Mbps

Transmission Range 200 m

No. of vehicles 30-50

No. of roadside units 8-10

Simulation time 500-1000 sec

Based on the simulation result we have generated the graph which 
shows the performance differences between AODV and AODV-L. The 
graphs are given below. These graphs are generated for 30 nodes but at 
the different velocity (20, 40, 60, 80, 100 ms). Figure 3 is of the Packet 
Delivery Ratio at different velocities shows that the pdr of AODV-L 
is more than AODV. Figure 4 is of the packet loss ratio shows that 
plr of AODV-L is less than AODV. Figure 5 is for the route reliability 
of these protocols of which AODV-L give more efficient result than 
AODV routing protocol.

V. cOnclusIOn

In this paper, firstly, we introduce about the existing system which 
that enhances the stability and reliability of the routing protocol in 
VANETs. The idea behind the offered scheme AODV-L is the Highway 
Mobility Model and the Stochastic Large- Scale Fading Model with 
the applied concept of calculation of LET, which is the strategy for the 
selection of stable routes. This protocol gives the effective Simulation 
results of this part of the work in terms of packet delivery ratio, loss 
packet ratio and route reliability. In the future work, we will carry 
out more intensive simulation by adding the concept of multichannel 
MAC protocol to this AODV-L routing protocol. This scheme will give 
more effective output in terms of throughput and also the considered 
parameters. 
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Abstract — Keeping in mind the need to preserve energy as well as 
utilize the available at its best the need was felt to develop a module 
that would be able to sort out the problem where resources such as 
water and electricity were wasted, in urban as well as rural area. 
Resource (electricity) was wasted as beside the point operation of 
Highway & High Mast Lamp; while wastage of water followed by 
improper trends and methodologies imparted for watering of city 
park, road side plantation and highway plantation. Thus as per 
Energy survey statistics of a City (Lucknow, India) it was found 
that major portion of resources (water and electricity) were being 
wasted due to negligent activities of officials who were in charge 
of resource management. So to facilitate energy saving trends and 
to completely modernize it to autonomous system, module below 
is proposed which incorporates modern technological peripheral 
and has its base ingrained in IoT (Internet of Things) which when 
put into consideration would result in large scale resource and 
energy saving.This developed module incorporates the peripherals 
such as Arduino, Texas Instruments ultra low power kits etc. in 
accordance with software technology including Lab View which 
help to monitor as well as control the various operation from the 
base station, located far away from the site. Lab View Interface 
interacts with all the module located at various city parks, subways 
and highway lighting modules. Later below in several section a 
detailed pattern and application frame has been put up.

Keywords — Smart City, Arduino, Lab-View, Automatic 
Irrigation System, (Highway lamp / High Mast Lighting) Operation 
and Control.

I. InTROducTIOn

as per the growing rate of population with spontaneous consumption 
of resources, creates in the need for the managing the available 

resources at its best. So a need was felt to manage the outflow of the 
two major resources i.e. water and electricity and to formulate out, 
that’s how it can be protected from getting wasted and could be utilized 
at its best. [1]

As during the survey study, it was found that (Lucknow, in India) 
the practices were manual and a major portion of resources was wasted 
due to slothful and unconcerned behavior leading to plant death and 
unwanted operation of the lights.

So using modern technology, and statistical, survey based study it 
was found that that major portion of the resources (water and Electricity) 
could be managed out and preserved by managing their controlled 
flow in an allocated area/city/state/territory with channelized Irrigation 
system and employing modern means for control of Highway lamps 
and High Mast Lighting. [2,3]
• Primarily, this module would be capable to help, rule out the 

problem faced with irrigation process, which was carried out 
manually, and improper trends were practiced which were either 

resulting in resource (water) wastage or when not followed 
properly resulting in plant dying out indirectly unfavorable habitat. 

• Secondarily the module helps in controlling the Lamps of Various 
Highways based on collection of data from weather forecast report 
(such as visibility, mist, fog etc.) and toll plaza as per the traffic 
density so that accordingly the lights/lamp/ high mast lamp could 
be operated.

II. TechnOlOgy adOpTed

The developed module, thus incorporates the solution for both of 
the issues:

I.) Advanced Irrigation System for Parks and Road Side Plantation: 
It includes grouping together of various peripherals together using IoT 
which help in: 

• Data accusation (such as: Status of fountain Running/Idle position; 
Water Level in the Tank; Soil Moisture Content: rated b/w 0 to 
100) [4,5,6]

• Remote Operation Enables to control the various operations such 
as Operation of Lights, Operation of Fountain Pump, Operation of 
Sprinklers of City Parks and Road Side Plantation. 

II.) Advanced Highway and High Mast Lighting System: Provides 
automatic control of the lights of the Highway and High Mast Light 
based on the:
• Weather Forecast (Visibility, Fog etc.): As it was found that during 

bad weather less visibility, fog affected condition it is necessary to 
operate all the lights at its full.

• Traffic Density: Data from the Toll Plaza has to be collected so 
accordingly the operation of Lamps if necessary could be operated 
in the available modes. (Alternate Mode, Full Mode operations)  

III. pROblem fORmulaTIOn

The module at base station includes the Lab-View platform installed 
PC enabling:
• Highway lamps to be controlled as per the requirement through 

remote access [7]
• Irrigation related functioning such as: Water Level in Tank, 

Operation of Sprinkler, and Operation of Fountain Lights can be 
achieved [8].

In the schematic figure below Fig.1 represents the base station in 
continuous communication link with the   discrete module i.e. Highway 
/ High Mast Lamp and Irrigation module with on sites comm. through 
30 ft Rx Tx Weatherproof Communication Link Network (SPN2dp8 
for 5Km radii Communication range with 0 obst.)

At center lies the base station where Lab view platform based  
Host PC is installed while on to left half depicts the Highway and 
high mast Lighting control module where Arduino set’s connected to 
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sensor for feedback are inter-connected through GSM link via (SIM 
com900A module for Indian telecom) and giving resultant feed up 
to weatherproof TX. Whereas on to right-half irrigation module with 
sub-discrete peripheral such as Water level Indicator, Soil moisture 
detection, Fountain operator, and fountain light operator connected for 
data exchange to Arduino mega 2560 and then to weather proof TX 
end to base Rx end.

IV. adVanced hIghWay and hIgh masT lIghTIng

Problem Observed: Over the course of time it was observed that 
much of the energy was wasted as these highly energy rated lamps 
remained to “ON” state, being in operation, although there was no 
requirement, this was the result of negligence of officials/engineers in-
charge of controlling the operation. 

Thus as a measure of substitute to existing system (as solution) 
module is proposed that is completely automatic and highly efficient. 
This would help to prevent the losses, will help in better saving and 
optimal utilization of resources. [9,10,11]. Fig. 2 depicts current trends 
of a city installed with manually controlled Highway and High Mast 
Lights. Fig3. Presents IOT based solution using Lab view as a running 
base platform to manage the lighting system of Highways as per the 
following aspect into consideration:
• User end Software Controlled

• Visibility on the road
• Traffic density on the road

In this at base station a trained operator or engineer controls the 

light as per stats and data from live footages as per the traffic 
density ratio.

• Autonomous via software control

In this mode data from servers of toll plaza and weather forecast are 
considered and as per initialized threshold value the respective light are 
operated, complete activity being autonomous.

V. OpeRaTIOnal fRameWORk

Requirement:
• Data from the Toll Plaza [12,13]

Data from the toll plaza is collected through server based channels 
at the Smart City and Security base station, where a systematic 
study is carried out about the traffic density on that particular 
Highway.

• Data from weather Forecast[14]
Weather forecast data is required for the keeping in the record of 
the weather as well as the visibility, that depends on rain, fog, mist 
etc.

• Arduino Kit:
Build type: Arduino UNO

Purpose: Receive the signal form sensors such as Moisture detector 
or water level indicator and transfer the data to GSM module for 
transmission to Smart City baseStation [15,16,17]

Work Type: It performs both digital as well as analog collection of 
data and develop digital codes and results that can be manipulated 
and transferred or recorded. 

• Weatherproof 300 ft. TX. Kit for video Link [18,19]   
Purpose: Long range Video System, Birthing and Livestock 
Footage (transmission Type)

Work Type: (a.) Real time footage capture (b.) Digitalization 
(Encoding) for Easy Transmission

• Weatherproof 300 ft. RX. Kit for video Link [20]
Purpose: Long range Video System, Birthing and Livestock 
Footage (Receiving Type)

Work Type: (a.) Real time footage, receiving (b.)  Decoding of 
receiving Data

Fig. 1. Working Module describing the concept of interlink network and 
peripherals of Advanced Highway and Irrigation System in Smart City

Fig 2. A layout of current employed system as per for installation of High Mast 
Lighting and Highway lamps.

Fig 3. Lab View VI Module for Controlling of Highway Lamp’s (  can be 
controlled Manually through switching from Base Station as per the data 
received from  Toll Plaza , and weather forecast report) (simulation based 
result).
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VI. IRRIgaTIOn sysTem

In order proper maintain lush green plants / trees in smart city 
have to be watered regularly, i.e. watering of fields of city parks and 
road side plants. Earlier practices involved either water channeling 
or manual irrigation, thus when proper care is not undertaken or not 
properly practiced leading to plant death. Apart from this manually 
operating water pumps for tank filling and sprinkler operation led 
to water as well as electrical energy wastage as beyond the need 
operation. [21]

This IOT based module enables to maintain the well suited condition 
for the plants so that, they can grow at best to provide in shed and also 
maintain the natural beauty. [22,23]

The moisture content in the soil can easily be measured using the 
Soil Hygrometer Detection Module, which is buried in the soil and 
gives the continuous reading. As per the plant requirement the operation 
of sprinkler can be operated manually or automatically obtain the 
required results and maintain the best suitable condition for growth of 
plants. And for maintaining proper level of water in water tanks water 
level indicators are being employed to maintain the subsequent water 
for irrigation purpose. [24,25]

Fig. 4 depicts the Lab View module for various condition such as:
• Control and status of water sprinkler
• Soil moisture level at time of sprinkler operation (rated 1% - 100 

%)
• Control and status of water pump
• Control and status of fountain pump
• Control and status of fountain lights
• Amount of water level in heavy capacity water tank

VII. OpeRaTIOnal fRameWORk

Requirement:
• Soil Moisture Detector:

Build Type: PIC Atmel Based
Purpose: To collect the data about the moisture content of the soil 
Work Type: The results are obtained in form of resistance, between 
two electrodes giving the conductivity 

lesser the moisture: more the resistance
more the moisture: more the conductivity

• Arduino Kit:
Build type: Arduino UNO

Purpose: Receive the signal form sensors such as Moisture detector 
or water level indicator and transfer the data to GSM module for 
transmission to Smart City base Station

Work Type: It performs both digital as well as analog collection of 
data and develop digital codes and results that can be manipulated 
and transferred or recorded.

Ñ Texas Instruments MSP430G2553:

Purpose: Ultra low power with booster pack plug in module, 
mainly for frequency decoding, serial interport , relay board power,  
segment display

• GSM Kit: (Rx and Tx)
Build Type: SIM 900 Module for Data TX and RX

Purpose: The digital data received form the Arduino has to be 
transmitted to base station of the Smart City and Security to operate 
the sprinkler located 

• Water Level indicator: 
Build Type: SD512 Resistive (Non Corrosive)

Purpose: Water level is also a resistive type basically modeled to 
carry out and note down the capacity of the water tank.

• Relay Single Pole:
Build Type: JQC3F 5 Pin SPDT

Purpose: Controlling and Switching of Fountain Lights and 
Sprinkler

Fig 5. Depicts the simulation based operation of various pump set 
with indicator repressing overflow state and power status. In case of 
detection of high signal value either at over flow or at moisture level 
beyond threshold operation the relay card in Fig 6. Carries out the 
necessary operation i.e. to bring back the pump to OFF state. In other 
words, the relay card can be regarded as main functioning unit for 
operation of heavy motors. Below is simulation based study carried 
out with single relay to drive up a single motor. While implementing 
this circuit in practical use repeated number of relay cards have to be 
connected to drive each motor for desired purpose.

Fig 4:Lab View VI Module for Advanced Irrigation System help to control as 
well as for Data Accusation of Water Tank Level, Operate Sprinkler, Fountain 
and Fountain Lights.

Fig 5:Operation Status display (Real Time) installed at operating end.
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While the min processing units where received signals from base 
station are received is decoded at master card shown in Fig. 7 which 
carries out necessary calculation as well as decoding of received data 
and serves the signal to relay card for specific motor operation.

VIII. fuTuRe WORk

The developed module has been tested on simulation and works 
well with android platform. But currently its pejorative to iOS platform 
due to intricacy involved. Apart from this future work is more focused 
toward maintaining the accuracy and precision for a particular task to 
be carried up. Such as detecting moisture in soil is limited because 
of limited analog pins in Arduino so future work would incorporate 
analogous sensor data collection and working on precision and 
accuracy. 

The major achievement could be attained by modulating the signal 
frequency over a single band for high bit-rate data communication, 
using advanced data communication devices. 

Ix. ResulT and cOnclusIOn

• After installation of the module to city better controllability of 
sprinkler’s, tracking level of water and simultaneously operate the 
water pump could be successfully achieved which are being tested, 
and thus resources both water and electricity could be managed and 
saved unto a great extent.

• Apart from this major portion of electrical energy which was 
initially wasted as beyond the point operation of Highway lamps 
and High mast lamps would now be avoided and better safe and 
saving operation could be carried out.

• Data form both the sources are gathered up and studied both 
manually and technically and according to the comfort the lights 
can be operated.

• Table below depicts the study of operation of Highway lamps (Lab 
View VI software based simulation result) for Comparative study 
of the saving made after installation. The trends and values are as 
per weather condition (in Lucknow) 26.30 : 27.10 North latitude : : 
80.30 : 81.13 East longitude (India). As per day pattern and natural 
light availability.

TABLE I STUDY OF OPERATION HIGHWAY LAMPS

OLD 
Installation

Modern
 Installation Savings

Jan 13 Hrs. 9 Hrs. 4 Hrs.

Feb 12.5 Hrs. 8 Hrs. 4.5 Hrs.

May 10 Hrs. 7 Hrs. 3 Hrs.

July 9 Hrs. 7 Hrs. 2 Hrs.

Sep 8 Hrs. 7 Hrs. 1 Hrs.

Nov 9 Hrs. 8 Hrs. 1 Hrs.

The graphical statics of the above Table 1 is Chart 1 which helps to 
comprehend it better.

Chart 1: Stats showing the difference if energy consumption or in 
words savings made after installation of the module, data to related 
chart form Table 1.

Table 2 here shows an outline of appliances installed, their wattage 
rating, and approx. consumption of Electric Power in a single day.  

Fig. 7: Master Card driver for Serial channel interface, relay card driving and 
peripheral operation.

Fig. 6:Relay card for Driving Motor: for water pump set, and sprinkler 
operation.
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TABLE II. OUTLINE OF APPLIANCES INSTALLED

Appliance Wattage
rating(kW)

Installation
 (No.)

Hrs. of 
Operation 

(Hrs)

Power 
Consumption

 (kWh)

Air
Conditioner 3.3 1 6

*Conditional
3.3 *6
=19.8

Ceiling
Fan 0.73 5 8

*Conditional
0.73*5*8

=17.2

Florescent
Lamp 0.4 7 4

*Conditional)
0.4*28
=11.2

Geyser 1.2 1 -/
**Occasional - -

Outdoor
Lamp 0.80 2 4

*Conditional
0.8*8
=6.4

Garden
Lamp 0.6 8 -/

***Optional - -

Garden
Sprinkler 0.43 2 2

***Optional
0.43*4
=1.72

Desktop
Computer 0.145 1 8

*Conditional
0.145*8
=1.16

Fridge 0.433 1 9
*variable

0.433*9
=3.897

Total: - 61.377 Units

Hrs. of Operation:
*Conditional: Appliance operation may vary, example is just mend to 
illustrate  
**Occasional: These appliances are not that frequent as others
***Optional: These appliances/equipment’s are not commonly installed in 
every home 

Table 2 help us to comprehend that the saving made from data of 
table 1 and help to drive loads of domestic utility. 

Illustrative Example: Combining the data from Table 1 and Table 
2 it can easily be comprehended that let say for a day in Jan per 
day saving made is of 4 Hrs. Now,

Taking case of 2 Km road having 22 Road Lamps of 500W (Model 
:Havells LHSH10050099 ) installed

So,  

 No. of Lamps * Wattage Rating * No. Hrs of Operation = 
Power Consumption in Units 

   N * W * Hr = kWhr (Units)

Ol   22 * 0.500W * 13 = 143 kWh  {old Installation Ol}

Mo 22 * 0.500W * 9   = 99 kWh     {modern installation Mo}

Ol– Mo = 143-99 = 44kWh{saving made}

   : Since in table 2 on an avg. a domestic appliance utilizes (61.377 
~ 62) units per day from which 44 units can be supplied from 
savings made and thus their remains only 18 units to be met.

Therefore, from above statics, savings made from operation 
Highway lamp and High mast lamp can be studied and compared to per 
day domestic utility to frame out savings. Thus  if this system  brought 
up and is employed it would definitely help to make enormous savings 
and serve out domestic users.
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Abstract — Software technology is constantly evolving and 
therefore the development of applications requires adapting 
software components and applications in order to be aligned to 
new paradigms such as Pervasive Computing, Cloud Computing 
and Internet of Things. In particular, many desktop software 
components need to be migrated to mobile technologies. This 
migration faces many challenges due to the proliferation of 
different mobile platforms. Developers usually make applications 
tailored for each type of device expending time and effort. As a 
result, new programming languages are emerging to integrate 
the native behaviors of the different platforms targeted in 
development projects. In this direction, the Haxe language allows 
writing mobile applications that target all major mobile platforms. 
Novel technical frameworks for information integration and 
tool interoperability such as Architecture-Driven Modernization 
(ADM) proposed by the Object Management Group (OMG) 
can help to manage a huge diversity of mobile technologies. The 
Architecture-Driven Modernization Task Force (ADMTF) was 
formed to create specifications and promote industry consensus 
on the modernization of existing applications. In this work, we 
propose a migration process from C/C++ software to different 
mobile platforms that integrates ADM standards with Haxe. We 
exemplify the different steps of the process with a simple case 
study, the migration of “the Set of Mandelbrot” C++ application. 
The proposal was validated in Eclipse Modeling Framework 
considering that some of its tools and run-time environments are 
aligned with ADM standards.

Keywords — Architecture-Driven Modernization, Haxe, 
Migration, Metamodeling, Mobile Platform, Model-Driven 
Development 

I. InTROducTIOn

TOday, mobile phones are the most used computing platform 
worldwide.  The wide spread use of mobile computing, that 

emerged from the integration of cellular technology with the Web, has 
contributed to opening up opportunities for new paradigms such as 
Pervasive Computing, Cloud Computing and Internet of Things (IoT).

Pervasive Computing, also called Ubiquitous Computing is the idea 
that almost any device can be embedded with chips to connect the 
device to a network of other devices. The goal of pervasive computing, 
which combines current network technologies with wireless computing, 
voice recognition and Internet capability, is to create an environment 
where the connectivity of devices is unobtrusive and always available. 
Smartphones come with a variety of sensors (GPS, accelerometer, 
digital compass, microphone, and camera), enabling a wide range of 
mobile applications in Pervasive Computing.

Cloud Computing is an Internet-based computing for enabling 
ubiquitous, on-demand network access to a shared pool of configurable 

computing resources (e.g., networks, servers, storage, applications and 
services) that can be rapidly supplied with minimal management effort. 
This generates enormous amount of data, which have to be stored, 
processed and accessed. Cloud computing has long been recognized 
as a paradigm for Big Data storage and analytics providing computing 
and data resources in a dynamic and pay-per use model. Mobile Cloud 
Computing is the combination of Cloud Computing, Mobile Computing 
and Wireless Network to provide computational resources to mobile 
users, network operators, as well as cloud computing providers.

There is no single universal definition for Internet of Things. The 
Oxford Dictionaries defines IoT as “the interconnection via the Internet 
of computing devices embedded in everyday objects, enabling them to 
send and receive data”.  Gartner defines the Internet of Things (IoT) as 
“the network of physical objects that contain embedded technology to 
communicate, sense or interact with their internal states or the external 
environment” [1]. This can generate volumes of real-time data that can 
be used by enterprises for a variety of business applications. The IoT 
is becoming so pervasive and several studies predict that will be more 
than 30 billion IP-connected devices and sensors in the world by 2020.

Connectivity is central in Internet of Things. IoT extends Internet 
connectivity beyond traditional mobile devices to a diverse range 
of devices and everyday things that utilize embedded technology 
to communicate and interact with the external environment, all via 
Internet. Every object is integrated to interact with each other, allowing 
for communications between objects, as well as between human and 
objects, and the control of intelligent systems.

Pervasive computing, Cloud Computing and IoT face similar 
problems and challenges and smartphones have been one of the greatest 
facilitators of them. They are pursuing similar use cases, including smart 
cities, environmental monitoring, agriculture and home automation, 
and health and monitoring. These technologies will evolve and merge 
into only one following the vision of Mark Weiser: “The most profound 
technologies are those that disappear. They weave themselves into the 
fabric of everyday life until they are indistinguishable from it” [2]. IoT 
hardly could exist without the existence of Cloud Computing, as IoT 
need a network, storage, very cheap analytical possibilities to collect 
this information and analyze it in a meaningful way. IoT is also based 
on the same concept of the Pervasive Computing: having sensors and 
processors in everyday objects to determine their operation.

IoT is possible because thanks to mobile computing, the electronic 
miniaturization advances allow cutting-edge computing and 
communication technology to be added into very small objects.  Besides 
mobile computing promoted the globalizations of 3G and 4G networks 
and today it is promoting 5G. Mobile Computing also facilitated the 
development of distributed processing to create a network of billions 
of devices. In summary, Mobile Computing is crucial to harnessing 
the potential of Pervasive Computing, Cloud Computing and IoT and, 
without the existence of smartphones these paradigms would not exist.

The development of applications aligned to these new paradigms 
requires adapting desktop software components to mobile platforms 
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facing many challenges due to the proliferation of different mobile 
platforms. The high cost and technical complexity of targeting 
development to a wide spectrum of platforms, has forced developers to 
make applications tailored for each type of device. New programming 
languages are thus emerging to integrate the native behaviors of the 
different platforms targeted in development projects. In this direction, 
the Haxe [3] language allows writing mobile applications that target 
all major mobile platforms, such as Android, iOS and BlackBerry, in a 
straightforward way.

Novel technical frameworks for information integration and tool 
interoperability such as the Model-Driven Development (MDD) can 
help to manage a huge diversity of mobile technologies [4]. MDD 
provides principles and techniques to represent software through 
models at different abstraction levels. A specific realization of MDD 
is the Model-Driven Architecture (MDA) proposed by the Object 
Management Group (OMG) [5]. The outstanding ideas behind MDA 
are separating the specification of the system functionality from 
its implementation on specific platforms, managing the software 
evolution from abstract models to implementations. The essence 
of MDA is Meta Object Facility (MOF), an OMG standard for 
defining metamodels that provides the ability to design and integrate 
semantically different languages such as general-purpose languages, 
domain specific languages and modeling languages in a unified way. 
Significant advantages can be made of this unification to construct 
powerful mobile design environments. The modeling concepts of 
MOF are classes, which model MOF meta-objects; associations, which 
model binary relations between meta-objects; Data Types, which 
model other data; and Packages, which modularize the models [6]. 
Consistency rules are attached to metamodel components by using 
OCL [7]. MOF provides two metamodels EMOF (Essential MOF) and 
CMOF (Complete MOF). EMOF favors simplicity of implementation 
over expressiveness. CMOF is a metamodel used to specify more 
sophisticated metamodels. 

The Architecture-Driven Modernization (ADM) approach has 
established a set of solutions for information system modernization. 
ADM is defined as “the process of understand and evolve existing 
software assets for the purpose of software improvement, modifications, 
interoperability, refactoring, restructuring, reuse, porting, migration, 
translation, integration, service-oriented architecture deployment” [8]. 
The OMG ADM Task Force (ADMTF) is developing a set of standards 
(metamodels) to facilitate interoperability between modernization 
tools. To date, ADMTF has published the standards such as KDM 
(Knowledge Discovery Metamodel) and ASTM (Abstract Syntax Tree 
Metamodel) [9][10].

The success of approaches such as ADM and MDA depend on the 
existence of CASE tools that make a significant impact on software 
processes such as forward engineering and reverse engineering 
processes. The Eclipse Modeling Framework (EMF) was created for 
facilitating system modeling and the automatic generation of Java code 
[11]. EMF started as an implementation of MOF resulting Ecore, the 
EMF metamodel comparable to EMOF. EMF has evolved starting 
from the experience of the Eclipse community to implement a variety 
of tools and to date is highly related to MDD [12]. In this context, 
the subproject Model to Model Transformation (MMT), hosts model-
to-model transformation languages. Transformations are executed by 
transformation engines that are plugged into the Eclipse Modeling 
infrastructure. For instance, Atlas Transformation Language (ATL) 
is a model transformation language and toolkit that provides ways 
to produce a set of target models from a set of source models [13]. 
Another subproject is Acceleo, which is an implementation of the 
Model-to-Text (M2T) transformation standard of the OMG for EMF-
based models [14]. Acceleo is used in forward engineering processes. 

Today, the most complete technology that support ADM is MoDisco, 

which provides a generic and extensible framework to facilitate the 
development of tools to extract models from legacy systems and 
use them on use cases of modernization. As an Eclipse component, 
MoDisco can integrate with plugins or technologies available in the 
Eclipse environment [15].

In the Eclipse environment, ADM is integrated with Java language 
but it is weakly supported for other programming languages such 
as C++ [11]. In particular, C++ is one of the most commonly used 
programming language in science and engineering domains and 
numerous legacy software components written in C++ require to be 
modernized. EMF4CPP is the first step at providing a set of tools for 
MDD in C++ as an alternative to the Eclipse tools for Java [16]. It 
is a C++ implementation and type mapping for the EMF core, the 
Ecore metamodel. The main facilities provided by EMF4CPP are to 
generate C++ code from Ecore metamodels and to parse and serialize 
models and metamodels from and into XMI documents [17]. However, 
an implementation of a MOF-compliant C++ metamodel would 
be necessary for other MDD processes (e.g., reverse engineering or 
software modernization).

In this work, we propose a migration process from C/C++ software 
to different mobile platforms that integrates ADM standards with Haxe. 
On the one hand, the process follows model-driven principles: all 
artifacts involved in the process are viewed as models and the process 
is viewed as a sequence of model-to-model transformations. On the 
other hand, Haxe easily adapts the native behaviors of the different 
platforms targeted in development projects enabling extremely efficient 
cross-platform development, ultimately saving time and resources. It is 
worth mention that an Ecore metamodel and a model injector for the 
C++ language are provided.

 The article includes a simple case study, the migration of a C++ 
application “the Set of Mandelbrot” that allow us to exemplify the 
different steps of the process. We believe that our approach provides 
advantages over processes based only on traditional ad-hoc migration 
techniques increasing productivity due to the automation introduced in 
the generation of the new software.

The article is organized as follows. Section II presents related 
work highlighting our contribution. Section III, Background, briefly 
describes OMG standards for modernization and the Haxe and C++ 
metamodels. In Section IV, we present the migration process from 
C++ to mobile platforms. Section V details the different stages 
of the migration process through of a simple case study. Finally, in 
Sections VI and VII we present a critical analysis of our approach and 
conclusions respectively. 

II. RelaTed WORk

In this section, existing approaches for the development of mobile 
applications that are related in some way with our approach are 
described.

Reference [18] proposes a new software architecture with the 
objective of providing the same service as mobile Web service as 
well as mobile application. The authors report on the feasibility study 
that they conducted in order to evaluate whether to use model-driven 
software development for developing mobile applications. They argue 
that the architecture is flexible enough to support mobile Web services 
and mobile applications at the same time. They have developed a 
metamodel to describe mobile application and have shown how to 
generate mobile application from that model.

The project BAMOS and an architecture designed and implemented 
for the generic and flexible development of mobile applications 
are described in [19]. The architecture is based on the declarative 
description of the available services. The authors describe a model-
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driven approach for generating almost the complete source code of 
mobile services. 

Reference [20] goes through mobile development process and 
architectural structures and their analysis with empirical mobile 
application development. The architecture and architecture role on the 
development has been studied in mobile application and multiplatform 
service development.

Various authors describe challenges of mobile software 
development, for example, in [21] authors highlight creating user 
interfaces for different kinds of mobile devices, providing reusable 
applications across multiple mobile platforms, designing context 
aware applications and handling their complexity and, specifying 
requirements uncertainty. Issues related to ensuring that the application 
provides sufficient performance while maximizing battery life are 
remarked in [22].

A proposal for supporting mobile application development by using 
models as inputs to an emulator is outlined at [23]. The authors describe 
an MDD-based emulator for using in the design of graphical interfaces 
and interactions. They propose transform functional behavior and 
requirement models with design restrictions into emulated applications.

Reference [24] describes a DSL (Domain Specific Language), named 
MobDSL, to generate applications for multiple mobile platforms. They 
perform the domain analysis on two cases in the Android and iPhone 
platforms. This analysis allows inferring the basic requirements of the 
language defined by MobDSL.

A reengineering process that integrates traditional reverse 
engineering techniques such as static and dynamic analysis with MDA 
is presented at [25]. The article describes a case study that shows how 
to move CRM (Customer Relationship Management) applications from 
desktop to mobile platforms. The proposal was validated in the open 
source application platform Eclipse, EMF, EMP, ATL and Android 
platform. Reference [26] describes a migration process from Java to 
mobile platforms through the multiplatform language Haxe.

ANDRIU, a reverse engineering tool based on static analysis 
of source code for transforming user interface tiers from desktop 
application to Android, is described in [27]. ANDRIU has been 
developed for migrating traditional systems to Android applications 
although it was designed to be extended for different migrations to 
others mobile platforms.

Reference [28] describes six major trends affecting future smartphone 
design and use: personal computers, IoT, multimedia delivery, low 
power operation, wearable computing and context awareness.

Reference [29] describes a comprehensive tool suite called 
WebRatio Mobile Platform for model-driven development of mobile 
applications. It is based on an extended version of OMG standard 
language called IFML (Interaction Flow Modeling Language) 
empowered with primitives tailored to mobile systems that enable 
specification of mobile specific behaviors.

Reference [30] brings out the findings of the experiments carried 
out to understand the impact of application characteristics, cloud and 
architecture and the android emulator used, on application performance 
when the application is augmented to cloud.

Reference [31] presents a solution for facilitating the migration of 
applications to the cloud, inferring the most suitable deployment model 
for the application and automatically deploying it in the available 
Cloud providers.

A. Our Contribution: The Migration Process
In this article, we describe an original model-driven migration 

process based on ADM standards (Figure 1). The process includes:
1. Recovering the generic abstract syntax tree (AST) model, 

instance of GASTM, from code: this step is different for each 
programing language.

2. Transforming the AST model to a target model in the Haxe 
platform through an intermediate transformation to obtain the 
KDM model. The advantage of this intermediate step is that, 
starting from the KDM model it is possible to obtain high-level 
models such as UML class diagrams, activity diagrams and 
use cases diagrams. These models could be refactored and be 
the starting point for generating code. This step is common for 
each source language.

3. Generating Haxe from the Haxe model. Then, Haxe allows 
compilation of programs to multiple target languages such 
as Javascript, Neko, C++ and Java and to all major mobile 
platforms. 

III. backgROund

In this section, we describe OMG standards for modernization. 
Next, we briefly describe the Haxe language and the Haxe metamodel.  
Finally, we describe the C++ metamodel that we defined via the Ecore 
metamodel.

A. Standards for Modernization
The purpose of standardization is to achieve well-defined interfaces 

and formats for interchange of information about software models to 
facilitate interoperability between the software modernization tools 
and services of the adherents of the standards. This will enable a new 
generation of solutions to benefit the whole industry and encourage 
collaboration among complementary vendors.

ADMTF is developing a set of standards of which we are 
interested in KDM and ASTM, both metamodels are defined via 
MOF. KDM is a metamodel for knowledge discovery in software that 
allows representing information related to existing software assets, 
their associations, and operational environments regardless of the 
implementation programming language and runtime platform. KDM 
is the foundation for software modernization representing entire 
enterprise software systems, not just code. ASTM is a specification for 
modeling elements to express abstract syntax trees. KDM and ASTM 
are two complementary modeling specifications. KDM establishes 
a specification that allows representing semantic information about 
a software system, whereas ASTM establishes a specification for 
representing the source code syntax by means of AST. ASTM acts as 
the lowest level foundation for modeling software within the OMG 
ecosystem of standards, whereas KDM serves as a gateway to the 
higher-level OMG models.

B. The Haxe Language
Haxe is an open-source high-level multiplatform programming 

language and compiler that can produce applications and source code 
for many different platforms from a single code-base [3].

Fig. 1. Our contribution: The Migration Process
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Reference [32] summarizes the Haxe principles as follows: 
“support mainstream platforms”, “write once, reuse everywhere”, 
“always native, no wrapper”, “generated but readable” and “trust the 
developer”. Some languages allow cross-platform development, but 
neither their features nor their standard libraries are designed to run 
on multiple platforms. Haxe was designed from scratch to run and 
compile for many different platforms.

The Haxe programming language is a high level programming 
language that mixes features of object-oriented languages and 
functional ones. It is similar (but not pure) to object-oriented languages. 
The compiler supports novel features such as type inference, enforcing 
strict type safety at compile time.

Since language can be compiled for different platforms, it is useful 
for a wide variety of applications such as games, web and mobile. Haxe 
easily adapts the native behaviors of the different platforms targeted 
in development projects enabling extremely efficient cross-platform 
development, ultimately saving time and resources. Currently there 
are nine supported target languages: Javascript, Neko, PHP, Python, 
C++, Actionscript3, Flash, Java and, C#. In the context of Mobile App 
Development, Haxe allows writing mobile apps that target all major 
mobile platforms and run at native speed. The C++ target allows us 
to target Android or iOS, and OpenFL provides support for creating 
interfaces using a Flash-like API. OpenFL is a free and open source 
software framework and platform for the creation of multiplatform 
applications and video games [33]. OpenFL programs are written in 
Haxe and may be published to Flash movies, or standalone applications 
for Microsoft Windows, Mac OS X, Linux, iOS, Android, BlackBerry 

OS, Firefox OS, HTML5 and Tizen. 
In previous work, we show an integration the Haxe with MDD 

defining an Ecore metamodel of the Cross-Platform Framework 
Haxe [26]. This metamodel allowed us to integrate Haxe with MDA 
migration process from Java or C/C++ to mobile platform.

C. The Haxe Metamodel
The Haxe metamodel conforms to Ecore and is partially shown 

in Figure 2. The main metaclasses of the Haxe metamodel are those 
that allow specifying an application using Haxe as language. One of 
the main metaclasses of the metamodel is HaxeModel, that serves as 
element container used to describe an application and store additional 
information on it, for example, some options of compilation and 
different metaclasses for modeling such as modules, classes and 
packages. HaxeModel owns HaxeModule and HaxePathReferentiable. 
Starting from the relations haxeModules, referenced and elements, 
the class HaxeModel allows storing different information. Relation 
haxeModules allows accessing the different Haxe modules used in the 
project. Through relation elements, it is possible to access the different 
elements of the package tree. Relation referenced provides access 
to elements, which are referenced in the project but are not defined 
completely. In the case of relations and referenced elements, the type 
used is HaxePathReferentiable, which is the parent type of metaclasses 
such as HaxeType and HaxePackage. The Haxe language includes 
different kind of types such as class (the types class and interface), 
function, abstract type, enumeration, and anonymous structures. The 
full Haxe metamodel can be found in [34].

Fig. 2.  The Haxe Metamodel
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D. The C++ Metamodel  
The C++ metamodel conforms to Ecore and is partially shown 

in Figure 3. The root metaclass is Program that represents a C++ 
program, which owns source files, instances of TranslationUnit.  
A translation unit contains declarations such as block declaration, 
function definitions and template declarations. A SimpleDeclaration, 
instance of BlockDeclaration, has a DeclSpecifierSeq that is a sequence 
of DeclSpecifiers which refers to a declaration specifiers and a type 
specifier. In addition, a simple declaration has an InitDeclaratorList 
containing a variable declaration list that is a list of specifiers 
and the name of a variable and its corresponding initialization. A 
FunctionDefinition has a Declarator containing the function identifier 
and the parameter list. Function and CtorOrDestFunction, instances 
of FunctionDefinition, have a body that contains a compound 
statement that owns statements such as declarations, iterations 
and selections. In addition, a Function has a DeclSpecifierSeq that 
is a sequence of DeclSpecifiers such as function specifiers and a 
type specifier. TypeSpecifier subclasses are SimpleTypeSpecifier, 
ClassSpecifier and EnumSpecifier among others. A ClassSpecifier 
has a ClassHead containing the class key (class or struct) and a 
MemberSpecification that contains MemberDeclarations such as 
variables, function declarations, function definitions, constructors, 
destructor, template members, etc.

IV. mIgRaTIng legacy cOde  In The adm cOnTexT 

In this article, a process to migrate legacy code to Haxe in the ADM 
context is proposed. The migration process follows model-driven 
development principles: all artifacts involved in the process can be 
viewed as models that conforms to Ecore meta-metamodel, the process 
itself can be viewed as a sequence of model-to-model transformations 
and the extracted information is represented in a standard way through 
Ecore metamodels. For each transformation, source and target 
metamodels are specified. A source metamodel defines the family 
of source models to which transformations can be applied. A target 
metamodel characterizes the generated models. Figure 4 summarizes 
the proposed process.

The first step is the reverse engineering of source code to obtain the 
abstract syntax tree of the code and consists of two stages:

1. Generating the first model of the code by using a model 
injector. This model conforms to source code metamodel, such 
as C++ and Java. The obtained model could be refactored to 
reorganize and modify the syntactic elements to improve the 
design. The refactoring is implemented as a model-to-model 
transformation whose source and target models are instances 
of source code metamodel.

2. Generating the abstract syntax tree model, instance of the 
GASTM metamodel, from the model obtained in the previous 
stage by an ATL model-to-model transformation.

In this first step of the process, an injector and a transformation to 
obtain the GASTM model must be implemented for each language, 
whereas the sequence of transformations involved in the followings 
steps of the migration process are independent of the language of the 
legacy code.

The second step generates the KDM model. This process is carried 
out by means of an ATL model-to-model transformation that takes as 
input a model conforming to the GASTM metamodel and produces a 
model conforming to the KDM metamodel.

The next step is related to an ATL model-to-model transformation 
that generates a model of the Haxe platform from a KDM model. Then, 
it is possible to generate Haxe code from the Haxe model by using 
model-to-text transformations expressed in Acceleo. Considering that 
Haxe has one cross-platform standard library and various platform 
specific APIs used to natively access platform features, it is possible 
to write a mobile application once and have this application instantly 
available to different mobile devices.  

The proposal was validated in the open source application platform 
Eclipse considering that some of its tools and run-time environments 
are aligned with ADM. Eclipse provides implementations of several 
metamodels such as Java, GASTM and KDM conforming to Ecore 
metamodel. We contribute with the implementation of C++ and 
Haxe metamodels, instances of Ecore metamodel. Model-to-
model transformations were implemented in ATL that is a model 
transformation language in the field of MDE developed on top of the 
Eclipse platform. ATL is a hybrid language that provides a mix of 
declarative and imperative constructs.

V. case sTudy: mIgRaTIng c++ cOde TO mObIle plaTfORms 

In this section, we describe a migration process from C++ code to 
different mobile platforms through Haxe. This process starts extracting 
models from the C++ code. Next, these models are transformed into 
Haxe models that allow generating Haxe code which can be compiled 
to multiple target languages in a straightforward way.  

To illustrate the migration process, we describe a simple case study, 
how to migrate the C++ code of “the Set of Mandelbrot” to Haxe code. Fig 3.  The C++  Metamodel.
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The original application consists of a main class, called Mandelbrot, 
that is responsible for the calculation of the set of Mandelbrot and 
displaying it as image. To perform these tasks, the Mandelbrot class 
depends on Picture and Complex classes, the first is used as a data 
type that supports the manipulation of digital images. The second class 
is a data type used to model complex number with their respective 
operations.  The following subsections describes the steps of the 
migration process. 

A. Obtaining GASTM models from C++ code  
Below, we describe the model-to-model transformations to generate 

generic abstract syntax tree (AST) models from C++ models. 
This first transformation extracts an AST model specific to C++ 

from code. To carry out this task, we constructed a model injector 
by using EMFText [35]. To generate this injector, EMFText requires 
the language metamodel and the concrete syntax specification. In 
our approach, to generate the injector we first specified the C++ 
metamodel based on the C++ grammar [36]. Then, we specified the 
concrete syntax that defines the textual representation of all metamodel 
concepts. Taking these specifications, the EMFText generator derives 
an advanced textual editor that uses a parser and printer to parse 
language expressions to EMF models or to print EMF models to 
languages expressions respectively.  

Figure 5 exemplifies the first step of the process. It partially shows 
C++ code of Mandelbrot Set, that is the input of the model injector, and 
the C++ model of the application in XMI format.  

The second transformation takes as input the model obtained in 
the previous step and release a generic AST model conforming to the 
GASTM metamodel. This transformation specifies the way to produce 
GASTM projects (target) from C++ programs (source). Figure 6 

partially shown the obtained GASTM model from the transformation. 
A project owns files that are obtained from the source files of the 
program. Each file, instance of CompilationUnit, owns fragments such 
as aggregate type definition, function definition and variable definition 
obtained from the translation of classes, function definitions, variables, 
etc.

B. Obtaining Haxe models 
The previous transformations are dependent of the legacy code 

language, that is, for each language, the model injector and the 
transformation to obtain the generic AST model must be implemented.

In contrast to the previous stage, the sequence of transformations from 
GASTM models to Haxe models are independent of the language, that 
is, these transformations are common for all language of the legacy code:
• Transforming a GASTM model to a KDM model.
• Transforming a KDM model to a Haxe model: This transformation 

takes into account the characteristics of the Haxe language, for 
example, Haxe does not support neither multiple inheritance nor 
multiple class constructors.

These transformations are implemented in ATL and specified by 
means of ATL modules composed of the following elements: 
• A header section that defines the names of the transformation 

module and the variables of the source and target metamodels. 
• An optional import section that enables to import some existing 

ATL libraries. 
• A set of helpers that can be used to define variables and functions. 
• A set of rules that defines how source model elements are matched 

and navigated to create and initialize the elements of the target 
models. 

Fig. 4.  The Migration Process.
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To exemplify the ATL transformations, the GASTM-to-KDM 
transformation is partially shown in Figure 7. The module ASTM2KDM 
specifies the way to produce KDM models (target) from GASTM 
models (source). Some rules that carry out the transformation are the 
followings:
• The rule Project2Segment transforms each ASTM project into a 

KDM segment that owns models such as CodeModel containing 
code elements (data types, methods, variables, etc.) and 
InventoryModel that contains physical artifacts of the existing 
software system (source file, binary file, etc).

• The rule AggregateTypeDefinition2ClassUnit transforms each 
ClassType into a ClassUnit. Code elements are obtained from the 
variables and function of the original class; source is obtained from 
the source code location.

• The VariableDefinition2StorableUnit transforms each variable 
definition into a storable unit.

• The FunctionDeclaration2MethodUnit transforms each function 
declaration into a method Unit.

The resulting model of this transformation is partially shown in 
Figure 8. 

C. Generating Haxe Code
From a model Haxe, it is possible to generate a source code in 

Haxe by using Acceleo. Haxe allows writing mobile applications 
that target all major mobile platforms in a straightforward way. The 
generated code is syntactically correct, although, it does not compile 

on other platforms without doing changes due to the code refers to 
proprietary technologies of C++. To run on mobile environments, these 
technologies can be replaced with OpenFL and HaxeUI (that is an open 
source, multi-platform application-centric user interface framework 
designed for Haxe and OpenFL). The code obtained is partially shown 
in Figure 9.

VI. cRITIcal analysIs Of OuR appROach 

This section analyzes critically our approach. First, we discuss 
advantages and limitations with regard to the application of an ADM 
approach. Next, we analyze the proposed migration process.

With regard to ADM, one of the well-known benefits is the 
increment of development productivity due to automation introduced 
in the generation of artifacts of the final system.

When a migration process is defined, it is important to consider that 
it is independent of the source and target technologies. In ADM, the 
intermediate models act as decoupling elements between source and 
target technologies. The independence is achieved with injectors and, 
M2M and M2T transformations. Besides, in a transformation sequence, 
models are an extension point to incorporate new stages. 

ADM is based on MOF-like metamodeling that is a powerful 
approach for interoperability. For instance, a reverse engineering 
process recovers knowledge that must be represented using any 
formalism. For example, the XML technology seeks to solve the 
problem of expressing structured data in an abstract and reusable 

Fig.  5.  The Mandelbrot Class: Code and Model.
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way. Metamodeling languages as MOF or its implementation 
called Ecore will outperform XML for its expressive power and the 
existence of powerful model transformation languages to implement 
transformations that are required at the different stages of the migration 
process. MOF-like metamodeling also includes the possibility to attach 
OCL restrictions to complete the model specification. In addition, 
MOF-like metamodels allow a clear separation of abstract and concrete 
syntax and thus, associate different notations for a model.

On the other hand, we can mention the following limitations of 
ADM. There are no available open and free injectors for different 
languages and it is often necessary to implement them. As regard 

Fig.  6.  The Mandelbrot Set: GASTM Model.

Fig 7.  The ASTM2KDM Transformation.
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KDM metamodel, it is designed to support interoperability between 
modernization tools. For some aspects such as user interfaces, KDM 
provides a reduced level of detail and does not allow to express common 
concepts to many technologies. This requires to extend the metamodel 
(which leaves to conform to a standard) or define stereotypes. With 
regard to model transformation languages, they suffer limitations due 
to it does not allow defining complex data structures and algorithms. 

 Regarding the proposed migration process, we show the viability of 
semi-automatic migration processes based on ADM. Due the fact that 
the objective of the migration is not only “compile” an application in a 
mobile platform but also to create a modified version of the application 
using quality criteria, the process can not be fully automated. Next, 
we informally compare the model-driven migration process with brute-
force redevelopment migration.

Our approach involves preliminary activities that require time and 

cost, for instance we need to define metamodels and transformations if 
they do not exist. It is assumed that using a brute-force redevelopment, 
developers do not need training to write metamodels and model 
transformations. However, model transformations allow developers to 
concentrate on conceptual aspects of the relations between models and 
then to delegate most of the migration process to the transformation 
rules, whereas in the brute-force redevelopment, developers need to 
migrate by hand the legacy systems, making over and over again the 
same task. It is worth mentioning that the generation of models by ATL 
transformations, aims to generate models “Correct-by-Construction” 
with regard to metamodel specifications.

A general limitation on migration processes is the cost of testing 
due to these activities in general are handled manually. In the context 
of model-driven approaches, the cost of testing could be reduced by 
defining semiautomatic process based on metamodels. 

Fig 8.  The Mandelbrot Set: The KDM Model. Fig 9.  The Mandelbrot Set: Haxe Code.



Special Issue on Advances and Applications in the Internet of Things and Cloud Computing

- 43 -

Beyond the previous issues, we consider that mobile application 
developers need frequently adapt software components and applications 
developed in languages such as Java or C/C++. Then, model-driven 
migration processes could be reused and the cost of preliminary 
activities is recovered.

VII. cOnclusIOn

This paper describes an approach for adapting object-oriented 
software in C/C++ to mobile platforms. A migration process, based on 
the integration of ADM and the HAXE platform, has been proposed. 
The main contributions of our approach is a sequence of transformations 
implemented to migrate C++ code to mobile platform based on ADM 
standards allowing reusing both the transformations and the generated 
models. Besides, we provide a definition of the C++ metamodel via the 
Ecore metamodel and the implementation of an injector to obtain the 
first model from C++ code.

We believe that our approach provides benefits with regard 
to processes based only on traditional migration techniques. The 
migration process can be divided in smaller steps focusing in 
specific activities, and be automated thanks to the chaining of model 
transformations. All the involved artifacts can be reused, modified for 
evolution purposes or extended for other purposes. The metamodel 
approach enables covering different levels of abstraction and satisfying 
several degrees of detail depending on the needs of the migration and 
is the key for interoperability. All artifacts can be actually represented 
as models so that there is no information loss during the migration 
process. Model transformations allow developers to concentrate on the 
conceptual aspects of the relations between models and delegate the 
implementation of the transformation.

The proposal was validated in the open source application platform 
Eclipse considering that some of its tools and run-time environments 
are aligned with ADM standards. Our approach has already shown to 
work on real applications of medium size. We foresee to apply our 
approach in real industrial projects. 
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Abstract — The Internet of Things (IoT) has transformed many 
aspects of modern manufacturing, from design to production to 
quality inspection. In particular, IoT and digital manufacturing 
technol-ogies have substantially accelerated product development-
cycles and manufacturers can now create products of a complexity 
and precision not heretofore possible. However, new threats to 
supply chain security have arisen from connecting machines to the 
In-ternet and introducing complex IoT-based systems controlling 
manufacturing processes. By attacking these IoT-based manu-
facturing systems and tampering with digital files, attackers can 
manipulate physical characteristics of parts and change the di-
mensions, shapes, or mechanical properties of the parts, which can 
result in parts that fail in the field. These defects increase 
manufacturing costs and allow silent problems to occur only un-
der certain loads that can threaten safety and/or lives. To under-
stand potential dangers and protect manufacturing system integ-
rity, this paper presents two taxonomies: one for classifying 
cyber-physical attacks against manufacturing processes and an-
other for quality inspection measures for counteracting these 
attacks. We systematically identify and classify possible cyber-
physical attacks and connect the attacks with variations in 
manufacturing processes and quality inspection measures. Our 
taxonomies also provide a scheme for linking emerging IoT-based 
manufacturing system vulnerabilities to possible attacks and 
quality inspection measures.

Keywords — Cyber-physical attack, Computer-aided 
Manufacturing, Cyber-physical system, Internet of Things.

I. InTROducTIOn

The Internet of Things (IoT) embeds electronics, software, and 
sensors into physical objects that collect and exchange data via 

network connections. IoT technologies have made manufactur ing 
smarter by enabling manufacturing systems to evolve from loose collec-
tions of largely disjoint cyber and physical components into synergis-
tic cyber-physical systems. The Internet-connected sensors, tooling, 
and control systems forming these IoT-based manufacturing systems 
enable the manufacturing and refinement of parts that previously were 
hard to produce cost-effectively. 

The IoT plays an important role in improving the efficiency and 
productivity of manufactur ing systems. For example, by connecting 
digital manufacturing technologies and Com puter-Aided Engineering 
(CAE) tools, designers and manu facturing engineers can substantially 
accelerate the prod uct development-cycle. The use of IoT-based 
manufactur ing sys tems, however, also expands opportunities for 
cyber-physical attacks against these systems. In particular, older pre-
IoT equip ment was not Internet-accessible and thus not exposed to 
cyber-attack like newer IoT-based manufacturing equipment.

For instance, with IoT-based manufacturing systems, critical 

manufacturing files are stored in computers connected to the Internet, 
as shown in Fig. 1. It is possible for an attacker across the Internet to 
remotely intercept and alter design files or ma chine con figura tions to 
create undetectable changes in a part that adversely affect a product’s 
design intent, performance, or qual ity [1], [2], [3], [4]. Since the parts 
being attacked are in stalled in automo biles, jet engines, or artificial 
heart valves, the results could financially devastat e manufacturers, e.g., 
by damag ing equip ment, incurring property losses, increasing warranty 
costs, losing customer trust, or threating human safety if these altered 
parts function improperly and fail in the field [2].

Fig. 1. Computers with Internet Connection in Manufacturing Systems.

A fundamental concern with IoT-based manufacturing sys tems is 
that they enable the monitoring and control of previ ously non-remotely 
accessible physical systems. If these Inter net-connected IoT devices 
are not protected, the physi cal sys tems that they influence, such as 
the parts that a manufacturing facility produces, may be damaged. A 
famous example of criti cal IoT-based infrastructure being attacked is 
the Stuxnet mal ware that damaged nearly one-fifth of Iran’s nuclear 
centrifuges [5]. The Stuxnet malware targeted pro grammable logic 
control lers and forced physical equip ment to operate outside its design 
tolerances and led to centrifuge failures. 

Past IoT security research has explored cyber-vulnerabilities in 
industrial control systems, such as Supervisory Control and Data 
Acquisi tion (SCADA) controllers [6], which can force physical systems 
to operate outside of their safety tolerances. While these control systems 
are a crucial area of research, IoT-based manu factur ing systems are 
also vulnerable to silent attacks that result in a manufactured part’s 
physical characteris tics no longer matching their design specifica tions, 
which could lead to critical and/or pre-mature failures in the field. 
Similar research has looked at flaws injected into com puter hardware 
and soft ware logic [7], [8]. Much less research, however, has focused 
on flaws injected into the physical parts themselves, which have no 
computational logic.
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In contrast to traditional cyber-security, IoT-based manufacturing 
systems use physical equipment, which generates measurable 
phenomena (e.g., temperatures and vibrations) to produce physical 
products that can be inspected and tested to determine if they meet their 
requirements. In addition, a particularly vexing challenge of IoT-based 
manufacturing sys tems is that their underlying software and hardware 
is rarely updated [1], [2], [3]. This lack of updates leaves complex  
IoT-based manufacturing equipment exposed and vulnerable to attack 
on the Internet. Moreover, this update problem cannot be easily 
addressed, as IoT-based manufacturing equipment is often ex tremely 
costly to purchase, amortized over decades, and very expen sive to take 
out of production operation. Techniques and tools are therefore needed 
to help protect the physical parts that IoT-based manufacturing systems 
produce, while recognizing that these systems will al ways be at risk of 
cyber-attacks.

Fortunately, cyber-physical attacks against an IoT-based 
manufacturing system are unique in having correlated cyber and 
physical manifestation of the attack in the manufactured part. This 
correla tion can be used to model and predict the relationships between 
attacks, process data, product quality observations, and side-channel 
impacts for the purpose of attack detection and diagnosis. 

Hence, the work pre sented in this paper helps answer the following 
ques tions: 
• What types of attacks are particular IoT-based manufacturing sys-

tem processes vulnerable to? 
• What facets of a part can be attacked in a given IoT-based 

manufacturing system? 
• What quality inspection mechanisms could be put in place to lower 

risk in IoT-based manufacturing systems? 
• How can quality inspection and side channel measure ments 

mitigate cyber-vulnerabilities in IoT-based manufacturing sys tem? 
• How does a newly disclosed cyber vulnerability impact a particular 

IoT-based manufacturing process? 
To answer these questions, we have created two taxonomies: one 

for classifying cyber-physical attacks against IoT-based manufacturing 
pro cesses and another for quality inspection measures for counteract-
ing these attacks. These taxonomies catalog IoT-based manu facturing 
processes, attacks, and quality inspection measures, as well as 
model the relationship between specific attack types, vulnerabili ties, 
equipment, processes, and quality inspection measures. They also help 
to bridge the gap be tween (1) the IoT cyber domain, where the research 
subjects are cyber infra struc ture and software vulnerabilities, and (2) 
the physical do main, which includes manufacturing processes and 
quality inspection  measures. 

Our taxonomies provide a framework that researchers and prac-
titioners from both cyber-security and IoT-based manufactur ing can 
use and augment to understand the scope of cyber vulnerabilities, how 
these vulnerabilities impact different pro cesses, the types of cyber 
attributes that these attacks express, and their impacts on the physical 
properties of both the process execution and physi cal part outputs. 
This framework makes it easier to make decisions on cyber-physical 
security in manufacturing, catalog attacks and vulnerabilities as they 
emerge, and under stand the relation ship between specific attack types, 
equipment, pro cesses, and side-channel impacts.

The remainder of this paper is organized as follows: Section II 
describes the taxonomies for the manufacturing process, cyber-
physical attacks, and quality inspection measures; Section III explores 
a case study of a manufacturing industry partner using the proposed 
taxonomy; Section IV compares our research with related work; and 
Section V presents concluding remarks and future work.

II. TaxOnOmIes

Our overarching goal is to connect vulnerabilities, IoT-based 
manufacturing processes, cyber-physical attacks and quality inspection 
measures all together, as we show in Fig. 2. The characteristics of the 
IoT-based manufacturing processes reveal the vulnerabilities that could 
be exposed, which would then determine what cyber-physical attacks 
could be launched. Each cyber-physical attack has its effects either in 
the physical domain or the cyber domain. We can choose the quality 
inspection measures that could capture the provisioned attack effects, 
thereby enabling better defenses against cyber-physical attacks in IoT-
based manufacturing systems.

Fig. 2.  Logic Flow in Manufacturing Processes.

A. Overview of Manufacturing Processes
Manufacturing systems are rarely the same for differ ent types of 

manufactured products, but most of these systems share a simi lar 
work flow. A manufacturing system typically starts with product design, 
then procures raw material, goes through various manufacturing 
processes, followed by assembly and inspection for quality control, 
and finally distribution of the products, as shown in Fig. 3. Our 
taxonomies focus on the chain of process steps ranging from de sign to 
manufacturing with its different operations to inspection only, without 
considering other steps such as raw material procurement and 
distribution.  

A key differentiator between IoT-based manu facturing sys tems 
and traditional systems is that the former operate more like distrib-
uted software-reliant systems than the latter. Tradi tional manufacturing 
systems use significant numbers of manual steps and closed/locally 
managed control systems. Newer IoT-based manufacturing systems 
are remotely accessi ble and monitorable by designers, reconfigurable, 
and capture volumes of sensor and tool actuation data during operation. 
Moreover, these systems are driven by computer instructions that coordi-
nate their constitu ent IoT sensors and tooling to produce a given part.

Since IoT-based manufacturing processes perform the set of steps 
through which raw materials are transformed into a fin ished product, 

Fig. 3. Workflow of Manufacturing System.
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this sub-section summarizes the basic and most com monly used 
manufacturing processes in industry today. In production systems, a 
combina tion of several processes may be required to manufacture a 
product, but understanding the charac teristics of the essential and most 
common processes is important to build accurate taxonomies.

There are several methods [9], [10] [11] to classify the different 
manufacturing processes involved in production, such as divid ing them 
into the two main groups shown in Fig. 4: 

1. Processing operations, which add value to materials by 
transforming them from one state to an other. Process 
operations can be further divided into solidification processes 
(such as casting that pours material in a cavity to fill when 
it cools down), deformation processes (such as form ing that 
changes the shape of the material, without usually changing its 
original volume), subtractive processes (such as machining that 
changes the shape of the material through re moving some of 
it, thereby decreasing its volume), additive processes (such as 
3D printing that builds the shape of the material progressively 
by accumulating thin layers one on top of the other), surface 
processing (such as surface finish ing done as a final step to 
improve the quality of the sur face of the current product), and 
others (such as heat treat ment, which enhances the property of 
the material itself, and partic ulate processing, where particles 
are consolidated to gether).

2. Joining operations, which bring two or more components 
together. Joining operations can be split into permanent 
joining processes (such as welding) and joining via mechanical 
components (such as fasteners). 

An overview of such grouping can be seen in Fig. 4, along with some 
(non-exhaustive) examples for each sub-group. These sub-groups are 
not necessarily mutually exclusive, e.g., a subtrac tive process may also 
be performed during surface processing opera tions. 

Another concept we define is “part facet”, which is a specific 
aspect or geometric structure of a part that is important to its 
performance. The facet type includes dimension (e.g., length, width, 
height, radius, etc.), weight, center of gravity, color, magnetism, 
surface roughness, tensile strength, yield strength, etc. Each 
manufacturing process is restricted by its characteristics, so it can 
only affect a subset of the part facets. For example, a turning process 
can change the dimensions of the part. Like wise, a heat treatment can 
change the yield strength of the part.

B. Design Artifacts to Code
An interesting facet of IoT-based manufacturing is that design 

files, such as solid geometry representations of parts, are eventu-
ally translated into computer instructions, such as G-Code, for a set 
of IoT machines indicating how to manufac ture the part [12]. This 
process is a form of model-driven engi neering, which is also used in 
software development [13]. Many of the attacks are analyzed based on 
the instruction set limita tions of manufactur ing equipment, which are 
directly connected to the physical capabilities of the equipment, and 
provide cyber-physical bounds on attacks. 

Due to the wide range of IoT-based manufacturing processes, this 
paper only concentrates on subtractive and additive pro cesses, which 
serve as representatives of a larger group due to the fact that they are 
currently being used heavily in IoT environ ments. For example, in Com-
puter Aided Manufactur ing (CAM) the prod ucts within these processes 
are created through Com puter Aided Design (CAD) software. The 
design is then realized by coordination of Computer Numerically Con-
trolled (CNC) machines or 3D printers through a network and driven 
by com puter programmed commands, rather than being controlled by 
hand. Such extensive use and reliance on IoT devices and soft ware 

systems invites new cyber-physical threats. Due to the wide range of 
IoT-based manufacturing processes, this paper only concentrates on 
subtractive and additive pro-cesses, which serve as representatives of 
a larger group due to the fact that they are currently being used heavily 
in IoT environments1. 

While subtractive and additive processes are significantly different, 
their integration into an IoT-based manufacturing system is relatively 
1 The attack taxonomy presented in Section II.C can also be applied 
to other manufacturing processes.

Fig. 4.  Manufacturing Processes Classification with Examples.
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similar. Fig. 5 shows modern process chains for both an additive and 
a subtractive process, respec tively. The process chain starts with a 
3D CAD model, which is the digital representa tion of the shape and 
dimensions of an artifact. 

Fig. 5.  Process Chains for Subtractive and Additive Manufacturing.

For subtractive manufacturing, the 3D CAD model goes di rectly 
to CAM software as modern CAD/CAM systems are integrated. After 
the CAM step is completed, a generic toolpath file is generated and 
sent to the IoT machine’s controllers. In the process chains shown in 
Fig. 1, users have ready access to the toolpath, which provides a set of 
instructions for the tool regard ing its direction, speed, and path. 

In additive manufacturing, the CAD model is usually translated 
into an intermediary file format called an “STL” file, which represents 
the solid geometry with a list of triangu-lar facets that define a part’s 
surface. Using machine-specific CAM software, this STL file is virtually 
sliced into layers that will be printed. Another algorithm generates 
commands (such as G-Code) that determine the additive manufacturing  
machine-specific toolpath to process each layer. This toolpath is 
generated locally on the machine or sent to a 3D printer’s controllers 
across a network. These IoT systems allow designers to remotely print 
and monitor progress of different parts across the Internet.

In IoT-based manufacturing, each component of these pro cess 
chains are linked through the IoT infrastructure, which poses poten tial 
risks of external cyber-physical attacks. In fact, two case studies [2], [3] 
conducted recently at Virginia Tech showed how to target a different 
component in each chain, as highlighted red in Fig. 5. In the case of 
the additive manufacturing pro cess, a cyber-physical attack modified 
the STL file to create a part with an internal void [3]. In the case of the 
subtractive manufac turing process commands in the machine toolpaths 
were altered, thereby producing an incorrect part [2]. 

Examining the process chains of both additive and subtrac tive 
manufactur ing demonstrates how vulnerable modern manu facturing is 
to cyber-physical attacks, e.g.:
• Both the STL and toolpath files are plain text with out any 

encryption or encoding, which means these files can be inter cepted 
and tampered/replaced. By modifying these files, attackers can 
bring parts out of specifications, add undesired part features, or 
alter part mechanical proper ties.

• An attack can propagate through an entire process chain. For 
example, altering a CAD file in transit across a network be tween 
IoT components will result in changes in the trans lated STL/
toolpath file. If attacks cannot be pre vented in previous processes, 
any quality inspection measures in later pro cesses are meaningless.

C. A Taxonomy of Cyber-physical attacks against Manufactur-
ing Processes

In this sub-section, we describe possible types of cyber-physical 
attacks against manufacturing system processes in IoT environments. 
An attack can be charac ter ized by an attack flow where attackers first 
probe for a cyber vulnerability within the system, then exploit it with 
an appropriate attack vector to target a specific component within the 

manufacturing environment, producing a corresponding impact in 
form of a resulting attack. An example of an attack vector can be seen 
highlighted in red in Fig. 6, which also shows they key elements within 
an attack flow that could be described as follows: 

(1) Vulnerabilities in the IoT-based manufacturing system can 
include a com-promised worker, OS/Software vulnerability, or 
weak authen-tication mechanism. 

(2) Attack Vectors refer to paths where attackers can gain 
unauthorized access to the IoT system. Possible attack vectors 
include social engineering, malware like viruses or Trojans, 
insufficient authenti cation (attackers can get permission by 
brute force or bypass authentication), etc. 

(3) Attack Targets are the actual assets (cyber or physical) being 
targeted by the attack. They can be manufactured products, the 
IoT machines used for manufacturing, or intellectual property, 
such as CAD design files or specifications.

(4) Attack Impacts result in different possible attack types, 
depending on the attack target. Those can be classified into 
three categories: 

• Confidentiality attacks compromise the intellectual property 
of files, such as design model files. Design models may be 
highly confidential since they represent valuable business 
secrets for manufacturing companies. If these files are stolen 
by competitors and are used to reproduce similar products, 
substantial economic loss can be incurred for the company.

• Availability attacks affect the availability of manufacturing 
resources as they target manufacturing machines and tools. 
These attacks could deliberately slow down manufacturing 
processes by breaking down the controlling computers or 
damaging the manufacturing machines. 

• Integrity attacks tamper with design models or configuration 
files of a manufacturing product line, thereby changing the 
geometric dimensions or mechanical properties of a part so it 
does not meet its designed requirements.

Based on the attack target, integrity attacks can be further 
categorized into material attacks and struc ture attacks, which are all 
shown in Fig. 6.

Material attacks are attacks that change the physical properties, 
such as material strength, surface roughness, color or magnetism of the 
manufacturing parts.

Structure attacks can change the following four types of geometric 
dimensions of manufacturing parts, as illustrated in [3]: 

1. Scaling: a part is scaled up or down in one or more dimensions, 
resulting in various outcomes. For example, the part may 
no longer fit into other components or the part’s mechanical 
properties may change by decreasing its strength.

2. Vertex movement: Some vertexes of a part have moved, which 
may not always change the part’s external dimensions but alters 
the coordinates of certain vertexes internally. Vertex movement 
could result in fit issues or a change of mechanical properties. 

3. Indents/protrusions: small indents or protrusions can be created 
on the surface of a part, resulting in fit issues or rough surface 
finish.

4. Internal void: a small volume created inside a part is not easily 
detectable by visual inspection since the void is completely 
enclosed. The void does not change the dimensions of a part. 
The void can impact a part’s mechanical properties, e.g., if 
placed in a load bearing location, the void can make the part 
fail more easily. Additive manufacturing can create internal 
voids due to its layer-by-layer building process, but subtractive 
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manufactur-ing cannot create internal voids. 
Availability attack include Equipment attacks that aimed at IoT-

based manufacturing equipment. For example, attackers can change 
machine configurations to force the equipment to operate outside its 
tolerance, causing damage to the machine, or accelerating wear and 
tear on the machine.

As shown with the red path in Fig. 6, an attack exploiting a 
vulnerability within the operating system, can apply a malware to 
target a manufacturing machine used in the facility. For instance, a 
structure attack could then affect the integrity of the machine through 
scaling the final product dimensions.

There is a relation between IoT-based manufacturing processes and 
cyber-physical attacks. Some attacks are only possible with the presence 
of certain manufacturing processes. For example, as previously 
mentioned, subtractive manufacturing processes, such as milling or 
turning generally, cannot create internal voids in manufactured parts. 
In contrast, 3D printing’s flexibility makes it vulnerable to many kinds 
of at-tacks, including internal void attacks. 

Table I presents a mapping between common manufacturing 
processes and their corresponding potential attack types. These 
relationships enable us to narrow down the possible attack types based 
on the manufacturing processes being used. In other words, after the 
desired attack type is determined, we can identify which specific 
manufacturing process would be affected; or we might even realize that 
the chosen attack type would not be possible and needs to be altered.

TABLE I. MANUFACTURING PROCESSES  
AND THEIR POTENTIAL ATTACKS.

Manufacturing Process Vulnerability to Attack Types

Milling Scaling, indents/protrusion, vertex movement, 
surface roughness

Turning Scaling, surface roughness

Drilling Scaling, indents/protrusion, vertex movement, 
surface roughness

3D printing Scaling, indents/protrusion, vertex movement, 
internal void, material strength, color

Soldering Material strength

Heat treatment Material strength

Surface finishing Color, surface roughness

D. A Taxonomy of Quality Inspection in IoT-based 
manufactur ing Pro cesses

We now present a second taxonomy of the quality inspection measures 
for manufacturing processes. Quality inspection “are measures aimed at 
checking, measuring, or testing of one or more product characteristics 
and to relate the results to the requirements to confirm compliance” [35]. 
It is an indispensable component in modern manufacturing to ensure 
products meet their quality requirements. Various quality inspection 
measures exist, each with its own pros and cons. For example, dimension 
measurement can detect scaling attacks, though it is ineffective against 
mechanical property attacks. It should just be noted that this quality 
inspection taxonomy has been developed assuming that the digital 

Fig. 6.  Taxonomy of Cyber-Physical Attacks on Manufacturing Systems.
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quality inspec-tion tools are not victims of cyber-physical attacks 
themselves; cyber-physical attacks compromising quality inspec-tion 
tools are beyond the scope of this paper.

Fig. 7 shows our taxonomy of quality inspection for manufacturing 
processes. These quality inspection measures can be applied to either 
the physical or the cyber domains of IoT-based manufacturing. The 
measures applied to the phys-ical domain usually measure the physical 
or mechanical properties of manufacturing parts to assess whether 
the de-sired requirements have been met. Based on the measured 
properties, quality inspection measures are usually non-destructive and 
can be classified into three groups: phys-ical characteristics, mechanical 
properties, and side-channel impacts. quality inspection measures for 
physical characteristics include visual inspection, dimension measure, 
weight measure, 3D laser scanning, X-rays, and CTs.

Mechanical properties refer to how parts behave under load. 
Mechanical properties include, but not limited to, strength (the 
resistance of a material to deformation from an external load), elasticity 
(the ability of a material to return to its original shape after the load is 
removed), and hardness (the ability of a material to resist indentation 
and scratching) [14]. These properties cannot be visually inspected, so 
tests must be run with specialized equipment to analyze these aspects 
of a part. 

Fig. 7. A Taxonomy of Quality Inspection in Manufacturing Processes.

Side-channel impacts are mostly discussed in cryptography and refer 
to cases where attackers do not leverage information from plaintext 
or ciphertext, but from physical characteristics of cryptosystems. 
For instance, hardware has varying power con sumption when doing 
different computations, such as adding and multiplying. By observing 
the power consumption of a cryp tosystem, it is possible to deduce the 
key bits of RSA [19] or even to break the key [20]. Some other side-
channel impacts include timing delays [20], electromagnetic leaks [21], 
tempera ture [22], or radiation [21]. Quality inspection in IoT-based 

manufacturing can meas ure side-channel impacts as well, to determine 
if a manufac tur ing process deviates from its designed specifica tions. 

Quality inspection measures could be also combined with statistical 
analysis techniques since these tests may be expensive, destructive, or 
time consuming. Typical statistical analysis techniques are employed 
based on statistical models, in-cluding Statistical Process Control 
(SPC) [15], Six Sigma [16], acceptance sampling (where samples are 
chosen and analyzed in place of every part) [17], [18], etc. 

In a way, the characteristics being measured are the parts facets, 
since it relates to its performance. Depending on such characteristics, 
linking quality inspection measures with the attack types described in 
Section II. C is important and can help determine which measures are 
effective against different attack types. A subset of the correspondences 
is shown in Table II. Again, cyber-physical attacks on quality inspection 
tools are not considered here.

TABLE II. CYBER-PHYSICAL ATTACK TYPES AND THEIR QUALITY 
INSPECTION MEASURES.

Attack Type Effective Quality Inspection Measure

Scaling Dimension Measure - Coordinate measure machine 
Vertex movement Dimension Measure - Coordinate measure machine
Indents/protrusion Visual inspection

Internal void X-ray, CT, side-channel information
Material strength Tensile/yield strength test

E. Deducing Attack Threats from Software Vulnerabilities
A common misconception in the cyber-security community is that 

attacks can be avoided by simply employing the latest software versions 
and best practices. However, many IoT sys tems such as manufacturing 
equipment have long lifetimes, prohibitively high upgrade costs and need 
to remains opera tional continuously, and therefore cannot be migrated 
to the latest operat ing systems or manufacturing software versions. A 
key challenge, therefore, is to protect a complex IoT-based manufactur-
ing process built on equipment with buggy or outdated software that 
cannot be easily upgraded to newer and more secure versions.

The cyber infrastructure refers to the computing equipment 
controlling physical manufacturing processes. Each computer equipment 
has several characteristics, such as operating system version (Windows 
XP, Windows 7, etc.), manufacturing software version (CAD, CAM 
software), and network connectivity status (Internet, LAN or None). 
The characteristic of the computers can be mapped to the exploitability 
vectors of vulnerabilities. A vulnerability with an access vector of 
“Internet” will only affects computers with an Internet connection.

To determine what attacks could be launched with known cyber 
vulnerabilities within the cyber infrastructure and what quality 
inspection measures should be taken to detect possible attacks, we 
have connected our attack taxonomy with the National Vulnerability 
Database (NVD) [23]. The NVD is a U.S. government repository of 
vulnerability management data, which uses the Common Vulnera bility 
Scor ing System (CVSS) [24] to evaluate the severity of vulnerabili-
ties. The CVSS defines a set of metrics to describe the character istics 
of vulnerabilities. The metrics in cludes six vec tors that are described 
below. The first three of these vectors in CVSS are organized in terms 
of exploitability: 
• Access Vector (AV) measures an attacker’s ability to success fully 

exploit a vulnerability based on how remote an attacker can be from 
a networking perspective [25]. There are three possible values for 
Access Vector: Local, Adjacent Net work, and Net work. An Access 
Vector of value “Network” (AV: N) means the vulnerability must 
be exploitable without requiring physical (i.e., local) or adjacent 
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network access. Of ten, AV: N vulnerabili ties can be exploited from 
IP addresses on the Inter net. An Access Vector of value “Adjacent 
Net work” means the vulnerability must be exploitable through a 
broadcast or colli sion domain. An Access Vector of value “Lo-
cal” means the vulnerability must only be exploitable via physical 
access, such as proximity to a device or local shell access. 

• Access complexity measures the complexity of the attack required 
to exploit the vulnerability after the attacker gained access to the 
target system already [25]. 

• Authentication measures the number of times an attacker needs 
to authenticate to the target system to exploit a vulnera bility [25].

The Access Com plexity and Authentication vectors describe the 
degree of difficulty, but not possibility of an attack, which are not 
relevant to our taxonomy, so we omit their discussions here.

Three other vectors in CVSS are organized in term of impact: 
• The Confidentiality Metric measures the attacker’s ability to ob tain 

unauthorized access to information from an applica tion or system 
[25]. If no information or data is ex posed due to exploitation, the 
Confidentiality metric receives a value of “None”. If only partial 
information is disclosed due to exploita tion (the attacker cannot 
control what is obtained), the Confidentiality metric receives 
a value of “Partial”. If an at tacker has complete read access to 
all information and data on a system, the Confidentiality metric 
receives a value of “Com plete”. The compromise of confidentiality 
metric means the vulnerability can help attackers gain “read” 
access to the sys tem. The “read” access will make it possible to 
launch confi denti ality attacks that are discussed in Section II.C.

• The Integrity Metric measures an attacker’s ability to manipu late 
or remove data from a product or system [25].  There are three 
possible values for this metric: None (I: N), Partial (I: P), and 
Complete (I:C). “None” is used when vulnera bility exploitation 
cannot manipulate data. For exam ple, an information leak only 
exposes information but unau thorized modification is not possible. 
A “Partial” impact to Integrity implies limited or uncontrolled 
modifications to files are possible by exploiting a vulnerability. An 
Integrity metric of “Complete” means an attacker is able to modify 
any system files or data in the system. The compromise of integrity 
metric means the vulnerability can help attackers gain “write” 
access to the system. The “write” access will make it possible to 
launch integrity attacks. Integrity attacks usually need to change the 
critical part of de sign files or machine configurations, a “partial” 
impact is not sufficient because attackers can not make predictable 
changes. The partial value is there fore treated the same as no value.  

• The Availability Metric measures an attacker’s ability to disrupt or 
prevent access to services or data [25]. Vulnerabili ties can impact 
availability by affecting hardware, software, and net work resources. 
For example, vulnerabilities can make it possi ble for attackers to 
flood network bandwidth, exhaust CPU or system memory. There 
are three possible values for this metric: None (A: N), Partial (A: 
P), and Complete (A: C). The compro mise of availability metric 
means it is possible to launch availabil ity attacks.

We now examine some vulnerabilities from the NVD to see how 
they can be connected to our proposed taxonomy. As shown in Table 
III, CVE-2014-7268 is a vulnerability whose description is “Buffer 
overflow in AClient in Symantec Deploy ment Solution 6.9 and earlier 
on Windows XP and Server 2003 allows local users to gain privileges 
via unspeci fied vectors.” As shown in Table III, the prerequisites of 
vulnerability CVE-2014-7268 are installa tions of Symantec Deploy-
ment Solution on Windows XP or Server 2003 operation systems and 
local access to the computers involved in the IoT-based manufacturing 
process. If these prerequisites are met, this vulnera bility can be 

exploited to launch attacks that result in “complete” confi dentiality, 
integ rity, and availability im pacts, which means all the attacks in 
our taxon omy shown in Fig. 6 could be launched by exploiting this 
vulnera bility.

TABLE III.  EXAMPLE VULNERABILITY AND METRICS.

Vulnerability Metric Value

CVE-2014-7286

Vulnerable  
software 

Symantec Deploy ment Solution 6.9 or 
earlier on Windows XP or Windows 

server 2003
Access vector Local
Confidentiality Complete

Integrity Complete
Availability Complete

CVE-2015-2453

Vulnerable  
software 

Windows vista, 7, 8, 8.1,  
server 2008, 2012

Access vector Local
Confidentiality Complete

Integrity None
Availability None

Table III also shows the metrics for vulnerability CVE-2015-2453, 
which is documented as “The Client/Server Run-time Subsystem 
(CSRSS) in Microsoft Win dows Vista SP2, Windows Server 2008 SP2 
and R2 SP1, Win dows 7 SP1, Win dows 8, Windows 8.1, Windows 
Server 2012 Gold and R2, and Windows RT Gold and 8.1 allows 
local users to obtain sensitive information via a crafted application 
that continues to execute during a subsequent user’s login session, 
also known as “Win dows CSRSS Elevation of Privilege Vulnera-
bility”.” This vulnera bil ity just impacts confidentiality, so only confi-
dentiality attacks can be launched and manufacturers need not prepare 
for integrity attacks or availability attacks. Moreover, manufactur ers 
need not do anything if the manufacturing design files are publically 
available, i.e., intentionally not confidential. 

III. case sTudy

An increasing number of manufacturing companies have em braced 
the Internet of Things to revolutionize the way they manufacture. 
Information technology infrastructure has been used extensively in 
design, manufacturing processes and quality inspection for accessing 
the information of physical objects and for manipulating them. The 
tight integration of hard ware and software enables a more efficient 
production management. While modern manufacturing companies are 
enjoying the benefits the IoT brings, most of them are unaware of the 
potential cyber-security risks they may face.

To demonstrate how our taxonomies can be applied to mod ern 
manu facturing systems to assess cyber-security risks, we visited an 
industry partner to collect related information and map them to our 
approach. This com pany provides additive manu facturing services 
that allow custom ers to submit their own parts designs to facilitate 
production. 

The general process flow of this company is shown in Fig. 8. A 
customer submits parts through a web portal or directly through email 
to a product engineer, who then coordinates with the customer to 
determine the printability and best mate rial/process. The part files (in 
CAD or STL format) will be saved to the network drive. The process 
engineer checks the file for common problems, such as thin walls or 
extra shells, and adjusts the files if necessary. Machines will also be 
checked before printing. After that, the parts will be printed (along with 
witness bars) and will go through quality inspection measures. If the 
parts pass inspection, they will be shipped to customers; otherwise, 
they will be scrapped or reworked.
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The Information Technology (IT) infrastructure in this manufacturing 
company con sists of three categories of computers: engineers’ 
computers, 3D printer computers, and inspection station comput ers. 
Files are stored on a networked server connected to all comput ers. 
There are no restrictions on USB drives and all computers have USB 
access. No personal computers are allowed, but work laptops can be 
taken home and can re motely access the server. Many computers run 
outdated operating systems, including Windows XP and Win dows 7. 
Most computers are connected with the Internet to access the design 
files from network drive. For comput ers without the need to access 
design files, many cannot be unplugged due to the restriction of Digital 
Rights Management (DRM) systems or software activation.

Fig. 8.  General Process Layout of the Manufacturing Company.

This company applies many quality inspection measures, including 
digital file checks, ma chine process checks, material quality checks, 
and part quality checks. Digital file checks verify the STL file and 
determine if there are any inverted normals, holes, or non-closed 
shells. Machine process checks include assessing laser power, IR sen-
sor, or O2 sensor to ensure the machine is operating normally. Material 
quality checks includes checking the powder mix ratio and the melt 
flow index to see the powder batch being used meet the requirements. 
Part quality checks include dimension meas ure, visual inspection, 
and tensile test. Dimension measures are performed with Faro Arm 
(a portable coordinate measuring machine) and manually by calipers. 

Fig. 9.  An Example Product Line.

We applied our taxonomies to conduct a systematic risk assess ment 
for this manufacturing com pany. Fig. 9 shows an example product 
line that consists of a single process: 3D print ing. Vulnerability 
“CVE-2015-2453” presented in Section II.D is an operating system 
vulnerability that will im pact all computers running Windows 7 with 
“com plete” confiden tial impact. Since the project engineer’s com puter 
is running Windows 7 and the STL file is stored in this computer, the 

vulnerability will allow attack ers to launch confi dentiality attacks to 
steal the design files. 

Vulnerability CVE-2014-7268 will impact all the computers 
running Symantec Deploy ment Solution 6.9 or earlier on Win dows XP 
with “complete” confidential ity/integrity/availability impact, which 
means attackers could launch integrity attacks by gaining write access 
to computers controlling 3D printer and inspection station.

IV. RelaTed WORk

Prior work has explored various types of security issues in cyber-
physical systems. For example, Cardenas et al. [26] dis cuss key chal-
lenges for securing cyber-physical systems and Sridhar et al. [27] 
model the security risks for the Electric Power Grid. However, they do 
not consider the domain knowledge of manufacturing in their security 
models.

Taxonomies have been proposed for cyber-attacks in Information 
Technology (IT) systems [28], [29]. While the taxono mies are useful 
for manufacturing systems to defend traditional cyber-attacks, these 
taxonomies do not capture the physical effects of the attacks on IoT-
based manufacturing systems. In IoT-based manufacturing systems, 
the attacks on the controlling systems can directly impact the physical 
world. 

Taxonomies have also been proposed for cyber-attacks in the IoT 
systems. For example, Zhu et al. [6] analyze the cyber-attacks on 
Supervisory Control and Data Acquisition systems. No equivalent 
taxonomy has been pro posed, however, to systemati cal classify 
possible cyber-physical attacks in manu facturing systems. However, 
no equivalent taxonomy has been proposed in manufacturing.

Integrated circuit manufacturing faces similar security chal lenges 
as cyber-physical manufacturing systems [30]. Taxono mies have been 
developed for hardware Trojans [7], [8], [30], which are maliciously 
injected logic in integrated circuits. Teh ranipoor et al. [7] survey the 
design and taxonomy of hard ware Trojan. Detection methodologies for 
hardware Trojans are also discussed in their survey. Jin et al. [8] present 
different implementations of hardware Trojans and show that traditional 
functional testing can be useless in detecting hardware Trojans. 

Quality inspection in integrated circuits aims to detect if a 
manufactured circuit matches its original design [8]. Since circuits 
cannot be easily deconstructed for testing, side-channel detec tion is 
widely used as a quality inspection measure for defend ing against 
hard ware Trojans. Researchers have developed various side-channel 
methods including timing delays [31], power analy sis [32] for 
detecting hardware Trojans. Cyber-physical attacks in manufacturing 
systems differ from hardware Trojan in that the manufactured parts 
are not elec tronic in nature and there is no computational logic 
to verify the functions; yet some similarities could still exist as 
discussed in [33]. 

Hence, taxonomies to systematical classify possible cyber-physical 
attacks in manufacturing systems and provide a framework to reason 
about the relationship between attack types, processes, equipment and 
quality inspection measures were needed.

V. cOncludIng RemaRks

The Internet of Things (IoT) has transformed many aspects of 
modern manufacturing. IoT-based manufactur ing sys tems, however, 
are much more vulnerable to cyber-physical attacks than traditional 
manufacturing systems. Given the importance of IoT-based 
manufacturing systems throughout the supply chains in modern 
economies, identifying and remediating these vulnerabilities is of 
paramount importance [34].
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To understand potential dangers and protect manufac tur ing sys-
tem safety, this paper presents two taxonomies: one for classifying 
cyber-physical attacks against IoT-based manufactur ing pro cesses 
and another for quality inspection measures for counteract ing these 
attacks. These taxonomies provide guidance for evaluat ing IoT-based 
manufacturing sys tem security by delineat ing the research space and 
helps to codify and relate research approaches to one an other. These 
taxonomies also build connections between IoT-based manufactur ing 
processes, attacks, and quality inspection measures. 

Based on creating our taxonomies and applying them in the context 
of the case study in Section III, we have identified the following 
lessons learned:
• Manufactur ing compa nies can benefit from these taxonomies to reason 

more effectively about what possible attacks could happen to their IoT-
based manufacturing pro cess chains, as well as ascertain which quality 
inspection measures are needed to detect defects resulting from cyber-
attacks on IoT-based manufacturing infrastructure.

• Ensuring the security of IoT-based manufacturing systems is a 
cross-disciplinary problem that can be solved most effec tively by 
collaborative efforts of researchers from both cyber-security and 
mechanical engineering domains. Moreover, knowledge of cyber-
security should be explained in manufac turing terms to enable 
meaningful reasoning.

• There is a tradeoff between quality inspection measure coverage 
and the costs. Enforcing more quality inspection measures can 
examine more aspects of the products, but with a higher cost. Our 
taxonomies can help eliminate quality inspection measures that are 
not necessary and prioritize quality inspection measures that ensure 
quality attributes that requirements manufacturers value the most. 

Now that we have created these taxonomies, our next step is to 
de velop an analysis tool to emulate current IoT-based manu factur ing 
systems. Given IoT-based manufacturing process struc tures, system 
configu rations, and budgets, this analysis tool will pro vide quality 
inspection recommendations on where and how to test. We also plan to 
explore what side-channel infor mation can be uti lized to detect attacks 
and develop algorithms to detect at tacks by processing side-channel 
data in IoT-based manufactur ing pro cesses.
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Abstract — Internet of things is based on sensors, communication 
networks and intelligence that manages the entire process and the 
generated data. Sensors are the senses of systems, because of this, 
they can be used in large quantities. Sensors must have low power 
consumption and cost, small size and great flexibility for its use in 
all circumstances. Therefore, the security of these network devices, 
data sensors and other devices, is a major concern as it grows 
rapidly in terms of nodes interconnected via sensor data. This 
paper presents an analysis from a systematic review point of view 
of articles on Internet of Things (IoT), security aspects specifically 
at privacy level and control access in this type of environment. 
Finally, it presents an analysis of security issues that must be 
addressed, from different clusters and identified areas within the 
fields of application of this technology.

Keywords — Internet of Things, Network Security, Information 
Security, Privacy of Data, Secure Connections.

I. InTROducTIOn

InTeRneT of things (IoT) is considered as an integrated part of 
Internet, also defined as a global network infrastructure and dynamic 

composed of a large number of objects, able to communicate and 
interact with each other, with end users [1][2][3]. These objects must 
have unique identities which allow interactivity. 

Due to the accelerated enhanced of devices connected to Internet, 
and the need to create networks that interact with them, privacy and 
data protection is substantial [4]. Therefore, the information security 
is an actual well known aspect, due to devices connected to internet is 
growing rapidly, which represents an exposure increase on data at the 
network.

This paper proposes a security infrastructure to neutralize 
vulnerabilities at IoT, using mechanisms such as (PKI) that allow 
identity authentication based on a combined public key, giving solution 
to the excessive amount of authentications. In this issue it is found a 
solution given by [5] performing an analysis of fingerprint recognition, 
they proposed a 3-layer model (sensor, transport, application), enabling 
the analysis of each of the components involved in the process. Another 
security problem is related to the communication media, this problem 
is addressed in [4], in this project authors using RFID systems and 
incorporate a microchip combined memory, create a system which 
allows to receive a signal and return it with some additional data 
(unique serial number).

This study is intended to present an overview of challenges presents 
in IOT security levels. Thus, it is presented the state of the art related 
to safety in environments Internet of things, specifically about security 
mechanisms involved in it and on the other hand, present an analysis of 
factors involved in performance application and security, and identify 
security methods that allow be implemented in IOT environments. 
In order to achieve this purpose, we will introduce classification as 

a proposal to identify which aspects should be considered for raising 
safety issues under the principles of authentication, access control 
and authenticity. For this model, it is important to characterize the 
type of RFID devices, work settings, connection types and security 
mechanisms that could be applied for the purpose in order to facilitate 
the acquisition of devices to be used in different work environments 
such as industrial level, SmartGrid or home.

This paper is organized as follows. In Section 2, we presents the 
theoretical framework, problems identified in the area of security and 
related work. Section 3 describes the methodology for the literature 
review and analysis of our study is presented. Section 4 a proposed 
security model according to areas of interest to today worked in IoT is 
presented. The final section conclusions and future work is presented.

II. backgROund

A. Review Stage
Recently, Internet of Things (IOT), has become a trend at homes 

given the evolution and mass communications through the network, 
which facilitates the exchange of goods and services globally [6]. 
In accordance with [7] monitoring households through security 
cameras, motion detectors and other various sensors which are 
connected to the Internet allow to handle them easily, and the flow 
of valuable information for the user. These factors creates tranquility, 
for example, being able to monitor home from anywhere in the 
world having a smartphone connected to Internet. Nevertheless, in 
accordance with a study handle by [8] these constant monitoring 
levels are exposed to confident levels to analyze the risks, for 
example, the network points and transmission thereof. The authors 
finally conclude the need to review the processes of encryption and 
authentication of this. That means, now the user is not the only one 
who can see and monitor his home, but this would be a relatively easy 
task for an intruder, exposing and becoming the privacy and security 
of a house vulnerable.

Some of the most popular devices are leading the expansion of 
IoT are called wearables; They are small devices that can be wear by 
a person and can capture information from certain activities carried 
out. They can also provide other information to the user such as time, 
weather or even notifications received on the same or on a mobile 
phone linked. In addition to synchronize activity with other devices 
or social networks, they are able to receive mail, messages, and even 
calls, so in most cases the information is stored in the cloud.

IoT links computer systems to the real world through physical 
objects, which allow having real-time information [7]. This means 
that a lot of information should travel safely from objects (sensors, 
actuators, RFID tags, etc.), to the data center and from there to devices 
such as PC or smartphone, from they can make decisions based on the 
information it reaches. It is the development of IOT which brings new 
challenges in security aspects.
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B. Related work
The rapid development of information technology and Internet 

security information about IoT, I a new problems and potential security 
over information has been rise. Therefore, it becomes a focus aspect 
to build a safety and reliability system in the IoT context. Form this 
problem, it has been worked in a general architecture of trust [9] this 
architecture mainly includes a trust module (users being the central part 
of the system) perception of trust module (full authentication) terminal 
confidence module (operate according to rules of control), trusted 
network module (designed to analyze, evaluate and manage security 
situations) and a trusted agent module (avoid the potential risks caused 
by access terminals do not reliable). According to the results of these 
modules development, was a development model to address security 
issues, but does not provide a specific solution to the security problem.

As the communications infrastructure of the Internet evolves to 
include detectable objects, appropriate mechanisms will be needed 
to ensure communications with these devices in the work done by 
[10] in the context of future applications of IoT, in areas as diverse 
as health (eg, remote patient monitoring or control of the elderly) and 
smart cities (eg distributed pollution monitoring, intelligent lighting 
systems), among many others. This trend is also reflected in the efforts 
carried out by normative agencies such as the Institute of Electrical and 
Electronics Engineers (IEEE) and the Internet Engineering Task Force 
(IETF), to design communication technologies and safety the IOT.

C. Identify security problems
The atmosphere of Internet of things can be summed up as a virtual 

representation in the network of physical objects. Data interception is 
real and possible, this can be proof thanks to studies that have managed 
to activate windshield wipers and brakes of cars only through text 
messages [11], handling electronic devices of the vehicle [12], tracking 
the vehicle navigation system [13], annulment of the navigation system 
of a luxury yacht running aground in the middle of the Mediterranean 
[14] sea, among others.

Security is a factor that should be taken into account from the start 
design of any product. Such problems could be trivial if other violations 
that have occurred at industrial sector where signals are forged through 
networks or wireless sensors are analyzed; but even more worrying 
when heating systems, lighting and security of households are tapped 
to be changed and transgressed [6] [7] [15] [16].

According to a study from Hewlett Packard [17] about 70% of 
Internet things devices are vulnerable to attack. Security cameras, 
thermostats, alarms, door controllers were studied, among others; 
each of these had a service oriented to the cloud and had a mobile 
application. About 25 vulnerabilities for each device and the following 
were highlighted:

i) Privacy issues (where you can delve respect to the rights 
inherent human beings to this principle).

ii) Insufficient authorization, iii) lack of encryption
iii) Insecure web interface
iv) Inadequate protection software. 

The report of the most common threats in IoT [17] is presented in 
Fig. 1.

Hewlett Packard’s report also highlighted that information such as 
credit cards, social security numbers and other sensitive data travel 
over the network without proper security. While this study has certain 
commercial purposes, it is important to identify issues facing the 
industry determines as relevant in this market.

On the other hand with the development of the IoT, RFID and 
ubiquitous network technology sensors have become two major parts 
of it. RFID as a type of automatic identification technology without 

contact identifies objects through RF signal and collect data. It is 
possible to work in different environments and identifying objects, 
according to [18] RFID is now often seen as a prerequisite for the IoT. 
In general, the IoT can be divided into three layers:
• The lower level, is the perception layer used mainly to capture, 

gather, distinguish and identify object information. The layer 
includes RFID tags and literacy devices, cameras, GPS, sensors, 
laser scanner, and so on. 

• The second level is the network layer, which is used to transmit 
and process information obtained by the layer of perception and 
provides such information to the application layer, with the support 
of reliable communication.

• The upper level is the application layer, used to process data 
intelligently, and aggregation of data from various sources with 
different types. The layer implements control and information 
management, making use of cloud computing, data mining etc.

This model provides a theoretical framework for building a reliable 
security information, enabling IoT to be a creditable, controllable and 
independent network.

As the communications infrastructure of the Internet evolves to 
include detectable objects, appropriate mechanisms will be needed 
to ensure communications with these devices in the work done by 
[10] in the context of future applications of IoT, in areas as diverse 
as health (eg, remote patient monitoring or control of the elderly) and 
smart cities (eg distributed pollution monitoring, intelligent lighting 
systems), among many others. This trend is also reflected in the efforts 
carried out by normative agencies such as the Institute of Electrical 
and Electronics Engineers (IEEE) and the Internet Engineering Task 
Force (IETF), to design communication technologies and safety the 
IOT. Such technologies currently form a stack of protocols required 
for IoT with various communication technologies; work done by [19] 
is discussed detailed.

Some applications such as a monitoring system houses by [20], 
works using open microcontrollers such as Arduino code. Arduino 
Atmel AVR uses a processor that can be programmed in C language 
computer through the USB port also allows you to interact with other 
devices. The Ethernet module acts as a bridge to connect the Home 
Gateway to the local proxy. This application consists of three main 
modules: Web micro server, hardware interface modules and software 
package (smartphone app). This work proposes the implementation 
of a new architecture for the surveillance system using Android-
based smartphone ensuring low costs and home control flexibly. The 
proposed architecture uses Web services based on Representational 
State Transfer (REST), as a layer of interoperable communication 
between the remote user and the application home devices. 

Fig. 1.  Top the most common threats of IoT products (Capgemini consultant 
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From these references, then the analysis work related work, it was 
classified aspects from clusters defined on IoT area. 

III. meThOdOlOgy

In order to make an analysis of literature review, we carry out three 
phases to identify related works. The first preliminary phase we used 
keywords in fields related to security issues in IoT environments in 
databases such as IEEE, ACM and Scopus (Table I).

TABLE I. REVISIÓN PRELIMINAR DE ARTÍCULOS EN BASES DE 
DATOS ESPECIALIZADAS

Keyword of search Data base # of  
results

Reviewed 
articles

Related 
articles

Security IOT Scopus 1.134 89 32

Security internet of things ACM 224 29 23

Security IOT IEEE 143 27 21

Total -- 1501 145 76

For this phase a review of the abstracts and conclusions from the 
preview identified 76 potential publications directly related to the 
security area in IoT was done. However when checking a large number 
of related work, it was identified that  majority was not related to 
security issues. 

Therefore it held a a second phase where a combination of the 
greatest number of occurrences of words used in IoT and safety was 
performed. Study was conducted which in advance by [21] (Table II).

TABLE II.  WORD FREQUENCY IN IOT  
ENVIRONMENTS (YAN, ET AL, 2015)

For this study purposes, it was taken the fisrt five most frequently 
phrases, such as: ‘IoT and security’, ‘Middleware’, ‘RFID’, ‘Internet’, 
‘Cloud computing’, ‘Wireless sensor networks’ and ‘6LoWPAN’. To 
complement this studio, the final third phase was to classify the most 
frequent problems from the basic security principles. Table III shows 
the results of this studio.

From the related work summed up in table III, It was identified the 
two most frequent problems: user authentication, followed by data 
encryption.

TABLE III
PAPER REVISION IN SPECIALIZED DATA BASES 

PROBLEM # PAPERS %

User Authentication 33 45,2%

Traffic filter 18 24,6%

Data encryption 25 34,2%

Intrusion detection in real time 1 1,3%

Devices and applications protection 17 23,2%

Secure localization 7 9,5%

Quality service 1 1,3%

Secure connectivity between objects 12 16,4%

Secure protocols 15 20,5%

Information storage 2 2,7%

User resistance 1 1,3%

vulnerable Interfaces 1 1,3%

Cost 3 4,1%

Malware 4 5,4%

Unsecure Software, Hardware 11 15,0%

Unsecure Web interface 2 2,7%

Information theft 9 12,3%

IV. secuRITy mOdel pROpOsed

Due to Internet of Things is a large field with various technologies, 
a categorization of the issues and technologies was made, this 
categorization is the basis for analyzing some details of security and 
privacy in the respective fields.

Figure 2 shows a categorization of the issues and their respective 
technologies used in each of the topics that make up the Internet of 
Things.

According with Figure 2, it can be identified eight major areas 
within IoT which must be specified level of security related studies. 
They are described detalied below.
• Communication: Research on communication protocols has 

come up with solutions that provide the integrity, authenticity 
and confidentiality, such as TLS or IPSec. Privacy needs have 
been addressed by different routing schemes as Onion Routing or 
Freenet, but these are not widely used.

• Sensors: Integrity and authenticity of the sensor data is an objective 
of the current research that can be handled as watermarking, which 
was previously described by [22]. The confidentiality of data 
sensors is a very vulnerable condition; therefore, the need for 
confidentiality in the sensor is low, so that confidentiality is based 
on the confidentiality of communication. Mechanisms such as face 
blurring video data are important to implement in order to preserve 
the privacy of individuals and objects.
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Sensor availability depends mainly on the communication 
infrastructure. Regulations are necessary to preserve the privacy of 
individuals who are currently most often unconscious on the sensors, 
such as video cameras.
• Actuator: Integrity, authenticity and confidentiality of data in an 

actuator depends primarily on the security of communications. 
• Storage: Security mechanisms for storage devices are well 

established. Data storage is highly sensitive to privacy and there 
are many cases of violation of privacy regulations should be 
widely distributed to provide an adequate response to user privacy 
protection. Storage availability depends mainly on the availability 
of the communication infrastructure and well-established 
mechanisms for redundancy storage.

• Devices: Within the field of integrity of the devices, a device is free 
from malware. This property has also been called “admissibility” 
worked by B. Schneier, a presently open issue, researched Trusted 
Computing Platform (TPM) and highly sensitive. The authenticity 
of a device handles all the communication parts, not seen such as the 
end point of connection. Confidentiality is a device with integrity to 
ensure that no third party has access to internal data devices. 

Devices privacy depends on the physical privacy and privacy of 
communication.

• Processing: Integrity in data processing services is based on the 
integrity of communication devices. Also, it depends on the design 
and proper execution of algorithms for processing. The authenticity 
of processing depends solely on the authenticity of the device and 
the authenticity of the communication.

The property of confidentiality in processing depends only on 
the integrity of the device, and in the case of distributed processing, 
depends on the integrity of the communication. The availability of 
processing depends on the device and the availability of communication 
exclusively.
• Location and Tracking: The integrity of Location and Tracking 

is based on the integrity of Communication and the integrity 
of the reference signals used in the location, such as GSM or 
GPS. It also depends on the authenticity of the authenticity 
and integrity of communication devices. The confidentiality of 
data tracking and tracing are of great importance to ensure user 
privacy and therefore is very sensitive. Confidentiality in this 
context means that an attacker is not able to disclose the location 
data and therefore is primarily based on the confidentiality of 
communication. Data privacy location means that there is no way 
for an attacker to reveal the identity of the person or object and 
the location and tracking is not possible without the agreement or 
explicit knowledge. 

Fig. 2.  IoT security areas identified

TABLE IV
RECOMMENDATION CRITERIA IN SECURITY AREAS 

Properties 
 Security principles

Integrity Authenticity Confidentiality Privacy Availability Regulation 

Communication High High High Media High Low

Sensors High Medium Low High Low High 

Actuators Low Low Low Medium Low Media 

Storage High Medium High High Low High 

Devices High Low Low Medium Medium Medium 

Processing  Medium Low Low High Low High 

Location and tracking Low Low High High High High 

Identificación Media Baja Alta Alta Alta Alta 
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• Identification: It uses same sensitivities than Location and 
Tracking. One difference is the higher sensitivity on the integrity 
part. It is easier for an attacker to manipulate the identification 
process as it is handling the localization process. This translates 
mainly due to technology used (eg RFID or biometrics) is more 
likely that an attacker manipulate location technologies (eg, GSM).

From this basic classification criteria are defined to determine the 
relevance of the security level on each of the areas identified in table IV.

V. cOnclusIOns

Since the IOT devices are eminently focused on sending information 
between devices, or from them to Internet; one of the key measures 
to be taken, would be the protection of information traveling through 
them. In most cases this information travels through wireless networks 
or through public networks, which are vulnerable to being attack.

If communication channel is not adequately protected by encrypting 
data, it can be easy for an attacker to carry out attacks. The attacker can 
capture customer traffic, rectify it to pretend to be the originator of it, 
and send it to the legitimate server, so that it acts as an intermediate 
point in communications, invisible to both: the source and destination 
of traffic. Thus, people can get all the information they want even 
modify it, in order to alter the behavior or performance of the device, 
or even send false information to users, so they will not take the right 
decisions regard of the original information.

Another common feature characteristic to a large quantity of IOT 
devices, is that they use cloud services. In this case these applications 
have other potential risk; for instance; if there are deficiencies in the 
management or update the platforms; intruder would be able to access 
the information store and even take control of the IOT device.

There is a specific need for research into the availability of 
communication due to DDoS and service provided by IP. In addition, 
the integrity of the devices must ensure their freedom from malware 
such as spyware or rootkits, seeing the need for more research. 
Finally, almost all areas lack mechanisms applicable in the privacy of 
Internet of Things. The guidelines for Langheinrich are very useful for 
system designers, but regulations are needed to ensure that systems 
comply with these guidelines, and mechanisms must be developed to 
provide users with opportunities to actively protect their privacy rather 
than relying systems of Internet of Things respect their privacy and 
implement respective mechanisms.

Finally, it is very well known to use mobile applications that are 
installed on a Smartphone for any type of management, either obtain 
data or control the device. As a result, mobile applications can also be 
the target of attacks, either exploiting vulnerabilities or deficiencies 
in its implementation, or by developing malicious applications that 
emulate the behavior and appearance of legitimate access to the IOT 
devices.

As future work, is foreseen to carry out a characterization of these 
problems, so that from an ontological model and intelligent agents it 
can be carried out the appropriate identification of security mechanisms 
from most frequent problems in clusters of application of IoT. This 
would facilitate security alternatives identification, deployment access 
models IoT devices first.
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Abstract — Cloud computing is a new way of integrating a set 
of old technologies to implement a new paradigm that creates 
an avenue for users to have access to shared and configurable 
resources through internet on-demand. This system has many 
common characteristics with distributed systems, hence, the cloud 
computing also uses the features of networking. Thus the security 
is the biggest issue of this system, because the services of cloud 
computing is based on the sharing. Thus, a cloud computing 
environment requires some intrusion detection systems (IDSs) for 
protecting each machine against attacks. The aim of this work is 
to present a classification of attacks threatening the availability, 
confidentiality and integrity of cloud resources and services. 
Furthermore, we provide literature review of attacks related to 
the identified categories. Additionally, this paper also introduces 
related intrusion detection models to identify and prevent these 
types of attacks.

Keywords — Cloud Computing, Cloud Security, Threats, 
Attacks on Cloud, Intrusion Detection System (IDS)

I. InTROducTIOn

clOud computing is Internet based infrastructure where shared 
resources, software and information are provided to computers 

and other devices on-demand.
The National Institute of Standards and Technology (NIST) defined 

five characteristics of cloud computing [1]: on-demand self-service, 
rapid elasticity or expansion, broad network access, resource pooling, 
and measured service. It also defined three “service models” (software, 
platform and infrastructure), and four “deployment models” (private, 
community, public and hybrid) that together categorize ways to deliver 
cloud services. 

Figure 1 shows cloud deployment models together with their internal 
infrastructure (Infrastructure as a Service IaaS, Platform as a Service 
PaaS and Software as a Service SaaS), and the essential characteristics 
of this environment.

Despite the enormous technical and business benefits of cloud 
computing, concern for security and privacy has been one of the main 
obstacles that impede its widespread.

In this work, we classify security problems and attacks of cloud 
computing environments such as Flooding Attack, Denial of Service 
(DoS) attacks, Side Channel Attacks, phishing, malware Cloud 
Injection Attacks. To prevent these attackers, Intrusion Detection 
Systems (IDSs) are effective solutions to resist them. IDS can 
identify suspicious activities by monitoring network traffic changes, 
configuration of the system, logs files, and actions of end-users. When 
such a suspicious event is detected, IDS sends an alert message to a 
person or monitoring console to trigger some actions for preventing 
these attacks.

The remainder of this paper is structured as follows. The next section 
presents the main categories of cloud computing security. In Section 
3, we present description of the well known attacks affecting cloud 
computing. Intrusion detection Systems and our types are detailed in 
section 4. The section 5 presents our proposed model to detect, classify 
and resist these types of attacks. And the last section summarizes the 
main contribution of this work and details our perspectives.

II. caTegORIes Of clOud secuRITy

As part of this work, we started an investigation into the security 
issues and attacks on cloud computing. Cloud computing also suffers 
from various traditional attacks such as Flooding Attack, Side Channel 
Attack, port scanning, denial of service (DoS), Distributed Denial of 
Service (DDoS) etc. We classify these attacks and problems related 
to the security of cloud computing in five categories, which are 
summarized in Table 1 [2]:

TABLE I. CLOUD SECURITY CATEGORIES.

Category Description

Security 
Standards 

Describes the standards required to take precaution measures 
in cloud computing in order to prevent attacks.

Network Included network attacks such as denial of service (DoS), 
DDoS, etc.

Access 
Control 

Included identification, authentication and authorization 
attacks.

Cloud 
Infrastructure

Includes attacks each layer of the cloud as SaaS, PaaS and 
IaaS, it is particularly associated with the virtualization 

environment.

Data Covers data related security issues including data migration, 
integrity, confidentiality, and data warehousing.

Securing Cloud Computing from Different Attacks 
Using Intrusion Detection Systems
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In addition to identifying cloud security issues and classifying 
them into several categories, we have identified dependencies among 
these categories and the security issues they encompass. If one of the 
categories is prone to certain attacks, other categories may also become 
prone to these attacks. 

III. aTTacks RelaTed TO The clOud secuRITy caTegORIes

In what follows, we present a list of attacks on cloud. We briefly 
explain each attack and accompanied by a brief discussion of the 
consequences of the attacks in the cloud environment. Table 2 presents 
a summary of attack names and attack category [2] [7] [9]. 

A. Denial of Service Attacks
A DoS attack is an attempt to make the affected services unavailable 

to the authorized users In such an attack, the server providing the 
service is flooded with a large number of applications and therefore the 
service becomes unavailable for the authorized user. Sometimes when 
you try to access a website, we see that due to overload, the server 
with the website is inaccessible and we observe an error message. This 
occurs when the number of requests that can be processed by a server 
exceeds its capacity [4].

Thus, the attacker does not have to flood all n servers that provide 
a certain service in target, but merely can flood a single, Cloud-based 
address in order to perform a full loss of availability on the intended 
service [5].

TABLE II. KNOWN ATTACKS ON CLOUDS.

Attack name Category

Flooding attack Cloud Infrastructure

Denial of service Network, cloud Infrastructure

Port Scanning Network

Attacks on Virtual Machine 
(VM) or hypervisor Cloud Infrastructure

Cloud Malware Injection 
Attack Cloud Infrastructure, Access

Man-In-The-Middle 
Cryptographic Attack Network, Access Control, data

Cross VM side  channels cloud Infrastructure

Phishing cloud Infrastructure, Network, 
Access

B. Port Scanning
An attack that identifies open, closed and filtered ports on a 

system in cloud environment [3]. In port scanning, intruders can 
seize information with the help of open ports like services that run 
on a system, IP and MAC addresses which belong to a connection, 
and router, gateway and firewall rules. In the scenario of Cloud, the 
attacker can attack the services available through the scanning of ports 
(discovering open ports on which these services are provided) [10].

C.  Malware Injection Attacks
In the cloud computing, a lot of data is transferred between the cloud 

provider and the consumer; it is necessary user authentication and 
authorization [5]. When data is transferred between the cloud provider 
and the user, the attacker can introduce malicious code between the 
two actors.

This attack requires the adversary to create its own malicious service 
implementation module (SaaS or PaaS) or virtual machine instance 

(IaaS), and add it to the Cloud system. Then, the adversary has to 
trick the Cloud system so that it treats the new service implementation 
instance as one of the valid instances for the particular service attacked 
by the adversary. If this succeeds, the Cloud system automatically 
redirects valid user requests to the malicious service implementation, 
and the adversary’s code is executed [7].

D. Attacks on Virtual Machine (VM) or hypervisor
One of the top cloud computing threats involves one of its core 

enabling technologies: virtualization. In virtual environments, 
the attacker can take control of virtual machines installed by 
compromising the lower layer hypervisor. New vulnerabilities, such 
as zero-day vulnerability found in virtual machines (VM) that attract 
an attacker access to the hypervisor or other VMs installed. The zero-
day vulnerability has been exploited in the application virtualization 
HyperVM which resulted in the destruction of many websites based on 
the virtual server [3].

E. Side Channel Attacks
These attacks exploit the physical properties of materials to gather 

information that may give a diagram or pattern of the system to attack. 
The fact that multiple virtual machines share the same hardware 
side channel attack makes it relatively easy to achieve. Without 
implementation of the safety device in the hardware, equipment 
sharing is dangerous [2].

In cloud computing environments, it is possible to map the 
infrastructure and identify where the virtual machine resides. It is then 
possible to instantiate new VMs until one is placed in co-residence 
with the target VM. After being instantiated, VM attacker can retrieve 
sensitive data from the legitimate VM attacked. This is a side channel 
attack-type [16].

F. Phishing Attacks
In cloud computing, phishing attacks can be classified into two 

categories of threats: first, as an abusive behavior in which an attacker 
hosts a phishing attack site on cloud by using one of the cloud services 
and second hijack accounts and services in the cloud through traditional 
social engineering techniques [8].

G. Man-In-The-Middle Cryptographic Attacks
This attack is performed when an attacker placed between two 

users in a cloud environment. Anytime attackers can be placed in the 
communication path, there is the possibility that they can intercept and 
change communications [9].

Fig. 2.  Network-based Intrusion Detection System architecture
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IV. InTRusIOn deTecTIOn sysTem

As detailed in previous section, there are different types of 
attacks in cloud environment. Intrusion Detection Systems (IDS) are 
effective solutions to detect and resist these attacks. IDSs are software 
or hardware systems that realize intrusion detection, log detected 
information, alert or perform predefined procedures [11, 12]. 

An IDS is composed of several components [13]:
• Sensors which generate security events. 
• Console to monitor events and alerts and control the sensors.  
• Central Engine that records events logged by the sensors in a 

database and uses a system of rules to generate alerts from security 
events received.

Mainly there are two types of IDS in cloud computing systems: Host 
based IDS (HIDS) and Network based IDS (NIDS).

A. Host-based Intrusion Detection Systems
A host-based intrusion detection system (HIDS) is a system that 

monitors a computer system on which it is installed to detect an 
intrusion and/or misuse, and responds by logging the activity and 
notifying the designated authority. A HIDS can be thought of as an 
agent that monitors and analyzes whether anything or anyone, whether 

internal or external, has circumvented the system’s security policy [14].

B.  Network based Intrusion Detection Systems
Network-based IDS (NIDS) observe, monitor and analyses the 

specified and pre-identified network traffic. It can detect different 
situations based on specified points and generally located between 
the end point devices like routers, firewalls. A NIDS is an intrusion 
detection system that attempts to discover unauthorized access to a 
network by analyzing traffic on the network for signs of malicious 
activities and events. An example for NIDS architecture and sensor 
placement is shown in Figure 3 [15].

V. pROpOsed WORk

A. Work 
Our proposed model in Figure 3 is a resourceful Cloud IDS which 

can use a lot of technics to pick up IDS security performance over the 
Cloud computing. IDS use sensors to check for malicious customer 
data packets. Initially, the firewall blocks packets from invalid users, 
otherwise it shipments to the IDS component should analyze them 
based on predefined rules. The rules are defined based on well known 
attack strategies by the intruders, it can check the identity of the packets 

Fig. 3. Proposed IDS Model
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if it comes from a pirate, it redirects to the IDS management service 
that can provide instant reports on the cloud user with an advisory 
report for the cloud service provider. If it is not from a pirate sends 
them to the cloud services.

Alerts logs are easily communicated to the user of the Cloud with an 
expert opinion for the cloud service provider (CSP). The server-admin 
on examining the security risks involved performs emergency response 
to the attack by identifying the source IP addresses involved in the 
attack could automatically generate the access lists that would drop all 
the packets received from that IP. If the attack type is DDoS attack, the 
botnet formed by all the zombie machines are blocked. The server-admin 
then responds to the attack by transferring the targeted applications to 
virtual machines hosted in another datacenter. Router automation would 
immediately re-route operational network links to the new location. 
Hence, the firewall located at the new server will block all the IP 
addresses that attacker used and if any genuine user is trying to connect 
to the server, he will be redirected to the new server.

Our model is always dynamic because there are still several days to 
put launched by this model such as firewall reconfiguration to block 
new attacker. Also update the IDS database to alert more attacks. So 
our model is complete to detect such kind of attack.

To manage a large number of data flow packets in such an 
environment IDS Approach proposed in this paper. IDS able to process 
huge amount of data and may reduce packet loss. After effective 
treatment of IDS alerts watched proposed move to a monitoring service 
by third parties, who in turn informs the cloud directly to users about 
their system under attack. Figure 3 shows the proposed IDS model. The 
user cloud access its data on remote servers to the service provider site 
on the cloud network. Applications and user actions are monitored and 
recorded by IDS. Alerts logs are easily communicated to the user with 
a cloud expert advice from cloud service provider.

B. Advantages of proposed model
1. High volume of data in cloud environment could be 

handled by a single node IDS through a multi-threaded 
approach.

2. Classify the attack to generate well organized alert Report.
3. Being at a central point, proposed Cloud IDS would be 

capable to carry out concurrent processing of data analysis, 
which is an efficient approach.

4. The automatic updates of the routing table on the network to 
block attacks detected

5. Automatic firewall configuration to block all IP addresses used 
by the attacker.

VI. cOnclusIOns

Cloud Computing is at the keen interest and numerous works has 
been published in this field.  

This research is primarily done to study the problems and attacks of 
cloud computing such as DOS Attack, Flooding Attack, and Phishing 
Attacks on Virtual Machine. Moreover, we classified these attacks into 
five security categories, namely: security standards, network, access, 
cloud infrastructure, and data. And we have detailed each one of these 
attacks. Also this work focuses on the effective solutions to detect 
this kind of attacks, including intrusion detection systems (IDSs). We 
propose the deployment of integrated and layered IDS on cloud that 
designed to cover various attacks. 

This IDS integrates knowledge and behavior analysis to increases a 
cloud‘s security.
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Abstract — Cloud computing is becoming a key factor in 
computer science and an important technology for many 
organizations to deliver different types of services. The companies 
which provide services to customers are called as cloud service 
providers. The cloud users (CUs) increase and require secure, 
reliable and trustworthy cloud service providers (CSPs) from the 
market. So, it’s a challenge for a new customer to choose the highly 
secure provider. This paper presents a cloud service brokering 
system in order to analyze and rank the secured cloud service 
provider among the available providers list. This model uses an 
autonomous and flexible agent in multi-agent system (MASs) 
that have an intelligent behavior and suitable tools for helping 
the brokering system to assess the security risks for the group of 
cloud providers which make decision of the more secured provider 
and justify the business needs of users in terms of security and 
reliability.

Keywords — Cloud Computing, Brokering System, Multi-agent 
System, Security Risk. 

I. InTROducTIOn

clOud computing [1] is a new paradigm of utility computing and 
enormously growing phenomenon in the present IT industry hype 

.Many companies, enterprises and organizations outsource some of 
their information systems to benefit from the cloud services which 
are Platform as a Service (PaaS), Infrastructure as a Service (IaaS) 
and Software as a Service (SaaS). The main interesting features of 
a cloud are the cost decrease and a faster time to market. Based on 
sharing resources, the cloud computing changes the user concerns 
from managing an infrastructure to only focusing on their core 
business. Currently there are many numbers of providers, but finding 
the best cloud service provider is difficult. Thus, it is a challenge for 
the users to choose the more secured cloud provider for fulfilling their 
requirements.

Nowadays, a few efforts have been devoted to building tools and 
frameworks that can permit customers to evaluate cloud offerings and 
rank them based on their ability to meet the user’s quality of service 
(QoS) and security requirements. This is a major problem for every 
user, especially those who are more concerned about data security and 
privacy from CSP. For this purpose, cloud brokers [2] have emerged; 
they can help cloud consumers to select adequate solutions by 
comparing existing offers, essentially against their prices.

A secure computer system provides guarantees regarding the 
confidentiality, integrity, availability, non-repudiation and authenticity 
of its objects (such as data, processes or services). Security is related 
to vulnerabilities in software, and these are hard to foresee or detect 
before an actual attack; security involves personal aspects (e.g., user 
or operator issues) and aspects of the operational environment that 
are often beyond the control of the development teams. As cloud 

computing presents new kinds of security risks [3], [4], they need to 
be treated before wider adoption. Accordingly, we have to dispose 
a system that measure and rank the secured cloud service providers 
and then, the cloud services can make a major impact and will craft 
a healthy competition among cloud providers to satisfy their service 
level agreement (SLA) and improve their QoS and trustworthiness.

In this paper, our aim is to help a new customer to find the most 
reliable and secured CP in terms of security and trust through a 
brokering system integrating multi-agent systems that consists of user 
agents, providers agents, and broker agents, based on the principle 
that agent flexibility, intelligence, pro-activity, and autonomy can 
help cloud computing platforms offer solutions, functionalities, 
and intelligent services that can define, analyze, measure and rank 
the cloud service providers using a security risk analysis. Thus, the 
obtained results make decision of the best option of CP and justify the 
business needs in terms of security and reliability.

Multi-agent systems [5] represent a distributed computing paradigm 
based on multiple interacting agents that are capable of intelligent 
behavior. MASs can often solve problems using a decentralized 
approach in which several agents cooperate to generate efficient 
solutions. On the basis of collective AI approaches, developers can 
embed intelligence within software agents and deploy them on parallel 
or distributed computers to achieve the high performance required for 
solving large complex problems while keeping execution time low. 

In this context, MASs should include self-detection of failures 
and self-monitoring of cloud operations and services, QoS security 
negotiation and SLA management, service-level agreement negotiation 
[6] [7], cloud interoperability, cloud resource brokering, virtual 
machines and service migration policies, dynamic scheduling. They’re 
designed to operate in a dynamically changing environment.

The rest of the paper is organized as follows. The next section 
discusses related work. Section 3 describes the cloud service brokering 
system. The connection procedure of user and provider agents is 
presented in Section 4. In Section 5, an implementation and the 
experiment results in a case study are presented. Finally, Section 6 
concludes the paper. 

II. RelaTed WORk

Security metrics are one of criteria that play a major role in ranking 
service providers. A cloud user may require an efficient, cost effective 
and basically more secured provider for his application. Since there are 
many providers who will provide same type of services with different 
level of security, so it will be a challenge for the user to select. Our 
motivation in this paper is to promote a novel approach for selecting the 
secured providers based on measuring security risks of cloud services.

In the same context, many researchers have proposed different 
approaches to help customer in this mission to select the appropriate 
cloud service. A collaborative filtering approach [8] rank the items 
based on similar user’s preferences. This algorithm aggregates all the 
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items purchased by the users and eliminate those items and ask users 
to rate the remaining services. In [9], cloud rank approach proposed 
greedy algorithm. It gives a method to rank cloud providers based on 
existing customer’s feedback. It ranks component rather than service 
of providers. But there is no guarantee that all explicitly rated items 
by customers are ranked properly. But similar users will experience 
the same with same cloud providers so for them this approach will be 
helpful.

QoS-aware web by collaborative filtering [10] proposed a 
collaborative approach to rank providers on the basis of its web 
services. This method is useful for the customers who want to get 
an appropriate cloud provider which provides suitable web services. 
Thus, this method includes experience of users who used the services 
already and a hybrid collaborative filtering approach for evaluating 
web service QoS parameters.

Parveen Dhillon [11] proposed an effective and efficient method 
to select best cloud service. In order to select the best provider, three 
parameters are considered. Instead of taking all three parameters 
together applied. They made a ranking in where the best provider 
obtained is selected.

Zibin Zheng [12] proposed an approach for ranking equivalent cloud 
service providers by providing the similar kind of services which will 
help users to select suitable providers without spending much time for 
it. This method uses some QoS parameters for predicting best provider.

Deepak Kapgate [13] proposed a predictive broker algorithm 
based on Weighted Moving Average Forecasting Model (WMAFM). 
It proposes a new method to balance load on data centers and also 
minimizes response time. So for end users, they can get their requested 
service within few seconds.

Subha [14] had done a survey on quality of service ranking cloud 
computing. Here the author considered few qualities of service 
parameters and ranked providers based on that.

Cloud Rank [15] approach measures and ranks cloud services for 
the users. It takes the feedback or rating of users who had used the 
services already.

An efficient approach [16] find the best cloud provider by using a 
system for ranking cloud services based on QoS parameters such as 
service response time, cost, interoperability and suitability. It uses a 
broker algorithm that classify the existing providers and find out the 
more effective and efficient provider.

A sophisticated study [17] proposed ranking frameworks in cloud 
computing based on QoS parameters to select the best possible service 
provider.

Gani [1] proposed a conceptual model of federated third party cloud 
ranking and monitoring system (CMFCSPRS) that assures and boosts up 
the confidence to make a feasible secure and trustworthy market of CSPs.

III. The cOncepTual mOdel Of clOud seRVIce bROkeRIng 
sysTem (cmcsbs)

We consider the following scenario for explaining our approach. 
Let a scenario of a new cloud customer; say a company owner or 
manager is considering adopting cloud facility for the company. Main 
priority and mandatory condition is to protect company data security 
and privacy. The manager can see lots of cloud service provider in 
the market but not adequate guidelines to adopt the best secured cloud 
service provider for an organization. New cloud customer needs the 
security and trust certificate or report of these providers for making a 
decision to choose the right provider in terms of reliability, security and 
trustworthiness. So, clearly security issues are the most significant issue 
which is impeding the growth of mobile cloud computing [18] [19]. 

However, few ranked systems are available in service provisioning or 
performance issues but not adequate cloud service provider security 
ranking system is currently available.

In front of the several security issues [20] [21], we need to have 
some sort of monitoring, assurance and trust which not only come 
from the cloud service provider but also from a trusted cloud brokering 
system as shown in Fig. 1.

Our cloud service brokering system [22] consists of multiple broker 
agents, user agents, provider agents, applications and resources. Thus, 
the proposed model can be described into four-stage in terms of its 
architecture. First, the user agents send the requests to a broker agent. 
Second, the broker agent checks whether advertisement and request 
queues are empty. In case these queues are not empty, the broker agent 
carries out connection procedures (security needs, risk evaluation and 
recommendation). In case these queues are overloaded, the broker 
agent sends those requests (respectively, the advertisements) to other 
broker agents for balancing the workloads. Third, after executing 
the connection procedure, the broker agent sends the result to both 
user and provider agents. Fourth, if a user agent fails to connect to a 
provider agent, the broker agent recommends another broker agent that 
has the most potential in the brokering system via the database so that 
the user agent can send a request to another broker agent. Thereby, the 
three kinds of agents can be described based on their functionalities as 
follows.

A. User Agent
User agents provide user interface to the users of the system. They 

post requests to broker agents using message passing. If the connection 
procedure is completed, they show the results to user through a user 
interface.

B. Provider Agent
Provider agents have similar functionalities as user agents but act on 

behalf of human providers.

C. Broker Agent
The broker agent connects user and provider agents together using 

the connection algorithm. The broker agent can send a recommendation 
message based on the historical data of other broker agents in database, 
so that the broker agent can recommend other broker agents to the user 
agents which failed to connect to provider agents.

Fig. 1.  Overview of the conceptual model of the cloud service brokering 
system (CMCSBS)
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In the summary, the proposed system can act as a middleware 
between customer and cloud service provider and develops a model 
to find out the secured cloud service providers based on a connection 
procedure between the user and provider that will be presented in the 
next section.

IV. descRIpTIOn Of The cOnnecTIOn pROceduRe Of The csbs

Probably all cloud service providers have a Service Level Agreements 
(SLA), but most of these SLAs were written to protect the vendors as 
opposed to being customer-centric. That has to change, and customers 
have to demand more with regard to service and the assurance of it. 
In the same time, cloud providers should protect their data or services 
from risk and harm. For this aim, the CSBS will conduct vulnerability 
and threat scans of components and services of the existing providers. 
The obtained results were fed into the risk evaluation that offer a list 
ranked of the secured providers.

The connection procedure (security needs, risk evaluation, and 
recommendation) between users and providers for selecting secured 
CSPs is presented as shown in Fig. 2. In this context, some assumptions 
and conditions should be considered as follows [1]:
• The CSBS must maintain the trust and reliability.
• The CSBS has enough resources to provide for processing and 

executing their own work.
• The system must be maintained and regulated by strict laws and 

transparent policies.
• Both the CSBS and CSPs mutually agree before executing the 

software penetration test.
• We consider that a CSP provide IaaS, PaaS and SaaS of its own. 
• The CSBS is only the responsible of computing security metrics 

from sources and processes these measures for ranking results.
• A new cloud user looking for security and reliability should pay to 

the CSBS to see the ranked results.

A. Security Needs Stage
The broker collects security requirements from user. It may be 

infrastructure requirements, platform requirements or software 
requirements. It uses the five CIANA objectives (Confidentiality, 
Integrity, Availability, Non-Repudiation, and Authenticity) to define the 
security need of each cloud user. If the customer needs the objective, 
the value is equal to 1, otherwise to 0. 

B. Risk Evaluation Stage
All the registered cloud service providers give all the services which 

they are providing. Cloud broker contains the level of security of cloud 
providers. So the client gives requirements to broker, it checks the 
provider’s performance based on criteria that are risks computed.

1) Threat and Vulnerability Analysis:
A vulnerability is a software defect or weakness in the security 

system which might be exploited by a malicious user causing loss or 
harm [23]. The identification of these vulnerabilities has been used by 
several approaches and researchers to estimate risks of the systems. In 
our case, we take into account five cloud security threats given by the 
Cloud Security Alliance (CSA) [24] to evaluate the risks. These threats 
are each related to the 5 CIANA objectives:
• Data Breaches = {Confidentiality}
• Data Loss = {Availability, Non-Repudiation}
• Account Hijacking = {Confidentiality, Integrity, Availability, Non-

Repudiation, Authenticity}
• Insecure Interfaces = {Confidentiality, Integrity, Authenticity}
• Denial of Service = {Availability}

We combine these relations with the security needs of each cloud 
user to obtain a function called harm. This later is defined on each 
customer, for each threat through the sum of the affected security 
needs. For example, the Insecure Interfaces threat (t) has the following 
harm on the cloud user (k) with the security needs (Confidentiality, 
Integrity, Non-Repudiation):

Harm (t, k) = (1×1) + (1×1) + (0×0) + (0×1) + (1×0) =2 (1)

where the first value of each bracket is equal to 1 if the threat 
corresponds to the objective, 0 otherwise, and the second value is 
related to the security need.

2) Measuring Security Risk Assessment:
Once we calculate the harm of the threats on each cloud user, we have 

to determine the response to these threats for each cloud provider. For this 
aim, we use the STAR Registry and the matrix defined by the CSA [24].

The CSA matrix defines a list of security controls that a cloud 
provider should implement to reduce security risks. Each of these 
controls can be related to one or multiple threats. In addition, the 
STAR Registry publishes the list of implemented controls for providers 
willing to follow these recommendations.

In our case, we use these two information as binary values (a control 
mitigates a threat or not / a control is implemented by a provider or 
not) to calculate the coverage score, which indicates the response of a 
provider to a given threat. This value is a percentage, if the provider 
implements all controls mitigating a threat, it gets a coverage for this 
threat of 100%. In our case, this percentage is brought to a score on a 
scale of 0 to 5 (with 5 equivalent to 100%).

Usually, the vulnerability is assessed and used to calculate a risk 
value of an information system [2]. But in a cloud context, providers 
may be tempted to conceal their vulnerabilities for security reasons. 
This is why we use the coverage based on the security controls. By 

Fig. 2.  The architecture of the CSBS
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using the maximum possible coverage value Covgmax (in our case 5), 
it is possible to get an equivalent to the vulnerabilities. Therefore, by 
combining this value with the harm we can define the following risk 
formula for a threat t, a cloud user k and a provider CSP p:

max( , , ) ( , ) ( ( , ))Risk t k p Harm t k Covg Covg p t= + −  (2)

3) List Ranked of the Secured CSPs:
The CSBS model provides optimal cloud service provider selection 

from the more numbers of CSPs based on security risk values estimated 
in the last step which provides a list ranked of the more secured CSPs 
for each customer want to see the ranked results.

C. Recommendation Stage
After the risk evaluation stage, some of the user requests may fail to 

be matched to the appropriate provider. This failure likely originated 
in the fact that the users’ requests and their matching providers are 
processed by different broker agents. In this case, a heuristic strategy 
is applied to seek another broker agent that has the most potential in 
brokering. The user agent will connect with this broker and start a new 
cycle.

A database is designed to handle the recommendation requests 
from broker agents. The broker agent attempts to make a suggestion 
by predicting the current advertised information of the provider agents 
based on their historical data in database. To implement this strategy, 
the broker agents periodically update the information about all of the 
provider agents connecting to it. The historical data represents the 
statistical pattern and provides the predictive information to the broker 
agent. The steps of recommendation are described as follows:
• After risk evaluation stage, broker agent 1 makes a list of requests 

of user agents connecting to it that failed to be matched.
• Broker agent 1 accesses the database to obtain a suggestion for the 

potential broker agent for each request.
• With each request, the broker agent looks into the risk value of 

providers to recommend another broker agent 2 that has the lowest 
risk value. The information about broker agent 2 will be sent back 
to the user agent by broker agent 1.

• The user agent will connect to broker 2 and starts a new cycle.

V. ImplemenTaTIOn and expeRImenTs ResulTs

To demonstrate the feasibility and the efficiency of our approach, 
we illustrate a series of simulations using the architecture of the CSBS 
described in Section IV in case study with four cloud users CU 1, CU 
2, CU 3 and CU 4 under some threats related to the CIANA objectives 
requesting services from five cloud providers X, Y, Z, T and W.

The security requirements step provides the needs of our customers 
using the user agents in terms of CIANA objectives (see Table 1). 
Then, the harm function on each cloud customer will be computed 
(see Table 2) and added to the coverage of the cloud providers for 
the 5 cloud threats (see Table 3) to obtain the maximum risk values 
corresponding to our cloud users for each provider by exploiting our 
CSBS functionalities in this case study. 

TABLE I. SECURITY NEEDS OF THE FOUR CLOUD USERS

Confidentiality Integrity Availability Non-Repudiation Authenticity

CU 1 1 1 0 1 0

CU 2 0 1 1 1 1

CU 3 1 0 1 0 0

CU 4 1 0 0 1 1

TABLE II
CALCULATION OF THE HARM VALUES ON EACH CLOUD USER

CU 1 CU 2 CU 3 CU 4

Data Breaches 1 0 1 1

Data Loss 1 2 1 1

Account Hijacking 3 4 2 3

Insecure Interfaces 2 2 1 2

Denial of Service 0 1 1 0
 

TABLE III
COVERAGE OF THE CLOUD PROVIDERS FOR THE 5 CLOUD 

THREATS

CSP X CSP Y CSP Z CSP T CSP W

Data Breaches 3 5 4 1 2

Data Loss 5 3 4 4 2

Account Hijacking 1 4 3 2 5

Insecure Interfaces 2 5 5 1 3

Denial of Service 3 1 4 1 4

TABLE IV
MAXIMUM RISK VALUES OF THE CUS FOR EACH PROVIDER

CSP X CSP Y CSP Z CSP T CSP W

CU 1 7 4 5 6 4

CU 2 8 5 6 5 7

CU 3 6 5 4 5 4

CU 4 7 4 5 6 4

Fig. 3 shows the comparison between the risks in cloud customers 
for the five cloud providers by using the broker agents presenting in 
our CSBS. Thus, the user can request services by starting with the 
providers having the minimum security risks [16].
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VI. cOnclusIOn and fuTuRe WORk

In this paper we have presented a MAS- based cloud service 
brokering system to respond the security needs of the cloud customers 
in the aim to deliver different types of services. So, the multiple cloud 
service providers make a dilemma for a cloud user to choose each 
provider is more secured and has the minimum security risk. Hence, 
we propose a cybersecurity model based on three stages used in the 
connection procedure of the cloud service brokering system. In this 
work, broker agents are introduced to make our approach more flexible 
and efficient which can handle a huge amount of user requests by 
implementing this system in a case study and comparing the empirical 
results. In the future, we plan to continue the current research work to 
allow CSBS to be extended in a real use cases, then combining the risk 
values with costs to make decisions for the cloud provider selection.
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Abstract — Cloud Computing is an Internet based Computing 
where virtual shared servers provide software, infrastructure, 
platform and other resources to the customer on pay-as-you-use 
basis. Cloud Computing is increasingly becoming popular as many 
enterprise applications and data are moving into cloud platforms. 
However, with the enormous use of Cloud, the probability of 
occurring intrusion also increases. There is a major need of 
bringing security, transparency and reliability in cloud model for 
client satisfaction. One of the security issues is how to reduce the 
impact of any type of intrusion in this environment. To address this 
issue, a security solution is proposed in this paper. We provide a 
collaborative framework between our Hybrid Intrusion Detection 
System (Hy-IDS) based on Mobile Agents and virtual firewalls. 
Therefore, our hybrid intrusion detection system consists of 
three types of IDS namely IDS-C, IDS-Cr and IDS-M, which are 
dispatched over three layer of cloud computing. In the first layer, 
we use IDS-C over our framework to collect, analyze and detect 
malicious data using Mobile Agents. In case of attack, we collect 
at the level of the second layer all the malicious data detected in 
the first layer for the generation of new signatures using IDS-Cr, 
which is based on a Signature Generation Algorithm (SGA) and 
network intrusion detection system (NIDS). Finally, through an 
IDS-M placed in the third layer, the new signatures will be used to 
update the database NIDS belonging to IDS-Cr, then the database 
to NIDS belonging of IDS-Cr the cluster neighboring and also their 
IDS-C. Hardware firewall is unable to control communication 
between virtual machines on the same hypervisor. Moreover, 
they are blind to virtual traffic. Mostly, they are deployed at 
Virtual Machine Monitor- level (VMM) under Cloud provider’s 
control. Equally, the mobile agents play an important role in this 
collaboration. They are used in our framework for investigation of 
hosts, transfer data malicious and transfer update of a database of 
neighboring IDS in the cloud. With this technique, the neighboring 
IDS will use these new signatures to protect their area of control 
against the same type of attack. By this type of close-loop control, 
the collaborative network security management framework can 
identify and address new distributed attacks more quickly and 
effectively.

Keywords — Cloud Computing, Virtual Firewalls, Mobile 
Agents, Security.

I. InTROducTIOn

clOud computing represents a distributing computing 
mechanism that by the use of the high speed network and highly 

scalable distributed computing platforms in which computational 
resources are offered ‘as a service’. Cloud computing architecture 
introduces many technologies including server virtualization, 
Network Virtualization (NV), and Network Function Virtualization 
(NFV) to enhance the essential characteristics of cloud computing 

[1][2]. Cloud services allow individuals and enterprises to use 
software and hardware that are managed by providers at remote 
locations. It is a model for enabling scalable, on demand network 
access to a shared pool of configurable computing resources that can 
be provisioned ubiquitously and released with minimal management 
effort and cloud service provider interaction [3][4]. At the same time, 
the transformational nature of the cloud is associated with significant 
security and privacy risks [5][17].

Therefore, the intrusion detection or confidentiality of data over 
Cloud is one of the glaring security concerns. The fast growth of cloud 
computing technology introduces more of the vulnerabilities. Security 
is considered to be one of the most critical aspects in cloud computing 
environment due to the confidential and important information stored 
in the cloud [5][6]. Network security appliances, such as Intrusion 
Detection Systems (IDS) is widely deployed in advantage points 
and play an important role in protecting the network from attacks. 
That is why; it is nowadays widely deployed for securing critical 
IT-Infrastructures. Due to different deployment mechanisms, we can 
distinguish different types of IDS; IDS can be categorized as software-
based IDS, hardware-based IDS, and VM-based IDS [7]. Most of 
these appliances work without collaboration, their detection results 
are isolated and cannot be collected and analyzed systematically. 
Therefore, we thought of a new security policy that allows the detection 
of distributed attacks such as deny of service (DoS) and Distributed 
Denial of Service (DDoS) [6].

In this paper, we will deepen the development of our approach 
based in principle on the cooperation of the Hybrid Intrusion 
Detection System (Hy-IDS), Firewall and mobile agents. The 
cooperation between Hy-IDS, Firewall and mobile agents present 
what is called a Framework. This framework allows to reach four 
objectives: the first, detection intrusion in a virtual environment 
using mobile agents for collecting malicious data. The second, 
generating new signatures from malicious data, which were 
collected in the first phase. The third, dynamic deployment of 
remote response actions using virtual firewall. Finally, dynamic 
deployment of updates between clusters in a cloud computing, 
using the newest signatures previously created.

The rest of this paper is organized as follows: The section II presents 
theoretical background and discusses some related works in the area 
of Mobile Agent-based IDS and NIDS. The section III forms the core 
of this paper explains and describes in detail our approach. Whereas 
the proposed framework is discussed in section IV. Finally, we give 
conclusion, perspective and references in section V.

II. TheOReTIcal backgROund and RelaTed WORk

In this section, we start with theoretical background include cloud 
computing, mobile agent technology in cloud computing and Signature 
Generation Algorithm as the first part, and Related Work as a second 
part.
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A. Cloud Computing
Cloud computing allows accessing resources and services offered 

by servers from different places. Therefore, it is a model of distributed 
computing [5] [8][9]. It is undergoing an incontestable success, which 
could be indeed compromised by concerns about the risks related to 
potential misuse of this model aimed at conducting illegal activities. To 
provide secure and reliable services in cloud computing environment is 
an important issue. Then, there have been a great deal of inherent issues 
in cloud computing such as data security, vulnerability management, 
disaster recovery system, and business continuity process and 
identity management [10]. Then, there are numerous security issues 
in cloud computing as it encompasses many technologies including 
networks, virtualization, load balancing, operating systems, transaction 
management, resource scheduling, concurrency control and memory 
management [11]. Virtualization enables customers to run multiple 
operating systems concurrently on a single physical server, where each 
of the operating systems runs as a self-contained computer [12][13]. 
More recently, virtualization at all levels became important again as 
a way to improve system security, reliability and availability, reduce 
costs, and provide greater flexibility.

B. Mobile Agent Technology in Cloud Computing
The Mobile Agent has its applications in many areas including 

network management, mobile computing, information monitoring, 
searching information, remote software management and others. 
Mobile Agents enhance the performance in these areas by providing 
the following services [14][6]: there are efficiency and reduction of 
network traffic, interaction with real-time entities, life cycle of mobile 
agent and convenient development paradigm.

C. Signature Generation Algorithm (SGA)
Different sessions of attacks are given as input to Signature 

Generation Algorithm (e.g, Apriori Algorithm and Signature Apriori 
Algorithm). According to support and confidence value rule are 
generated by Signature Generation Algorithm. These rules are given 
to IDS. When attack is generated for which signature is stored in IDS, 
it generates alarm [5].

D. Relevant Works and Limitations
In the literature there are few works that use IDS, NIDS (Snort and 

signature apriori algorithm) and mobile agents in the cloud computing. 
Chirag N. Modi et al propose a framework integrating network 

intrusion detection system (NIDS) in the Cloud. Then, NIDS module 
consists of Snort and Signature Apriori Algorithm. It generates new 
rules from captured packets. These new rules are appended in the Snort 
configuration file to improve efficiency of Snort. The objective of this 
approach is to reduce impact of network attacks (known attacks as well 
as derivative of known attacks). Derivative attacks can be detected 
by Snort [15]. However, this work is unable to detect intrusion at the 
hosts, and Distributed denial of service attacks (DDOS) [6].

In [16] the VMs are attached to MA, which collects evidences of 
an attack from all the attacked VMs for further analysis and auditing. 
Then, they have to correlate and aggregate that data to detect distributed 
attacks. This work tried to offer a line of defense by applying mobile 
agent’s technology to provide intrusion detection for cloud applications 
regardless of their locations. Thus, it builds up a robust distributed 
hybrid model scalable, flexible and cost effective method based on 
mobile agents (MA). 

After that, we found the need for collaboration between several 
security solutions. This collaboration is mainly based on mobile 
agents. Then we exploit mobile agents for security against intrusion 
attacks and at the same time as a communication tool between different 
layers of cloud computing.

III. OuR fRameWORk fOR TRusT managemenT In clOud 
enVIROnmenTs

The designed dynamic network security architecture for IaaS 
platforms is based on the mechanisms of VM traffic redirection and 
policy management, security-supporting services. Our previous works 
[5][6]. Today, we present a new approach based on the improvement 
of collaboration among Hybrid Intrusion Detection System (Hy-
IDS), Signature Generation Algorithm (SGA), Mobile Agents (MA) 
and Firewall. It follows the principle the P2DR (Policy, Protection, 
Detection, and Response).

A. Challenges of the Framework Proposed
The objectives of our framework are grouped into four main Points 

as follows:
1. Intrusions detection in a virtual environment using mobile 

agents in order to collect malicious data.
2. Generating new signatures from malicious data, which were 

collected in the first part.
3. Dynamic deployment of updates between clusters in a cloud 

computing, using the newest signatures previously created.
4. Dynamic deployment of remote response actions using virtual 

firewall.
5. Dynamic deployment of updates between clusters in a cloud 

computing, using the newest appropriate response actions 
previously created.

B. Our Proposed Hybrid Framework and Cloud Computing

1) Components of our framework
Our framework based on many concepts and components as 

follows: Hybrid Intrusion Detection System (Hy-IDS) combines 
Intrusion Detection System Center (IDS-Cr), Intrusion Detection 
System Control (IDS-C) and Intrusion Detection System Master 
(IDS-M). The IDS-Cr based on an Intrusion Detection System (IDS) 
and Signature Generation Algorithm (SGA). However, IDS-C is based 
on the combination of IDS with the living environment of mobile 
agents named Agents Agency (AA). The IDS-M is based on Intrusion 
Detection System (IDS) and Living Environment of Mobile Agents 
named Agents Agency (AA). Concerning the types of IDS; there are 
network based (NIDS) and host based (HIDS) intrusion detection 
systems. Then, some systems may attempt to stop an intrusion attempt 
but this is neither required nor expected of a monitoring system. 
Finally, using mobile agents to ensure communication between the 
IDS-C, IDS-Cr and IDS-M [6].

Fig. 1.  Components of our Hy-IDS.
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2) Proposed framework over cloud computing
Cloud architecture used with our framework is presented as a front-

end and back-end. Front-end is connected to both external network as 
well as internal network. Then, It is presented in the figure 2 by the 
Cloud-layer include only the Cloud Controller (CLC). It is used by the 
user for communicate with Cloud Computing. It allows management 
of cloud security. However, back-end consists of computer hardware 
and software (servers, storage), that are designed for the delivery 
of services. The CLC acts as the administrative interface for cloud 
management and performs high-level resource scheduling, and handles 
reporting, authentication and accounting. The Cluster Controller 
(CC) acts as the front-end for a cluster within a cloud computing and 
communicates with the Cloud Controller and Node Controller. Finally, 
the Node Controller (NC) at level of physical server; it hosts the virtual 
machine instances and manages the virtual network endpoints.

We have just presented the cloud architecture and the components of 
our Hy-IDS. Therefore, we proceed to the establishment or distribution 
of the components of our framework on this architecture according 
to our strategy the protection. However, Our Hybrid Intrusion 
Detection System (Hy-IDS) combines Intrusion Detection System 
Control (IDS-C) and Intrusion Detection System Center (IDS-Cr), 
which are placed in the back-end. Finally, Intrusion Detection System 
Master (IDS-M), which is placed in the front-end. Then, the general 
architecture of our framework, shown in Figure 2, is divided into four 
main layers interact.

IDS-C: VMs are further managed by hypervisors, also known as 
Virtual Machine Monitor (VMM) and are basically installed on server 

hardware. Thus, we use VMM in our framework to ensure a new level 
of trust in the VMs. Then, we place the components of IDS-C at the 
level of nodes (physical server) for monitoring virtual machines. For 
more details, we place IDS-C at the level of VMM. At the same time, 
we place specific static agent detectors (SA) at the level of VMs. Our 
IDS-C is based on the cooperation of IDS with the living environment 
of mobile agents named Agents Agency (AA).

IDS-Cr: it installed in the front-end Cluster for the monitoring 
of nodes. It also generates new signatures. It consists of an Intrusion 
Detection System (IDS) and Signature Generation Algorithm (SGA).

IDS-M: it is placed in the front-end Cloud for the monitoring of 
Clusters and Management of Update (new signatures). The IDS-M is 
based on IDS and Living Environment of Mobile Agents named Agents 
Agency (AA). Finally, all communication between these components 
is provided by mobile agents.

3) Intrusion detection management based on our Hy-IDS
VM-layer and Node-layer constitute the fundamental design of 

our proposed framework. Then, each node consists of three main 
components namely IDS Control (IDS-C), Agents Agency (living 
environment of mobile agents), Specific Static Agent Detectors (SA) 
[6].

Static Agents (SA) placed at the level of virtual machines. It 
generates an alert whenever they detect suspicious activities, then send 
alert’s ID to IDS-C. In this case, IDS-C will send investigative Mobile 
Agent (IMA) with a specific task, to each agency (VM) that sent similar 
alerts. The IMA visit and investigate all those VMs for collecting 
information, who affirm the existence of an intrusion. It carries back 
the result at to the IDS Control to perform advanced analysis.

In case of attack, IDS-C aggregate malicious data, then placing them 
in a temporary database. After, IDS-C uses Transfer Mobile Agents 
(TMA) for notifying IDS-Cr placed in the cluster layer as shown in 
the figure 3 [6]. After, IDS-Cr dispatches Investigative Mobile Agents 
(IMA) to any IDS-C those send TMA, for aggregation and collection 
of their malicious data from the database temporarily. Then, IDS-Cr 
uses all malicious data collected by IMA and using them to generate 
new signatures through a Signature Generation Algorithm (SGA) at 
level of IDS-Cr.

Finally, these new signatures will be used to update the database 
IDS belonging to this IDS-Cr. after that, IDS-Cr sends these new 
signatures toward IDS-M. Thus, IDS-M uses these new signatures to 
update databases of neighboring cluster (eg: IDS in CC_2 and CC_3) 
based on update mobile agents (UMA) as shown in figure 3.

These updates go through the IDS-M, to maintain a hierarchical 
structure in our framework. Then, our framework protects neighboring 
clusters of the same type of attack. Thus, among the advantages of our 
approach, other clusters are protected against the same category attack.

C. Responses to Attacks Using Virtual Firewall
The essential role, which can perform a firewall is that of securing 

the connections between the tenant network and the cloud infrastructure 
network. The cloud infrastructure network really hosts a number 
of traffic profiles, such as management traffic, storage traffic, and 
management traffic, Cluster/CSV traffic and Live Migration traffic.  
However, these traffic profiles must be totally analyzed and controlled 
using firewall. In our approach, we use the firewall to respond to 
incoming and outgoing attacks in a hypervisor. Consequently, the 
virtual firewall is a network security system, which controls incoming 
and outgoing network traffic based on a set of rules. 

However, the firewall could be used to control access between 
virtual machines and Internet access. Virtual traffic between two 
virtual machines may never leave the physical host hardware, which Fig. 2.  The Hierarchy of our cloud computing.
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use traditional physical firewalls unsuccessful to secure and monitor 
this traffic. Then, the best solution to this problem is the use of virtual 
firewalls over hypervisor. As shown in figure 4, a virtual firewall is 
a firewall service running in a virtualized environment, providing 
the usual packet filtering and monitoring services that a physical 
firewall would provide. Thus, we will have a hypervisor-based on 
virtual firewall. This virtual firewall is implemented on the VMM 
and it is responsible to capture malicious VM activities including 
packet injections. the implementation of the virtual firewall based 
on a modification to the physical host hypervisor kernel to add rules 
or modules allowing the VF system access to VM information and 
virtualized network interfaces moving packet traffic between VMs as 
well as and direct access to the virtual network switches. The Virtual 
Firewall can use the same features to then perform all firewall functions 
like forwarding, dropping and packet inspection, but without actually 
using the virtual network at any point.

IV. dIscussIOn

Detection intrusion is major security concern in the Cloud. For 
ensure a high level of trust in cloud computing, we propose a new 
framework based on cooperative of Hy-IDS and mobile agents. This 
framework, allowed us to achieve three objectives, namely: intrusion 
detection at the front-end as well as the back-end of Cloud environment 
(i.e IaaS) of manner autonomous. Then, generating new signatures 
from malicious data or responses actions used by the firewall. 
Finally, dynamic deployment of updates between clusters in a cloud 
computing, using the newest signatures previously created. We used 
the signature generation algorithm and exchange of updates between 
clusters to achieve new knowledge and detect new kind of intrusion. 
About the virtual firewall, it receives its actions rules as signatures 
from IDS-M. Outstanding scalability is another strong point for this 
framework. When for example our VM migrates from server machine 
to another one (e.g. from Cluster-1 to Cluster-2), it is still possible to 
perform intrusion detection as our IMA can migrate just like VMs, 
and the same rule applies to other mobile agents (Transfer Mobile 
Agents and Mobile Agent Update). Moreover, this is the strength of 
our framework, which gives the IDS and NIDS great scalability and 
flexibility. Therefore, we have met almost all the mentioned challenges 
in our framework. Therefore, this framework has several advantages, it 
can be considered as an effective solution for the detection of intrusion 
into cloud computing. Thus, it can be used to protect people and 
property against risks of intrusion and aggression.

V. cOnclusIOns

There is a major need of bringing security, transparency and 
reliability in cloud model for client satisfaction. Then, one of the 
security issues is how to reduce the impact of any type of intrusion 
in this environment. Thus in this paper, we propose an intelligent 
framework, which is based on the collaboration of the IDS-C, IDS-
Cr, IDS-M and Mobile agents to detect attacks, and using the virtual 
firewalls to drop and block all types of attacks over hypervisor. As 
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mentioned previously, mobile agents are used in our framework 
to investigate the VMs, transfer of malicious data, and exchange of 
update between different clusters in cloud computing.
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Abstract — Security in cloud computing is the ultimate question 
that every potential user studies before adopting it. Among the 
important points that the provider must ensure is that the Cloud 
will be available anytime the consumer tries to access it. Generally, 
the Cloud is accessible via the Internet, what makes it subject to a 
large variety of attacks. Today, the most striking cyber-attacks are 
the flooding DoS and its variant DDoS. This type of attacks aims 
to break down the availability of a service to its legitimate clients. 
In this paper, we underline the most used techniques to stand up 
against DoS flooading attacks in the Cloud. 

Keywords — Cloud computing; DoS DDoS; Mobile agent.

I. InTROducTIOn

clOud computing is, without any doubt, the future of IT systems. 
It brings along some advantages that can attract any type of 

companies. For example, Cloud gives high computing capabilities as a 
service (without buying the hardware) at a cheap cost, etc.

A. Cloud features
To be more attractive, the Cloud has to ensure the following features 

[1]:
• On-demand self-service: give the consumer the possibility to 

provision power of computing as needed without any human 
interaction;

• Broad network access: make the Cloud available from any type of 
network using any client platform;

• Resource pooling: the Cloud uses a multi-tenant model to serve 
multiple consumers. The resources have to be pooled to maximize 
the number of consumers; 

• Rapid elasticity: make the consumers think that the resources are 
unlimited and available anytime they want more;

• Measured service: Cloud systems must monitor resources usage 
appropriate to the type of service. This can be done by using a 
metering capability.

B. Service models
To select a Cloud solution, the consumer must begin by deciding 

the appropriate service model. Following, the most popular services 
that Cloud offers:
• Software as a service (SaaS): the users can rent a set of applications 

running on the Cloud by the provider;
• Platform as a service (PaaS): the users have the service of 

implementing their applications on the Cloud and run it;
• Infrastructure as a service (IaaS): the users can rent a specific 

infrastructure from the Cloud and run any kind of applications even 
the operating system.

C. Deployment model
After the service model, the future consumer must think about how 

he would benefit from the Cloud. Here we have four models of the 
Cloud deployment:
• Private Cloud: The Cloud infrastructure will be used by a single 

consumer. The infrastructure can be maintained in the client’s local 
or by a third party;

• Community Cloud: the Cloud will be used by a set of consonants 
clients that share a common interest. Also, the infrastructure can 
be deployed in the clients’ locals like it can be managed by a third 
party;

• Public Cloud: the Cloud infrastructure is deployed by a Cloud 
provider for any client who wants to consume;

• Hybrid Cloud: is the composition of two or more deployment 
model.

II. secuRITy Issues In clOud cOmpuTIng

Basically, Cloud computing is a good IT infrastructure well 
maintained. Its main objective is to discharge clients from the 
infrastructure management. This will help the clients to focus only on 
their activities. However, besides security issues of IT systems, the 
Cloud brings some more specific issues.

A. Data security
In a traditional IT infrastructure, data is kept locally. And the owner 

does whatever it takes to ensure its confidentiality. Using the Cloud 
to store its data can seem doubtful since the client doesn’t have any 
idea of how the data will be processed and where. Normally, the Cloud 
provider must ensure that even its own administrator won’t have any 
way to reach the data or even log onto the clients’ accounts.

B. Network security
When an organization trusts a Cloud provider, it must be aware of 

that the Internet will be used to transfer data from and to the Cloud. 
Internet is the most unpredictable network in the world; cyber-attacks 
are launched around the clock in it. Among the risks that threat every 
network communication we have:
• Packet Sniffing: it permits to intruders to analyze the traffic;
• Man in the Middle: it exploits a vulnerability in TCP/IP stack to 

deflect the traffic;
• IP Spoofing: it sends packets with a forged source IP address;
• Port scanning: it helps to detect network services running on a 
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distant host;
• Network penetration: it permits to log on unauthorized session.

C. Data location
The first thing a potential Cloud client must do is to ask for a 

certification about the location where services will be stored. This 
can create a very annoying problem for the data confidentiality if 
the data is stored in a country where the regulation gives the right to 
some organizations to look onto the private data without the owner 
permission. For example, in the USA, USA PATRIOT ACT gives the 
government services access to data stored in any server.

Additionally, the Cloud is a multi-tenant system. It means that the 
computational resources will be used by many clients. The Cloud 
provider must ensure a perfect data isolation. Every client must be at 
ease regarding its data accessibility.

D. Web applications security
Accessing its Cloud requires a connection from the Internet and 

a terminal provided with a web client. It means that the applications 
deployed on the Cloud are mostly based on web platforms. This brings 
to the Cloud some issues related to the web shape. The open web 
application security project (OWASP) released a document about the 
ten most critical web application security risks [2]:
• Injection;
• Broken authentication and session management;
• Cross-site scripting;
• Insecure direct object references;
• Security misconfiguration;
• Sensitive data exposure;
• Missing function level access control;
• Cross-site request forgery;
• Using components with known vulnerabilities;
• Unvalidated redirects and forwards; 

E. Virtualization issues
Since the virtualization is mostly used in the Cloud environments, 

it adds also some issues. The SANS institute have summarized some 
mistakes to avoid when using the virtualization [3]:
• Misconfiguring virtual hosting platforms, guests and networks;
• Failure to properly separate duties and deploy least privilege 

controls;
• Failure to integrate into change/lifecycle management;
• Failure to educate other groups, particularly risk management and 

compliance staff;
• Lack of availability or integration with existing tools and policies;
• Lack VM visibility across the enterprise;
• Failure to work with an open ecosystem;
• Failure to coordinate policy between VMs and network connections;
• Failure to consider hidden costs;
• Failure to consider user-installed VMs.

III. dOs and ddOs deTecTIOn TechnIQues

Several techniques have been proposed to mitigate DoS and DDoS 
attacks. These techniques can be classified into three types:
• Filtering techniques;
• Trace back techniques;
• Intrusion detection.

A.  Hop-count filtering (HCF)
HCF is a filter dedicated to classify traffic based on the number of 

hops [4]. Initially, this filter has been used to handle IP spoofing attacks, 
but since most DoS attacks techniques send traffic with spoofed IP 
addresses, the filter can be useful also to detect DoS and DDoS attacks. 

To calculate the number of hops that a packet has done before we 
receive it, we look into the TTL field. The value that we retrieve is 
simply the number of hops that the packet had the right to do before 
reaching its destination. To calculate the number of hops, we need to 
have an idea about its initial TTL value. According to [5] the initial 
value can be 30, 32, 60, 64, 128 or 255, and it depends on the operating 
system. And since the diameter on the Internet between two distant 
terminals rarely exceeds 30 hops [6] we can say that the initial TTL 
value is the smallest initial value that is superior to the received TTL.

Mukaddam et al [7] have enhanced this technique by adding a 
new parameter: RTT (Round Trip Time) to the considerations of the 
filter. This parameter give to the filter the possibility to make the 
difference between some packets that have done the same number of 
hops but different times of the round trip. Another enhancement of this 
method was given by Wang et al [8] proposing to implement the filter 
on the gateways. Maheshwari et al [9][10] underline the problem of 
computing time because of the large amount of packets that the filter 
can receive. To adjust this problem, they propose a technique called 
DPHCF-RTT that will create collaboration between the gateways and 
taking the different initial TTL values that may have been used into 
consideration. 

B. Confidence based filtering (CBF)
CBF is a technique that helps to detect every deviation of the traffic 

from its normal shape [11]. It is also an enhancement of the HCF 
technique which considers different fields in the packet. CBF is based 
on some correlation between these fields that can be noticed after a 
period. This correlation builds a normal profile and the CBF filter tries 
to detect every deviation from it.

Fig. 1 illustrates how the CBF filter works.

Priyanka et al [12] propose an enhancement of this filter by adding 
a new field in the packet header. This field will be called “confidence 
value” and it will be filled by every gateway it passes by. This will 
eventually give a modification into the IHL field. Mamtesh et al [13] 
propose an enhancement where the CBF will work neighboring a HCF 
filter.

C. Random port hopping (RPH)
RPH is a technique that permits to a server to change the port 

number when communicating with a legitimate client. Firstly, this 
technique was used to sidetrack spies. Lee et al [14] used this technique 
to mitigate DoS and DDoS attacks. 

To guess the port number on which the server will wait for a packet, 
the client and the server must pre-share a key and divide time to slots. 
In the beginning of every slot, the client has to calculate the port 
number using an algorithm and the pre-shared key.

Fig. 1. CBF filter working



Special Issue on Advances and Applications in the Internet of Things and Cloud Computing

- 77 -

Zhang et al [15] propose a solution to make the server able to 
communicate with different clients in the same time. Lu et al [16] 
supported this technique by studying the rate of success when detecting 
attacks. 

D. IP traceback
IP traceback is a technique that permits to track down spoofed 

packets to determine their true origin. There are different ways to track 
back a packet:
• Link testing: this method begins from the default gateway of 

the attack target and tries to detect the previous hop one by one 
recursively. This method consider that the attack remains active 
until we find the originator;

• Logging: this method tries to log every packet that has passed 
through a key gateway from the Internet. With this technique, the 
attack may be detected even if the attacker had finished. But, we 
have to consider the resources that will be consumed on the routers 
just to log the packets;

• ICMP traceback: Every router will randomly take a packet from 
20 000 one and send an ICMP message to the owner of the 
destination IP address. This will help the destination to have an 
idea about the route that a packet has taken before being received.

E. Mobile agent techniques
A mobile agent is a program which can move from a computer 

to another autonomously and continue its execution. It brings some 
advantages that make mobile agents suitable for building intrusion 
detection systems like:
• Computation bundles: 
• Parallel processing: 
• Dynamic adaptation: 
• Tolerant to network faults: 
• Flexible maintenance: 

Several works adopt mobile agents to face DoS and DDoS attacks. 
Akyazi and Uyar proposed four methods; three of them use mobile 
agents [17]. Each method use Snort like a sensor. The contribution 
of the mobile agent platform is reducing bandwidth usage by moving 
data analysis near to the source of the intrusion data. Zamani and al 
[18] propose a mobile agent platform inspired from danger theory to 
build an intrusion detection system resilient to DDoS attacks. This 
system represents a model of immunization of distributed intrusion 
detection system. Armoogum and mohamudally [19] underlined the 
issues of most IP traceback solutions such as high false positives, 
enormous storage requirements at routers and huge additional data in 
network traffic. To mitigate these problems, a mobile agent platform 
was proposed for real-time traceback of distributed attacks. Demir 
and al [20] proposed an enhancement of this type of solutions by 
demonstrating how a careful placement of agents can improve an 
earlier DDoS detection.

IV. a mObIle agenT sysTem TO enhance dOs and ddOs 
deTecTIOn In clOud cOmpuTIng

Our mobile agent system begins by classifying virtual machines into 
several sets. Each set of VMs will be monitored by a mobile agent. 
Eventually, the number of VMs in a set affects the quality of the mobile 
agent service.  The mobile agent has to move from a virtual machine to 
another following a priority metering capability. This capability helps 
to define the order of VMs but can be broken if one of them is in a 
critical situation. Thus, we placed sensors in every VM to keep eye on 
the hardware usage. If a sensor detects an overtaking it sends an event 

to the mobile agent. This latter will have to move to this VM and the 
order will be reset [21].

A. VMs order
When the mobile agent of a set of VMs moves, it will choses the 

next VM following the order of priority. Assuming a set having five 
VMs (A, B, C, D and E) with priorities respecting that order. If the 
mobile agent is currently working on B and receives an event from D 
the mobile agent will move to B and the order will be like:

D -> B -> C -> E -> A 

Thus, the mobile agent choses the next VM based on the time of 
last visit. 

B. Components of the mobile agent
The mobile agent must analysis a VM, decide if something wrong 

in it, respond a proper reaction and be aware of some states of the other 
VMs. To handle all of this, the mobile agent must contain the following 
components:
• Listening module: this part of the mobile agent will receive the 

sensors traps;
• Analyze module: this one studies information in the environment 

logs to find suspicious data;
• Decision module: this one compares the suspicious data the attacks’ 

scenarios we have in our database to decide if it is an attack;
• Response module: this latter chose the best reaction to execute 

automatically in order to limit damages.

C. Scenarios 
Different scenarios that our mobile agent can handle:

• Multiple VMs fall in critical condition simultaneously: when the 
mobile agent is proceeding in VM which is in a critical condition 
and receives another trap from another one, the mobile agent will 
create another instance of it and send it to this latter VM. Every 
agent clone must send the result of its work to the parent agent.

• A distributed attack that targets multiple VMs in deferent sets: 
if there is a malicious data that can be part of coordinated attack 
reaching VMs in different sets, the agent who suspects this must 
send a trap to every mobile agent. These latters have to take this in 
consideration.

V. cOnclusIOn

In this paper, we presented valuable works on the detection of DoS 
and DDoS. We noted the “HCF filter” and its generalization “the CBF 
filter” that both try eliminate packets with spoofed IP addresses, the 
RPH that try to divert the attacker, the IP traceback that tries to detect 
the source of the attack and the mobile agent systems that try to give 
another way to detect DoS and DDoS attacks in the Cloud. Then, we 
introduced our mobile agent system and depicted its way to handle 
things for different VMs. We are still working on the implementation 
of our solution and studying other scenarios that the mobile agent can 
run into.
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