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Editor’s Note
The International Journal of Interactive Multimedia and Artificial 

Intelligence provides an interdisciplinary forum in which scientists and 
professionals can share their research results and report new advances 
on Artificial Intelligence and Interactive Multimedia techniques.

The research works presented in this issue are based on various 
topics of interest, among which are included: DSL, Machine Learning, 
Information hiding, Steganography, SMA, RTECTL, SMT-based 
bounded model checking, STS, Spatial sound, X3D, X3DOM, Web 
Audio API, Web3D, Real-time, Realistic 3D, 3D Audio, Apache 
Wave, API, Collaborative, Pedestrian Inertial, Navigation System, 
Indoor Location, Learning Algorithms, Information Fusion, Agile 
development, Scrum, Cross Functional Teams, Knowledge Transfer, 
Technological Innovation, Technology Transfer, Social Networks 
Analysis, Project Management, Links in Social Networks, Rights of 
Knowledge Sharing and Web 2.0.

García-Díaz, V. Et al. [1] talks about build the first step towards 
a language and a development environment independent of the 
underlying technologies, allowing developers to design solutions 
to solve machine learning-based problems in a simple and fast way, 
automatically generating code for other technologies. That can be 
considered a transparent bridge among current technologies. They 
rely on Model-Driven Engineering approach, focusing on the creation 
of models to abstract the definition of artifacts from the underlying 
technologies.

Al-asadi, T.A. Et al. [2] presents a new approach for hiding the 
secret image inside another image file, depending on the signature of 
coefficients. The proposed system consists of two general stages. The 
first one is the hiding stage which consist of the following steps. The 
second stage is extraction stage which consist of the following steps.

Mahmoud, M. A. Et al. [3] writes about an automated multi-agent 
negotiation framework for decision making in the construction domain. 
It enables software agents to conduct negotiations and autonomously 
make decisions. The proposed framework consists of two types of 
components, internal and external. Internal components are integrated 
into the agent architecture while the external components are blended 
within the environment to facilitate the negotiation process. They 
also discuss the decision making process flow in such system. They 
finally present the proposed architecture that enables software agents 
to conduct automated negotiation in the construction domain.

Zbrzezny, A.M. Et al. [4] talks about an SMT-based bounded model 
checking (BMC) method for Simply-Timed Systems (STSs) and for 
the existential fragment of the Real-time Computation Tree Logic. 
They implemented the SMT-based BMC algorithm and compared it 
with the SAT-based BMC method for the same systems and the same 
property language on several benchmarks for STSs. For the SAT-based 
BMC we used the PicoSAT solver and for the SMT-based BMC we 
used the Z3 solver. The experimental results show that the SMT-based 
BMC performs quite well and is, in fact, sometimes significantly faster 
than the tested SAT-based BMC.e agent interaction.

Stamoulias, A. Et al. [5] presents a novel method for the introduction 
of spatial sound components in the X3DOM framework, based on X3D 
specification and Web Audio API. The proposed method incorporates 
the introduction of enhanced sound nodes for X3DOM which are 
derived by the implementation of the X3D standard components, 
enriched with accessional features of Web Audio API. Moreover, 
several examples-scenarios developed for the evaluation of our 
approach. The implemented examples established the achievability of 
new registered nodes in X3DOM, for spatial sound characteristics in 

Web3D virtual worlds.
Ojanguren-Menendez, P. Et al. [6] talk about the real-time 

collaboration which is being offered by multiple libraries and APIs 
(Google Drive Real-time API, Microsoft Real-Time Communications 
API, TogetherJS, ShareJS), rapidly becoming a mainstream option 
for web-services developers. However, they are offered as centralized 
services running in a single server, regardless if they are free/open 
source or proprietary software. After re-engineering Apache Wave 
(former Google Wave), we can now provide the first decentralized 
and federated free/open source alternative. The new API presented 
allows to develop new real-time collaborative web applications in both 
JavaScript and Java environments

Anacleto, R. Et al. [7] shows a pedestrian inertial navigation system 
that is typically used to suppress the Global Navigation Satellite 
System limitation to track persons in indoor or in dense environments. 
They propose a system that uses two inertial measurement units spread 
in person’s body, which measurements are aggregated using learning 
algorithms that learn the gait behaviors. In this work they present 
our results on using different machine learning algorithms which are 
used to characterize the step according to its direction and length. 
This characterization is then used to adapt the navigation algorithm 
according to the performed classifications.

Schön, E. M. Et al. [8] present a study that was carried out with 
175 interdisciplinary participants from the IT industry. For the 
evaluation of the results, 93 participants were included who have 
expertise in the subject area Agile Methodologies. On one hand, it 
is shown that the collaborative development of product-related ideas 
brings benefits. On the other hand, it is investigated which effect a 
good understanding of the product has on decisions made during the 
implementation. Furthermore, the skillset of product managers, the use 
of pair programming, and the advantages of cross-functional teams are 
analyzed.

 López-Cruz, O. Et al. [9] present and demonstrate in use a 
methodology based in complex network analysis to support research 
aimed at identification of sources in the process of knowledge transfer 
at the interorganizational level. The importance of this methodology 
is that it states a unified model to reveal knowledge sharing patterns 
and to compare results from multiple researches on data from different 
periods of time and different sectors of the economy. The resulting 
demonstrated design satisfies the objective of being a methodological 
model to identify sources in knowledge transfer of knowledge 
effectively used in innovation.

Magaña, D. Et al. [10] will carry out a literature review of papers 
that use Artificial Intelligence as a tool for project success estimation 
or critical success factor identification. Project control and monitoring 
tools are based on expert judgment and parametric tools. Projects are 
the means by which companies implement their strategies. However 
project success rates are still very low. This is a worrying situation that 
has a great economic impact so alternative tools for project success 
prediction must be proposed in order to estimate project success or 
identify critical factors of success. Some of these tools are based 
on Artificial Intelligence. In this paper we will carry out a literature 
review of those papers that use Artificial Intelligence as a tool for 
project success estimation or critical success factor identification.

Gil López, E. Et al. [11] explores the last developments of the legal 
system concerning these issues. Knowledge sharing among individuals 
has changed deeply with the advent of social networks in the 
environment of Web 2.0. Every user has the possibility of publishing 
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what he or she deems of interest for their audience, regardless of the 
origin or authorship of the piece of knowledge. It is generally accepted 
that as the user is sharing a link to a document or video, for example, 
without getting paid for it, there is no point in worrying about the rights 
of the original author. It seems that the concepts of authorship and 
originality is about to disappear as promised the structuralisms fifty 
years ago. Nevertheless, the legal system has not changed, nor have the 
economic interests concerned. 

Dr. Rubén González Crespo
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Abstract — Machine learning is one of the most important 
subfields of computer science and can be used to solve a variety 
of interesting artificial intelligence problems. There are different 
languages, framework and tools to define the data needed to 
solve machine learning-based problems. However, there is a great 
number of very diverse alternatives which makes it difficult the 
intercommunication, portability and re-usability of the definitions, 
designs or algorithms that any developer may create. In this paper, 
we take the first step towards a language and a development 
environment independent of the underlying technologies, allowing 
developers to design solutions to solve machine learning-based 
problems in a simple and fast way, automatically generating code 
for other technologies. That can be considered a transparent bridge 
among current technologies. We rely on Model-Driven Engineering 
approach, focusing on the creation of models to abstract the 
definition of artifacts from the underlying technologies.

Keywords — Domain-Specific Language, Model-Driven 
Engineering, Integrated Development Environment, Machine 
Learning, Artificial Intelligence, Xtext

I.	 Introduction

Artificial Intelligence (AI) refers to the “intelligence” provided 
by software included in some machines [1]. It is also a field 

of study commonly defined as the design of intelligent agents, 
which perceives their environment and takes actions that maximize 
their possibility of success [2]. The general problem of creating 
intelligence can be divided into different sub problems: 1) deduction 
and reasoning; 2) knowledge representation; 3) planning; 4) social 
intelligence; 5) natural language processing; 6) perception; 7) motion 
and manipulation; 8) long-term goals; or 9) machine learning.

Machine learning is one of the most important applications 
of artificial intelligence that evolved from the study of pattern 
recognition and computational learning theory. The goal is to create 
and study algorithms that are capable of leaning from data and make 
predictions on its basis [3].

Designing and implementing algorithms for machine learning is 
not a trivial tasks. M. Mitchell stated that a computer program is said 
to learn from experience E with respect to some class of tasks T and 
performance P, if its performance with tasks T, as measured by P, is 
improved with experience E [4]. 

In addition, machine learning is closely related to many other 
areas such as computational statistics for prediction-making or 
mathematical optimization, making the number of people involved 
in using related techniques very diverse with different backgrounds. 
Thus, there is a large number of solutions using different approaches 
to deal with machine learning-based problems. For example, Encog 
is a machine learning framework available for Java, .NET and C++ 

programmers [5], and Weka is a workbench that contains a group 
of graphical tools for data analysis and predictive modeling [6]. 
Moreover, there are also used General-Purpose Languages (GPL) 
such as Python, that is suitable for students and is one of the most 
popular introductory programming languages [7]. On the other hand, 
Domain-Specific Languages (DSL) [8] such as R, are also used for 
machine learning tasks [9] and their relevance continue growing.

However, although there is a great amount of solutions to deal with 
machine learning-based problems, all of them seem to be difficult to 
be used by no-experts programmers or require users to learn different 
technologies or applications that make the knowledge they have 
about a tool or platform virtually useless when they need to work 
with another one, when circumstances require it. This is even more 
problematic when the solution should be done programmatically for 
better control and adaptation. 

Hence, different tools and software development approaches 
continuously appear in the software engineering field, trying to 
abstract the development from specific platforms or technologies 
(e.g., virtual machines, APIs, frameworks, etc.). It is widely 
considered that the Model-Driven Engineering (MDE) approach, 
with which the level of abstraction of developments is increased 
through the use of models, it is a step forward in the development 
of software [10], since developments are being benefited from the 
advantages provided by MDE (e.g., in García-Díaz et al. [11] food 
traceability systems for different clients are created in a quick and 
dynamic way).

MDE is based on the use of models, which conform to a single 
domain-based metamodel, which in turn are defined based on a 
common meta-metamodel, root of all the elements of any software 
development. That idea makes up the architecture of four layers 
defined in the Model-Driven Architecture (MDA) standard [12]. The 
common base allows for a wide range of supported environments 
and tools working together. As a result, if a metamodel for a specific 
knowledge domain is defined (e.g., food traceability or machine 
learning), it would be possible to create a DSL based on MDE tools 
[13], designed only to define the important specific items (e.g., food 
manufacturing processes or features of neural networks). Internally, 
the use of standard-based modeling technologies allows direct and 
automatic transformations to different formats or platforms defined 
by different software manufacturers. There are a variety of research 
in MDE that serve to advance in the systematic use of DSLs. For 
example, Cueva et al. work on bringing together the MDE approach 
and the Internet of Things field creating languages for automatic 
vehicle data capture [14][15] or García.-Díaz et al. work on 
improvement match algorithms for performing further operations 
with models [16].

The main aim of this paper is to take the first step towards the 
creation of a standard-based platform for defining and abstracting 
machine learning-based solutions in a simple and common way. 
Internally, definitions are automatically transformed into different 

Towards a standard-based domain-specific platform 
to solve machine learning-based problems

Vicente García-Díaz, Jordán Pascual Espada, B. Cristina Pelayo G-Bustelo, and Juan Manuel Cueva Lovelle

Department of Computer Science, University of Oviedo, Oviedo, Spain
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languages or platforms. Thus, the specific goals are:
1. Identify the basic elements that a representation of a language 
for solving machine learning-based problems must possess.

2. Create a DSL to define machine learning-based solutions. We 
call it AiDSL.

3. Allow automatic transformation of definitions made with 
AiDSL to any other platform or system.

4. Provide an Integrated Development Environment (IDE) to 
work with AiDSL. We call it AiIDE.

5. Study the advantages of the proposal by a comparison with 
other alternatives.

The remainder of this paper is structured as follows: in Section 2, 
we present a description of the relevant state of the art (goal [1]); in 
Section 3, we describe our proposal (goals [2-4]); in Section 4, we 
discuss a comparison of the proposal with other alternatives (goal 
[5]) and finally, in Section 5, we indicate our conclusions and future 
work to be done.

II.	 Background

There are a large number of approaches to deal with machine 
learning-based problems such as: 1) decision tree learning; 2) 
association rule learning; 3) artificial neural networks; 4) inductive 
logic programming; 5) support vector machines; 6) clustering; 7) 
Bayesian networks; 8) reinforcement learning; 9) representation 
learning; 10) similarity and metric learning; 10) sparse dictionary 
learning; or 11) generic algorithms. 

In this work we focus on Artificial Neural Networks (ANN), that 
have been used to solve a great variety of problems that are difficult 
to solve using other techniques [17]. They can be defined as statistical 
learning models inspired by biological neural networks. Typically, 
there are presented as collections of interconnected neurons, sending 
messages each other. Each neuron has numeric weights that can be set 
using different algorithms, being them adaptive to inputs, or what it is 
the same, allowing them to learn.

Regarding ANNs, the Feedforward neural network was the first 
and the simplest type of ANN formulated. In such a type of network 
the information moves only in one direction. In this work, we focus 
on the Feedforward artificial neural network, although there are some 
other such as Elman Neural Network or the Jordan Neural Network, 
interesting depending on the type of problem to be solved. 

Fig. 1 shows a small example of an artificial neural network, which 
can be decomposed into different layers, containing each a specific 
number of neurons with similar properties.
•	 Input layer. Typically it has one neuron for each attribute that the 

network will use for obtaining different kinds of solutions (e.g., 
classification, regression or clustering). In the example, I1 and I2 
are input neurons included in the input layer.

•	 Output layer. It provides the output after all previous layers have 
processed the input. In the example, O1 is the only output neuron 
that is included in the output layer.

•	 Hidden layers. They are inserted between input and output layers 
and are used to better produce the expected output for the given 
input readjusting weights. In the example, H1 and H2 are hidden 
neurons contained in the only hidden layer shown. 

In addition, there are also bias neurons that can be inserted in the 
input and hidden layers as desired (B1 and B2 in the example). They 
are very similar to the hidden neurons but are a special kind that allow 
the neural network to learn patterns more effectively, always returning 
the maximum value, without receiving any input.

I1

I2

B1

H1

H2

B2

O1

Fig 1. Artificial neural network (example)

From the point of view of classification, there are typically three 
broad categories into machine learning: 1) supervised learning. The 
algorithm is trained with example inputs and outputs. For example, 
Carneiro proposes a method for  semantic image annotation and 
retrieval [18]; 2) unsupervised learning. The algorithm is not trained 
with examples but other techniques such as generic algorithms help to 
find the correct solution. For example, Kattan et al. predict the position 
of any particular target event in a time series [19]; and 3) reinforcement 
learning. The algorithm learns its behaviour based on feedback from 
the environment. For example, Gosavi uses reinforcement learning for 
control optimization [20]. There can be other definitions such as semi-
supervised learning, learning to learn, developmental learning and 
even other classifications like for example depending on the expected 
kind of output.

ANNs are linked to a large amount of different type of scenarios. 
For example: 1) any kind of control system [21]; 2) autonomous 
navigation of robots [22]; 3) pattern recognition [23]; 4) forecasting 
[24]; or estimation of heating loads of buildings [25].

Those ANNs-based problems can be formulated using different 
technologies such as: 
•	 Encog for Java, .NET or C++ [5],  supporting different algorithms 

such as hidden Markov Models, vector machines, Bayesian 
networks and neural networks.

•	 AForge.NET for .NET [26], designed for developers and researchers 
in the fields of computer vision and artificial intelligence.

•	 The SHOGUN machine learning toolbox [27], with interfaces 
for MATLAB, R, Octave and Python, apart from a stand-alone 
command line interface.

•	 Apache Mahout [28], providing free implementations of scalable 
machine learning algorithms, using Java libraries for common 
operations.

•	 Many others such as Weka [6], Spark MLlib or ConvNetJS.
The main problem is that there are not bridges among the previous 

technologies, so users are highly dependent on the underlying 
technology. In addition, when programming is needed, software 
libraries that are provided does not have a high level of abstraction 
since they usually are designed for GPLs with no semantics in the 
language linked to the type of problems to be solved. That forces users 
to have both high programming and machine learning skills to make 
use of them.

III.	Overview of the System

To design the prototype, we used the MDE development approach, 
raising the level of abstraction of software engineering. Specifically, 
we have used the tools built on the Eclipse Modeling Project (EMP) 
[29], offering one of the most accepted implementations of the 
standards promoted by the Object Management Group (OMG) [30]. 
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OMG is the organization that has driven the development of MDE 
through the creation of the set of standards enclosed in the Model-
Driven Architecture (MDA) [12] specification, for the effective and 
efficient work under the MDE paradigm. It is usually carried out by 
creating DSLs tied to a specific domain of knowledge and generating 
artifacts for different platforms and manufactures.

Decision in favor of a new DSL is usually not easy because it is 
much less expensive (both in time and cost) to adopt an existing DSL 
if available or even to use a GPL such as Java or C#. For that, there 
are mainly only two reasons why it is worth creating a new DSL [31]: 
1) improved software economics, giving some authors as a reference 
point three developments [32] to obtain a positive return on investment; 
and 2) allow that people with less domain and programming expertise 
to develop software, even end-users with some domain, but no 
programming expertise [33][34].

Since our goals are compatible with both criteria, we have created 
a new DSL based on common elements used to describe the structural 
part of a feedforward neural network. To that end, we have used the 
Xtext framework [35], which allows the creation of both GPLs and 
DSLs in a relatively easy way [36]. From a grammar and some other 
definitions, it is possible, for example, to get a working parser and 
linker and also a complete Eclipse-based Integrated Development 
Environment [37]. Xtext also provides several mechanisms through 
which you can configure different aspects of languages such as 
validations of code, syntax highlighting, proposals to developers, code 
formatting or even generating artifacts through programs implemented 
with the programming languages defined with Xtext.

A.	 AiDSL
Next, there is a snippet of the context-free Xtext grammar used as 

the basis of the AiDSL language. 

AI:
	 neuralNetworks+=NeuralNetwork*;
	
NeuralNetwork:
	 “neuralNetwork” name=ID “{“
		  “neurons” “{“
			   “input” “{“ 
				    inputLayer = InputLayer
		  	 “}”
			   “hidden” “{“ 
				    hiddenLayer = HiddenLayer
			   “}”
			   “output” “{“ 
				    outputLayer = OutputLayer
			   “}”
		  “}”
		  “training” “{“
			   “input:” trainingInput = FloatsColection
			   “output:” trainingOutput = FloatsColection
			   (“type:” trainingType = TrainingType)?
(“errorThreshold:” trainingErrorThreshold = Float)?
			   (“result:” trainingResult = Result)?
		  “}”
		  “data” “{“
			   “input:” dataInput = FloatsColection	
			   (“result:” dataResult = Result)?
		  “}”
	 “}”
;

InputLayer:
	 “size:” size = INT
	 bias ?= “bias”?
;

HiddenLayer:
	 “size:” size = INT
	 bias ?= “bias”?
	 (“activation:” activation = Activation)?
;

OutputLayer:
	 “size:” size = INT
	 (“activation:” activation = Activation)?
;

enum Activation: 
	 BiPolar |
	 Competitive | 
	 HyperbolicTangent |
	 Linear | 
	 LOG |
	 Sigmoid |
	 SoftMax
;

enum TrainingType:
	 Backpropagation |
	 QuickPropagation = “QPROP”|
	 LevenbergMarquardt = “LMA”|
	 ManhattanUpdateRule |
	 ResilentPropagation = “RPROG” |
	 ScaledConjugateGradient = “SCG” 
;

FloatsColection: (‘[’ Floats ‘]’)+;
Floats: Float(‘,’Float)*;
Float: INT(‘.’INT)?;

enum Result:
	 Console |
	 None
;

With this grammar, neural networks can be created indicating 
information about the input, the hidden and the output layers (e.g., 
number of neurons, presence of bias neurons and the activation 
mode). Activation functions are attached to layers and are needed to 
scale data output from a layer. There are different activation functions 
available (users can select among different functions depending on 
the case: bipolar, competitive, hyperbolic tangent, linear, log, sigmoid 
or softmax). Depending on the selection, network behavior will be 
different. As we focus on supervised learning, we define the way 
users can introduce training data with inputs and expected outputs and 
the algorithm used for training the system (Back propagation, Quick 
propagation, Levenberg Marquardt, Manhattan update rule, Resilent 
propagation or Scaled conjugated gradient), also depending on each 
particular problem. More information about the theoretical basis for 
designing neural networks could be found for example in Haykin [38].

The Xtext-based grammar is transformed internally into an ANTLR 
grammar [39] to implement the lexer (lexical analysis) and the parser 
(syntactic analysis) that is used when a programming language is being 
defined. In addition, it also generates all the necessary infrastructure 
to create the Abstract Syntax Tree (AST) to perform a semantic 
analysis on the language elements. The iteration through the tree is 
performed using model-based technologies, particularly the Eclipse 
Modeling Framework [40], which serves to ensure interoperability of 
the generated DSL with many other model-based existing tools such as 
the tools defined in the Eclipse Modeling Project [29] to help improve 
software development productivity.

The definition of such a grammar leads to a metamodel for the 
domain that is automatically generated. This metamodel makes 
programs that are made based on it to follow a formal definition that 
allows to use any tool that is compatible with all standards promoted by 
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the MDA such as interoperability, reusability and portability, opening 
a wide range of possibilities. Thus, every time a new program with 
AiDSL is created, a model that conforms to the proposed metamodel 
is instantiated, following its rules and offering a formalism that makes 
it very easy to perform different tasks such as validation, storing or 
generation of artifacts. The rules are defined in general terms based on 
the metamodel of the language, not for each individual case, that is, 
not for each model obtained during the development, which facilitates 
the process.

B.	 Transformations from AiDSL to other technologies
The code below shows a fragment of the template that is used to 

generate artifacts from any of the models defined using AiDSL, based 
on its grammar. In this example, programmed with the Xtend language, 
the generation is focused on the Encog machine learning framework [5] 
but with other templates, code for other platforms could be generated 
without further changes. In addition, it could be possible to directly 
interpret models without the need of focusing on any platform. The idea 
of this approach is to generate from a model, easily and automatically, 
the code for different architectures or platforms (it would only be 
necessary to add new templates). That would be a key step to benefit 
from all the advantages of integration and reuse offered by the MDE 
approach (e.g., the use of common repositories and version control 
systems for models).

@SuppressWarnings(“unused”)
public class «n.name.toFirstUpper» {
	 public static double trainingInput[][] = 
«n.trainingInput.floatsColection»;
	 public static double trainingOutput[][] = 
«n.trainingOutput.floatsColection»;
	 public static double dataInput[][] = 
«n.dataInput.floatsColection»;
	
	 public void run() {
		  BasicNetwork network = new BasicNetwork();
		  network.addLayer(new BasicLayer(null, «IF 
n.inputLayer.bias == true»true«ELSE»false«ENDIF», 
«n.inputLayer.size»));
		  network.addLayer(new BasicLayer(new «n.hiddenLayer.
activation.toString.activation»(), «IF n.hiddenLayer.bias 
== true»true«ELSE»false«ENDIF», «n.hiddenLayer.size»));
		  network.addLayer(new BasicLayer(new «n.outputLayer.
activation.toString.activation»(), false, «n.outputLayer.
size»));
		  network.getStructure().finalizeStructure();
		  network.reset();

		  MLDataSet trainingSet = new 
BasicMLDataSet(trainingInput, trainingOutput);
		  «trainingType(n.trainingType)»

		  int epoch = 1;
		  do {
			   train.iteration();
			   «IF n.trainingResult == Result.CONSOLE»
			   System.out.println(“Epoch #” + epoch + “ Error:” 
+ train.getError());
			   «ENDIF»
			   epoch++;
		  } while(train.getError() > 
«n.trainingErrorThreshold»);
		  train.finishTraining();
		
		  MLDataSet dataSet = new BasicMLDataSet(dataInput, 
null);
		  «IF n.dataResult == Result.CONSOLE»
		  System.out.println(“Neural Network Results:”);
		  «ENDIF»
		  for(MLDataPair pair: dataSet ) {

			   final MLData output = network.compute(pair.
getInput());
			   «IF n.dataResult == Result.CONSOLE»
			   System.out.println(pair.getInput() + 
					     “ => actual=” + output);
			   «ENDIF»
		  }
		
		  Encog.getInstance().shutdown();
	 }
}
	 ‘’’

C.	 AiIDE
Based on the Xtext architecture, some of the features included in the 

development environment called AiIDE are:
•	 Custom syntax-highlighting to distinguish the different elements of 

the language (e.g., keywords, comments or variables). This is done 
by implementing the Xtext interfaces IHighlightingConfiguration 
and ISemanticHighlightingCalculator.

•	 Content assistant to help the developer to write code faster and 
more efficiently through the use of the auto-complete functionality 
(extending the TerminalsProposalProvider class).

•	 Static validation of the language elements to detect syntactic and 
semantic issues (extending the AbstractDeclarativeValidator class).

•	 Suggestions for fixing errors or problems identified in the code 
(extending the DefaultQuickfixProvider class).

•	 Templates that allow developers to reduce the learning curve for 
typical operations.

•	 Formatting the code through a feature called code beautifier to 
distribute it properly and promote its maintenance (extending the 
AbstractDeclarativeFormatter class).

•	 Outline view fully configurable to both the elements that 
appear and text or icons attached to them (extending the 
DefaultObjectLabelProvider class).

Fig. 2. AiDE working

Fig. 2 is a screenshot of the environment when a model is being 
created. It can be seen different features. For example, the syntax-
highlighting for different elements (e.g., neurons, bias, training, 
etc.), the static validation marking a result type as not valid because 
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TABLE 1
Guidelines for a better quality and a better acceptance among its users

Guideline Accomplishment
Language purpose
Identify language uses early The language is used mainly for documentation of knowledge and code generation

Ask questions about uses Any person with interest in defining neural networks will be able to model with the language

Make your language consistent [42] It is consistent with the sole idea of defining and creating neural networks at this point
Language realization

Decide carefully whether to use 
graphical or textual realization

Textual realization based on the advantages noted by Groenniger et al. [43]: 1) need of less space to display the same 
information; 2) more efficient creation of code; 3) easier integration with other languages; 4) more speed and quality of the 
formatting; 5) platform and tool independency; and 6) better version control support. Besides, graphical realizations provide 
a better overview and ease the understanding of models [41], but in a very close and specific domain like neural networks, we 
believe that the advantages of textual languages are more important

Compose existing languages where 
possible

Instead of starting from scratch, we have used the entire ecosystem of tools provided by the Eclipse Modeling Project, 
specifically Xtext, a DSL to define other DSLs, which relies heavily on the use of the Xtend language, an extension of the Java 
language, primarily intended to support the creation of DSLs (e.g., validations and code generation)

Reuse existing language definitions To create AiDSL we have used the core grammar of Xtext as a basis to avoid redefining elements already defined previously

Reuse existing type systems Related to the previous point, we have reused the core data types defined by the creators of Xtext with the aim of reusing the 
existing knowledge

Language content
Reflect only the necessary domain 
concepts It only contains the basic elements needed to generate code in the different target formats, so no extra domain concept is added

Keep it simple With a small number of elements, simple syntax and reduced domain of knowledge, we think that the language is easier than 
other alternatives. The quantitative analysis also suggests the same idea

Avoid unnecessary generality Due to the close domain of the language, we did not include the generalization concept, meeting with the principle of 
designing only what is necessary

Limit the number of language 
elements The language is small, having only 13 domain-specific keywords (e.g., Java has 50 generic keywords and C# even more)

Avoid conceptual redundancy Each fact can only be described in a unique way, avoiding redundancy

Avoid inefficient language 
elements

Each element is needed for clarity and used with the only purpose of allowing the generation of the final code, so there are no 
inefficient language elements

Concrete syntax
Adopt existing notations domain 
experts use [44] Neural networks are usually defined using a graph-based structure with inputs, outputs an intermediate nodes or states

Use descriptive notations The language has a small number of keywords with syntax highlighting and code completion support. In addition, frequently-
used symbols in other languages such as =, { or } maintain their semantics

Make elements distinguishable Keywords, different syntax highlighting and an outline view are used to make elements distinguishable

Use syntactic sugar appropriately We avoid syntactic sugar since we think that in a small DSL expressing the same concepts in different ways can be 
counterproductive, confusing users and hindering validation and code generation unnecessarily

Permit comments [45] Support for common types of comments: single-line comments (//) and multi-line comments (/*..*/)

Provide organizational structures 
for models

Organizational structures such as packages are important for complex systems. However, to keep the language simple, we 
intend to have the definition of the set of neural networks in the same organizational structure

Balance compactness and 
comprehensibility

The quantitative analysis suggests that this approach may require less elements than other approaches. However, since it is a 
DSL with concrete semantics for the domain, it is even more comprehensible

Use the same style everywhere All the elements of the language have the same look-and-feel and we do not embed any external language that can difficult the 
understanding of the language by using another syntax

Identify usage conventions Based on an ANTLR grammar we define typical usage conventions including notation of identifiers, order of elements or type 
of comments

Abstract syntax

Align abstract and concrete syntax

We took into account the three principles mentioned in Karsai et al. [41]: 1) elements that differ in the concrete syntax also 
have different abstract notations (e.g., input layer and type of learning are based on different metaclasses); 2) elements that 
have a similar meaning can be internally presented by reusing concepts of the abstract syntax (e.g., the FloatsColection rule for 
indicating inputs and outputs has been created using two int values along with other literals such as “[“, “]” or “.”); and 3) the 
abstract notation should not depend on the context an element is used but only on the element itself

Prefer layout which does not 
affect translation from concrete to 
abstract syntax

To simplify the usage of the DSL, the layout of the models does not affect the semantics. For example, modelers can use tabs, 
spaces or line breaks whenever they want. However AiIDE provides the feature called code beautifier, also provided by some 
environments ​​to automatically place the language elements in a way easily understandable for most potential users

Enable modularity [46] It is possible to decompose the code into smaller files, referencing them from other files. However, for this small language, we 
think that it is not necessary and it may unnecessarily increase the difficulty of use

Introduce interfaces Interfaces are an important feature in complex systems, increasing flexibility and maintenance. However, we did not need 
them in our DSL because it is a simple declarative language
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instead of Console, the programmer typed Consoles as the way to 
show the output, and the outline view showing a summary of the 
elements that are being used (in the example just a neural network 
inside the file).

In addition, it is possible to perform other customizations such as 
specifying the scope of the variables of the language. Thus, the AiIDE 
is a full-fledged development environment integrated in the Eclipse 
platform with the resulting advantages it provides (e.g., well-known 
and proven platform for developers, large amount of tools and plug-ins, 
open environment, etc.). 

IV.	Evaluation

The sections below are dedicated to a qualitative and quantitative 
study to show the characteristics of AiIDE and AiDSL, justifying the 
design and the need for its creation.

A.	 Qualitative analysis
To achieve a better quality of the language and the environment 

design and a better acceptance among its users, Karsai et al. [41] 
have proposed some guidelines largely based on their experience in 
developing languages as well as relying on existing guidelines on 
programming and modeling languages. Table 1 serves to verify that 
these guidelines are met.

B.	 Quantitative analysis
In this section we briefly evaluate the AiDSL language. We obtain a 

quantitative measurement that allows us to evaluate the main objective 
of our proposal; simplify and make more agile the definition of machine 
learning-based solutions.

In this first step of the development we are going to do a brief 
comparison between the definitions of two different neural networks 
using both AiDSL and the Encog framework. Since with AiDSL it 
is possible to automatically generate code for Encog and any other 
technology, if the syntax used by AiDSL is more compact, then it can 
clearly be seen as advantageous over other languages or frameworks. 
The measured aspects in the code and the structure are the ones below:
•	 Code lines: it refers to the number of lines of information needed to 

define the neural networks in each case.
•	 Words: number of words used.
•	 Characters: number of characters, spaces included.

Fig. 3. Comparing AiDSL and Encog working with two neural networks

In the obtained results of the analysis (Fig. 3), we can observe that 
with AiDSL we require much less code lines (56 vs 102), words (180 
vs 549) and characters (996 vs 3895) to define the same information 
than with the Encog framework. For the measurements, we defined two 

neural networks with a number of input, hidden and output neurons, 
activation method, training information and type of output expected. 
After we defined it with AiDSL the AiIDE automatically generated 
the code that should be necessary if we have worked directly with the 
Encog framework.

V.	 Conclusions and Future Work

In this paper we have presented the first version of a language for 
defining neural networks (AiDSL) and a development environment to 
facilitate working with those networks (AiIDE). This has been done by 
identifying basic elements that are useful to define the important aspect 
of any artificial neural network. In addition, we have defined mappings 
for transforming models made with AiDSL to the code that should be 
used if we worked with the Encog framework instead, and created the 
basis to do the same with other different popular frameworks (e.g., 
Weka), which favors the development and increases productivity and 
interoperability among systems. Finally, it the use of AiDSL through 
the AiIDE is easier than the manual and specific handling of other 
frameworks with identical purposes. Of course, both AiDSL and 
AiIDE are prototypes with limited scope and popular frameworks such 
as Encog or Weka offer many more features.

From the point of view of computer science, the focus of this 
paper could be set embedded in this category: Artificial Intelligence → 
Machine Learning → Neural Network → Feedforward Neural Network 
→ Supervised learning. Further works will focus on other areas while 
they will delve into supervised learning.

Future work will be to improve and adapt both AiIDE and AiDSL 
with new frameworks and features to define neural networks. Finally, 
we will perform a usability study with real users for quantifying how 
simple, easy and intuitive is our proposal for them. The idea is to work 
with people with different profiles and ask them to define several 
neural networks using different techniques. That way, we will observe, 
among other things, the efficiency, the learning curve and the number 
of errors that are performed during the tasks.  
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Abstract — This paper presents a new approach for hiding 
the secret image inside another image file, depending on the 
signature of coefficients. The proposed system consists of two 
general stages. The first one is the hiding stage which consist of 
the following steps (Read the cover image and message image, 
Block collections using the chain code and similarity measure, 
Apply DCT Transform, Signature of coefficients, Hiding 
algorithm , Save information of block in boundary, Reconstruct 
block to stego image and checking process). The second stage is 
extraction stage which consist of the following steps ( read the 
stego image, Extract information of block from boundary, Block 
collection, Apply DCT transform, Extract bits of message and 
save it to buffer, Extracting message).

  
Keywords — Information Hiding, Steganography, Chain Code,  
DCT, Signature of Coefficients.

I.	 Introduction

Communication in our world are today based on the use of wide 
world website (the Internet) where anyone can send anything to 

any place on earth, every day trillions of messages and information are 
sent and received  in seconds. Encrypted data are always suspicious, 
and considered illegal in some places in the world. Information hiding 
has become very important as it works on converting information to be 
hidden and hard to discover [1].

Information hiding is a general term that contains many other topics 
(steganography, watermarking, copyrighting). This paper concentrate 
on Steganography, which is a field of science that works on hidden 
communication that hides a message in a way that no one knows about 
it only the sender and the intended recipient, where there is no attention 
for the hidden information and cannot be attacked easily . It is different 
from cryptography where information is unreadable but not invisible 
[2].

Steganography technique hides important information that should 
be secret in normal media (audio, digital image, video, and so on). 
Any attempt to extract hidden information from stego is called 
Steganalysis. The Steganographic algorithm is considered to be broken 
if a steganalytic algorithm detect a given media to be a carrier for a 
secret message [3].

The secret message can be hidden inside the cover image in some 
locations according to a particular algorithm. This paper will introduce 
a new technique for information hiding based on chain code and DCT. 
The chain code is used to determine some locations of cover image 
for hiding a message by developing the traditional freeman chain code 
with 8-connectivity to quad chain code , the quad chain code is found 
depending on one of the measures which is the similarity between two 
adjacent vectors (quad pixels). While the DCT is used to determine the 
locations of a block for hiding operation and use it as a signature to 
support the hide operation. 

II.	 Related Works

Zuheir in [4] proposed a steganography method to hide text in the 
cover image by using traditional chain code, first generate a chain code 
and store it in the cover image then store the embedded text in the 
cover image according to the generated chain code. The system uses 
the first pixel of the cover image to specify the location of the starting 
point to begin with it. The second pixel contains the length of the secret 
message where each character needs 8 bits for representation. The 
system divided the image into two sections the first section contains 
the chain code which represent the map of the secret message and the 
second section include the secret message which the sender pass.

Our proposed system implements a new hiding technique by using 
similarity measure (cosine similarity) to generate chain code, each 
value of chain code represent the movement between two vectors (two 
neighbor quad pixels) in the cover image. The chain code was used to 
collect blocks, each block with size 8*8 for hiding operation.

Ajit and et al [5] proposed a novel image steganography technique 
by embedding a bit that is randomized. First operation is obtaining 
the DCT of the cover image, and then constructing the stego image 
by hiding the secret message that was given in least significant bit of 
the cover image in random locations depending on the threshold. The 
locations of the randomized pixel are determined by DCT coefficients 
for hiding.

Authors in [6] proposed an LSB and DCT steganographic technique 
for data hiding that applies spatial domain with frequency domain of 
steganography methods and asymmetric key cryptography. It’s done 
by utilizing a significant bit of low frequency DCT coefficients of the 
cover image blocks hiding encrypted message bits. 2D-DCT converts 
the image block from the spatial domain to the frequency domain, and 
then bits of data are embedded by changing LSB of DCT coefficients.

Our proposed system implements the information hiding technique 
in the spatial domain. The hiding operation is not sequential but 
randomly based on the chain code and the nature of data that are 
dealing with it. The chain code technique is used to equipment pixels 
or quads (each quad = 4 pixels) of the cover image that are more similar 
with each other as blocks. The system utilizes the DCT to find the 
coefficients values that are zero or near to zero (between 1,-1) that were 
used to determine the signature of coefficients. That means, if the block 
elements are more similar with each other, is that will give high zero 
values after applying the 2D-DCT. According to the simulated results 
(MSE and PSNR), it is so difficult differing the genuine image from the 
stego image of our proposed algorithm, as they seem to be identical.

III.	Background

A.	 Steganography.
Fundamentally information hiding, popularly known as 

steganography, is the method of concealing a message that is secret 
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in another message or carrier called “cover media”. The use of cover 
media facilitates, secure information transfer over commonly available 
public domain open channels that are insecure networks like the 
internet and wireless mobile networks. Although the evolution of 
these broadband networks has permitted cost-effective and high speed 
multimedia information transfer, but it has posed increasing threats to 
the information security due to greater possibilities of unauthorized 
information access. The issue of securing information becomesmore 
challenging in internet environment because it is open across the globe 
and being extensively used for information access and dissemination 
[7].

Steganography is a field of science for hiding information by 
embedding a message in other information. It is derived from the 
Greek words “STEGOS” which means ʻ cover ʼ and “GRAFIA” which 
means ʻ writing ʼ to be ʻ covered writing ʼ. Steganography is done by 
replacing bits of unused data in regular computer files (like sounds, 
graphics, HTML, texts, or image) with bits of invisible information. 
The information that is hidden can be any kind of text (plain text, 
cipher text), sound or images [8].

Information hiding in digital steganography is achieved by hiding 
the secret data with other seemingly innocuous cover object or carrier 
where message data is embedded under the cover using a key to 
generate the stego object. The object that is covered refers to the used 
object as the carrier to hide the messages and the stego object is one 
which contains the secret message [9]. Fig (1) explains steganography 
principle.

Fig. 1. Steganography principles.

General model to hide data in another data can be described as 
follows [10]:

1.	 Cover file (carrier): is used for hiding information and the size 
of the file is carefully selected to be enough for embedding the 
information that have to be secret. 

2.	 Message file (secret file): contains secret information that has 
to be hidden and must be kept save during transformation.

3.	 Steganography algorithm: refers to the deterministic sequence 
for using a cover file to hide a secret message.

4.	 Stego file: is what follows embedding that embeds the secret 
message in the cover file using steganography algorithm.

5.	 Retrieve algorithm: is used for extracting the message that is 
secret from the stego file, the retrieved algorithm runs in a 
reversing way than the embedding algorithm.

6.	 The cover file and the message file may take many different 
files like audio files, text, image, and video files (e.g. .doc, 
.html, .wma, .jpeg, .tiff, .bmp, .gif, .wav, .mp3, and mp4, 
etc.).

B.	 Chain code.
Freeman Chain Code (FCC) was the first technique to represent an 

image that uses chain code; it was introduced by Freeman in 1961. 
Straight-line segments that are connected in sequence with particular 
length and direction are represented as a boundary by using this chain 
code. This representation is based on 4- or 8-connectivity of the 
segments. A numbering scheme is used to code the direction of each 
segment. 4-connected Freeman Chain Code is shown in fig (2-a) while 
fig (2-b) shows 8-connected Freeman Chain Code of 8-directional 
(FCCE) [11].

Fig. 2.  Neighbor directions of freeman chain code.

In the Freeman Chain Code 8-connected (FCCE), 8 directions from 
one pixel to a neighbor pixel are possible, every code is considered 
as an angular direction, multiplied by 450 moving from one contour 
pixel to the next. Direction 0 means move “to the right of”, 2 means 
“immediately above”, and 1 is at 45 degrees, bisecting 0 and 2, and 
so on.  Fig (3) shows the examples using the 8-connected path and 
4-connected path of Freeman Chain Code.

Fig. 3. Example of chain code
A. 4-connectivity chain code = 00303032323221112110

B. 8-connectivity chain code = 0770655432231

C.	 Discreet Cosine Transform (DCT)
 The DCT is used widely in transformation for data compression 

(loosy). It’s an orthogonal transform, with a fixed size of (image 
independent) basis functions, properties of an excellent energy 
compaction and correlation reduction, and an algorithm that is efficient 
for computation. Ahmed et al found that the Karhunen Lòeve Transform 
(KLT) basis function of a first order Markov image resembles those 
of the DCT closely. As the correlation between the adjacent pixels 
approaches to one, they become identical [12].
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Fig. 4. Flow chart of the proposed system
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The input data points are represented by DCT as the sum of cosine 
functions that are oscillating at different dimension and frequencies. 
There are generally two kinds of DCT: one dimensional (1-D) DCT and 
two dimensional (2-D) DCT. 2-D DCT is considered for this study work. 
For an input sequence, the 2-D DCT can be described as follows: [13].

As effectively as possible, the DCT is protected against blocking 
artifact with no blocks that are interconnected since all  DCT basis 
functions have a zero gradient at the edges of their blocks. In another 
word, only the DC level affects the blocking artifact and then can be 
targeted. In DCT operation ringing is a main problem. To make the 
image shaper DCT depends on the high frequency components, when 
edges happen in an image.

Though the components with the high frequency that continued 
firmly across the whole block are effective at improving the edge 
quality, they ‘ring’ in the flat areas of the block [13].

IV.	The Proposed System

The proposed method consists of two general stages (the message hiding 
stage, the extracting message stage). Ech one consists of many steps.

A.	 The message hiding stage
In this stage there are many steps as illustrated in Fig (4) of hiding a 

gray scale image (8 bit per pixel)  in the cover image  (color image – 24 
bit per pixel) depending on the signature of coefficients , it consists of 
the following steps :

1)	 Read the cover image and message image
Images are simply 2D arrays of colors where each color is 

represented using one of the color formats (8, 16, 24, or 32 bits).This 
step will choose an image with size M*N to be a cover which is a color  
BMP image (24 bit per pixel). This image will be converted to three 
bands (Red, green, blue) RGB each band is a 2D array with size M*N 
too. While the secret message is a BMP gray scale image (8 bit per 
pixel) that we need to hide inside the cover image and convert it to a 
stream of bits.

2)	 Collecting block based on chain code and similarity 
measure

In this step, we will collect a block with size 8*8 which pixels more 
similar with each other. The proposed system will we use the chain 
code to choose the similar pixels by developing the freeman chain code 
to quad chain code using quadruple pixel (each quad as a vector of 4 
pixels), this step is find the chain code for the red band of the cover 
image depending on one of the similarity measures that were used to 
find the two adjacent vectors (four pixels or quad) that are almost similar.

The similarity measures can be applied in the system to find vectors 
(quad of pixels) that are more alike (cosine similarity) as illustrated in 
the following equation [14]:

   

For example, if A and B as the vector, when A vector =(1,3,7,4) and 
B vector =(5,3,1,6). Where:

 ||A|| = (1*1 + 3*3 + 7*7 + 4*4 ) =75.

 ||B|| = (5*5 + 3*3 + 1*1 + 6*6 ) =71.

A∙B = (1*5 + 3*3 + 7*1 + 4*6 ) = 45.

Cosine (A,B) = 0.61669.

As long as similarity measure return values in the range [0,1],when 
the similarity value is closer to 1 that mean blocks are more alike and 
vice versa.

Quad chain code that was found by scanning the pixels of the red 
band of cover image checks if there are (16) quads similar with each 
other to collect a block with size 8*8 (16 quad pixels equal 64 pixel).

Fig (5) explains how to collect a block from the cover image 
depending on chain code and similarity measure.

Fig. 5. Collecting block with size 8*8 pixels

3)	 Apply DCT Transform for a block
This step will apply the 2D-DCT transform for the block that was 

equipmented from the above step to convert values of pixels from the spatial 
domain to frequency domain. As shown in fig (6) which explain this step.

A. Collect a block                        B. After apply 2D-DCT transforms
Fig. 6. Apply 2D DCT transform for a block
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The next operation of this step is computing the number of zero or 
zeros values (between 1,-1) in coefficients of DCT array and compare 
it with threshold, if the number of zero is larger than threshold then 
go to the next step, else must go to the above step and collect another 
block for hiding operation.

4)	 Signature of coefficients
This step is checking the number of bits (message) that can be 

embedded inside the block that was collected from above. The first 
operation is extracting the mask matrix with size 8*8 by determining 
which locations of DCT coefficients have a zero value or values between 
(1,-1). That means if each element of DCT coefficients is between (1,-
1), then the corresponding value in mask matrix will be (1), otherwise 
the remaining values will be (0).  Except the values of the first row and 
the first column of mask matrix that will be the (0) value.

The next operation is computing the number of (1) values in the 
mask matrix to determine three parameters (low, mid, high). The 
values of these parameters are computed as follow:

Low =0.

High= number of (1) values in the mask matrix.

Mid= (Low + High) / 2.

The mid value is used to determine how many hiding operations are 
there for the block. The bits of the message must be hidden in locations 
of corresponding spatial domain block that mask matrix is (1) by using 
least significant bit (LSB) algorithm .the strategy that is going to be 
applied is bottom- up. For each hide operation to a number of the block 
positions, we will find the 2D-DCT to the block after hiding. Then we 
create the signature coefficients matrix according to the values of the 
DCT block (which means each element of DCT coefficients between 
(1,-1) the corresponding value in signature coefficients matrix will be 
(1), otherwise the remaining values will be (0). Except the values of 
the first row and the first column, the signature coefficients matrix will 
be (0) value).

The next operation is comparing the signature coefficients matrix 
with the mask matrix that has been extracted in the beginning to update 
the values of (low, mid, high). This operation will be benefited from 
the idea of binary search algorithm (divide and conquer) to update 
the (low, mid, high) if the signature coefficients matrix are equal to 
the mask matrix, that means increase bits of the message to hide in 
the block, otherwise must decrease bits of message that are hidden 
in the block. The new values of (low, mid, high) are explained in the 
following paragraph:

If signature coefficients matrix equal to the mask matrix then
Low = Mid.	

High=High.

Mid = (Low + High) /2.

If signature coefficients matrix not equal to the mask matrix then
Low= Low

High= Mid

Mid= (Low+ High) /2.

In the next level, We will process a new hide by embedding bits of 
message in the block based on the value of (mid) which were extracted 
from the first level, also we apply 2D-DCT for the block after hiding, 
and extract the new signature of coefficients matrix from the DCT 
block, comparing between the signature of coefficients matrix and the 
mask matrix and the values (low, mid, high) that were updated based 
on the comparison result.

The successive levels will continue until all values (low, mid, high) 
are equal with each other. The output of this step is (mid value) that 
represent the number of bits (message) that can be embedded in the 
block without changing the signature of coefficients matrix compared 
with the mask matrix. The aim of this step is to ensure the integrity of 
the message without any loss in the extraction message from the stego-
image stage.

To explain this step, consider the following message “011010000
1100101011011000110110001101111” that was needed to hide in the 
following cover block with size 8*8 as illustrated in figure (7).

119 118 119 119 119 118 118 118

118 119 118 118 118 118 119 118

119 118 118 119 118 118 118 119

119 118 118 118 119 118 119 119

119 119 118 119 118 118 118 119

118 118 118 118 118 118 118 118

118 119 118 118 119 119 118 118

118 118 118 119 118 119 119 118

Fig. 7. An example of the cover block.

The first operation is finding the mask matrix that was extracted 
depending on the DCT block (applying the 2-D DCT transform for 
the cover block and find the mask matrix from DCT transform block), 
and compute the parameters (low, mid and high) according to the mask 
matrix, figure (8) shows this operation.

     A.	 DCT transform block                   B. mask matrix
Fig. 8. Find the mask matrix.

The low value is (0) in the beginning, the high value is (48) that represent 
number of (1) values in the mask matrix while the mid value is (24). 

Depending on the mid value, the first level is hide (24) bit of 
message “011010000110010101101100” in the cover block from down 
to up by using least significant bit (LSB), the next operation is applying 
2D-DCT transform for a block after hiding, the next operation is finding 
the signature of coefficients matrix after the first hiding operation. Fig 
(9) explains the first level for the signature of coefficients.  

119 118 119 119 119 118 118 118

118 119 118 118 118 118 119 118

119 118 118 119 118 118 118 119

119 118 118 118 119 118 119 119

119 119 118 119 118 118 118 119

118 119 118 119 119 118 119 118

118 119 118 118 119 119 118 118

118 118 118 119 118 119 119 118
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A. The Cover block after level (1)

B. Apply DCT transform for the block             C. signature matrix
Fig. 9. An example of the first level for the signature of coefficients.

The last operation of the first level is finding the comparison 
between the mask matrix and the signature matrix to extract the new 
values of (low, mid, high). We note that the mask matrix is equal to the 
signature matrix that means increase the bits of message hidden in the 
cover block. The new low value is (24), the high value is (48) without 
any change, while the mid value is ((24 + 48) / 2= 36).

The second level is hide (36) bit of message “01101000011001010
1101100011011000110” in the cover block from down to up by using 
least significant bit (LSB), the next operation is applying 2D-DCT 
transform for a block after the second hiding, the next operation is 
finding the signature of coefficients matrix for the cover block. We 
notice that the mask matrix is equal to the signature matrix, which 
means, decreasing the bits of message hidden in the next level, Fig 
(10) explains the second level for the signature of coefficients.

119 118 119 119 119 118 118 118

118 119 118 118 118 118 119 118

119 118 118 119 118 118 118 118

119 119 119 118 118 118 119 119

119 118 119 119 118 118 118 119

118 119 118 119 119 118 119 118

118 119 118 118 119 119 118 118

118 118 118 119 118 119 119 118

A. Cover block after level (2)

B. Apply DCT transform for the block          C. signature matrix
  Fig. 10. An example of the second level for the signature of coefficients.

The new low value is (24) without any change, the high value is (36), 
 while the mid value is ((24 + 36) / 2= 30).

The third level is hiding (30) bits of message “0110100001100101
01101100011011” in the cover block from down to up by using least 
significant bit (LSB), the next operation is applying 2D-DCT transform 
for a block after the third hiding, next operation is finding the signature 
of coefficients matrix for the cover block. We notice that the mask 
matrix is not equal to the signature matrix, that means, decrease the 
bits of message hidden in the next level. Fig (11) explains the third 
level for the signature of coefficients.

119 118 119 119 119 118 118 118

118 119 118 118 118 118 119 118

119 118 118 119 118 118 118 119

119 118 118 118 119 118 119 119

119 118 119 119 118 118 118 119

118 119 118 119 199 118 119 118

118 119 118 118 119 119 118 118

118 118 118 119 118 119 119 118

A. The Cover block after level (3)

B. Apply DCT transform for the block                   C. signature mask 
Fig. 11.  An example of the third level for the signature of coefficients.

The new low value is (24) without any change, the high value is (30) ,  
while the mid value is ((24 + 30) / 2= 27).

The fourth level is hiding (27) bits of message 
“011010000110010101101100011” in the cover block from down 
to up by using least significant bit (LSB), the next operation is 
applying 2D-DCT transform for a block after the fourth hiding, 
next operation is finding the signature of coefficients matrix for 
the cover block. We notice that the mask matrix is not equal to 
the signature matrix, that means, decrease the bits of the message 
hidden in the next level. Fig (12) explains the fourth level for the 
signature of coefficients.

119 118 119 119 119 118 118 118

118 119 118 118 118 118 119 118

119 118 118 119 118 118 118 119

119 118 118 118 119 118 119 119

119 119 119 119 118 118 118 119

118 119 118 119 119 118 119 118

118 119 118 118 119 119 118 118

118 118 118 119 118 119 119 118

A. The Cover block after level (4)
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B. Apply DCT transform for the block      C. signature mask 
Fig . 12. An example of the fourth level for the signature of coefficients. 

The new low value is (24) without any change, the high value is 
(27), while the mid value is ((24 + 27) / 2= 25).

The fifth level is hiding (25) bits of message 
“01101000011001010110110001” in the cover block from down to 
up by using least significant bit (LSB), the next operation is applying 
2D-DCT transform for a block after the fifth hiding, next operation is 
finding the signature of coefficients matrix for the cover block. We 
notice that the mask matrix is equal to the signature matrix, which 
means, increase the bits of message hidden in the next level. Fig (13) 
explains the fourth level for the signature of coefficients.

119 118 119 119 119 118 118 118

118 119 118 118 118 118 119 118

119 118 118 119 118 118 118 119

119 118 118 118 119 118 119 119

119 119 118 119 118 118 118 119

118 119 118 119 119 118 119 118

118 119 118 118 119 119 118 118

118 118 118 119 118 119 119 118

A. The Cover block after level (5)

B. Apply DCT transform for the block                   C. signature mask Fig. 13.  
An example of the fifth level for the signature of coefficients.

The new low value is (25), the high value is (27) without change, 
while the mid value is ((25 + 27) / 2= 26).

The sixth level is hiding (25) bits of message 
“0110100001100101011011000” in the cover block from down to up 
by using least significant bit (LSB), the next operation is applying 
2D-DCT transform for a block after sixth hiding, next operation is 

finding the signature of coefficients matrix for the cover block. . Also 
fig (14) explains the sixth level for the signature of coefficients.

119 118 119 119 119 118 118 118

118 119 118 118 118 118 119 118

119 118 118 119 118 118 118 119

119 118 118 118 119 118 119 119

119 119 118 119 118 118 118 119

118 119 118 119 119 118 119 118

118 119 118 118 119 119 118 118

118 118 118 119 118 119 119 118

A. The Cover block after level (6)

B. Apply DCT transform for the block             C. signature mask    Fig. 14.  An 
example the sixth level for the signature of coefficients

The new low value is (26), the high value is (27) without change, 
while the mid value is ((26 + 27) / 2= 26).

We notice the mid value is equal to the low value .the algorithm will 
be finished in this level. The number of bits of the message that can be 
embedded in the cover block are (26) bits.

5)	 Hiding algorithm 
From the above steps, the system determines the number of bits 

that can be embedded in a block of the red band of cover image, and 
collecting the two corresponding blocks of the green and the blue 
bands depending on the quad chain code which was used to collect a 
block of red band. This step will hide stream of bits of the message in 
the least significant bit of pixels of the three blocks (the first block that 
was extracted in step 2 from the red band, the second block of green 
band and the third block of blue band that were extracted based on the 
quad chain code of the red band) from bottom to up (that means the 
initial hiding of each block will be in location (7,7) and  we continue 
until we reach the location (1,1)).

6)	 Reconstruct block of  stego image
This step will reconstruct the block from the above step to the stego 

image by assigning new values after hiding bits of a message image.

7)	 Checking step
There are two checking levels:

•	 The first one: check if there are bits of the message still not hidden 
in the stego image, if yes there will be another checking, otherwise 
must go to the next step (save information of the red block in the 
boundary of the stego image.

•	 The second one: check if there is a block in the red band of cover 
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image that pixels are more similarity with each other. If yes then go 
to step (2). Otherwise must end the algorithm and upload another 
cover image because the current cover image cannot embed all bits 
of the secret image (message). 

8)	 Save information of blocks in boundary
After the hiding operation for each block, the system will save the 

stream of chain code for the block of red band, start point of each block 
(red band) and number of hidden bits for blocks of red band  in the 
first two boundaries of the red band of the stego image. The number of 
blocks that contain hidden bits will be saved in the 4 corner locations of 
stego image (embedded two bits for each corner location by using LSB 
algorithm, these locations are [0,0],[0,199],[199,199],[199,0]) . The 
stream of chain code(with size 15 for each block) will be embedded 
in the first boundary of the stego image except the corners, we note 
the values of chain code between (0-7)  need 3 bits to be represented, 
then we need to embed  3 bits for each pixel in the first boundary of the 
stego image. After this step, the message hiding process is completed 
and the stego image is ready to be sent to the destination.

B.	 The extract message stage
In this stage there are several steps to extract a secret message from 

the stego image as follow:
1.	 Read the stego image and divide it into RGB (red band, green 

band, blue band).
2.	 Extract information of blocks that gets the hiding operation 

from the boundary of the red band.
3.	 Collect blocks with size (8*8) depending on the information 

hidden in the boundary of the red band, and find the two 
corresponding blocks of green and blue bands based on the 
same information that is used to collect the block of the red 
band.

4.	 Apply 2D DCT transform for each block and extract the 
signature of coefficients to determine locations of the block 
that gets hiding operation in it.

5.	 Extract bits of the message from blocks and save these bits in 
a buffer.

6.	  Convert bits in the buffer to the message image.

V.	 Experimental Results

Experiments of proposed method carried out to prove the efficiency. 
The proposed method has been simulated using the visual basic 6.0 
program on Windows 7 platform on Intel core i5 2.5 GHz with 4 GB 
of main memory. The quality of the stego image is measured through 
the mean square error (MSE) that returns cumulative squared error 
between the cover image and the stego image , and the Peak Signal 
to Noise Ratio (PSNR) that returns the ratio of the maximum signal to 
noise between two images(cover, stego), in decibels. The best values 
of error measures are when the MSE is low and the PSNR is large. The 
mathematical equation for this error measures are:

	          (3)

	      (4)

Where N, M are the dimensions of the cover image and stego image. 
The proposed system was hiding gray image in color image. the hiding 
operation is done by embedding the pixels of message in a color image 

depending on the red band that it used to determine regions of cover 
image which will be hiding operation (each pixel of the message image 
(one byte) will be hidden in (three byte) of cover image, hide 2 bits in 
the red band, and hide 3 bits in the green band, and hide 3 bits in the 
blue band for each pixel in the cover pixels). There are two cases.

Case (1):
The cover image is a bitmap color image (24 bit for each pixel) with 

size (486*486), while the message is a bitmap gray scale image with 
size (50*50) which was used to test the proposed system as illustrated 
in fig (15). The similarity ratio between quads is 95%.

The cover image

The message

The stego image

Fig. 15. The cover image, the message, the stego image for case (1)

We note the size of message image are (2500) pixels, then converting 
these pixels to the binary representation for a given stream of bits with 
size (20000) bits. Figure (16) explains simulation for hiding operation 
as follows.

1.	 Read the cover image.
2.	 Apply quad chain code by scanning the cover image to find 

locations of the pixels (quads) that are more similar with each 
other (as illustrate in green color).

3.	 Determine the start point for each block of the cover image(as 
illustrated in red color, the bold red color represent the start 
point of blocks that got hiding operation, while the remaining 
red color represent the start point of blocks that did not get 
hiding operation . 

4.	 Determine the blocks (locations of the cover image) which got 
hiding process. 
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Fig. 16. Simulation of hiding operation for case (1).

Case (2):
The cover image is a bitmap color image (24 bit for each pixel) with 
size (450*450), while the message is a bitmap gray scale image with 
size (51*51) which was used to test the proposed system as illustrated 
in figure (17). The similarity ratio between quads is 96%.

The cover image

The message

The stego image

Fig.17.The cover image, the message, the stego image for case (17).

We note the size of message image are (2601) pixels, then converting 
these pixels to the binary representation for a given stream of bits with 
a size (20808) bit. Figure (18) explains simulation for hiding operation 
as follows.

1.	 Read the cover image.
2.	 Apply quad chain code by scanning the cover image to find 

locations of pixels (quads) that are more similar with each 
other (as illustrated in green color).

3.	 Determine the start point for each block of the cover image(as 
illustrate in red color, the bold red color represent the start 
point of blocks that got hiding operation, while the remaining 
red color represent start point of blocks that did not get hiding 
operation . 

4.	 Determine the blocks (locations of the cover image) which got 
hiding process. 

Fig. 18. Simulation of hiding operation for case (2).
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After applying the proposed system on two cases, we have access 
the following information as illustrated in table (1):

TABLE 1
ILLUSTRATES THE ANALYSIS OF ALL CASES THAT ARE USED

Cover images Case(1) Case(2)

Size of cover image 486*486 450*450

Number of symbol (message) 2500 pixels 2601 pixels

Number of all blocks 458 306

Number of blocks which got in it 
operation hiding 250 225

Input Similarity Ratio 95% 96%

MSE with Boundary 0.6520 10.34

PSNR with Boundary 49.9881 37.9833

MSE without boundary 0.2542 0.4829

PSNR without boundary 54.0783 51.2916

Time for hiding 11 sec. 12 sec.

Time for extracting 3 sec. 3 sec.

VI.	Conclusions

The proposed method is experimented and efficiency of the 
approach is demonstrated. The randomization that we apply makes this 
scheme stronger and secured. The randomization comes from three 
directions as follow:

1.	 The first one is applying chain code that select quad pixels that 
are not sequential but random (may take the zigzag shape).

2.	 The second one is applying the 2D-DCT transform to find what 
location gives zeros values (between 1,-1) which represent the 
signature of coefficients.

3.	 The third one is applying signature coefficients algorithm that 
is used to determine number of bits of the message that can be 
embedded in a block.

The proposed scheme can resist blind steganalysis schemes 
effectively. In the future, the security of the proposed scheme can 
be further improved by employing compression and encryption 
techniques. 
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Abstract — In this paper, we propose an automated multi-agent 
negotiation framework for decision making in the construction 
domain. It enables software agents to conduct negotiations and 
autonomously make decisions. The proposed framework consists 
of two types of components, internal and external. Internal 
components are integrated into the agent architecture while the 
external components are blended within the environment to 
facilitate the negotiation process. The internal components are 
negotiation algorithm, negotiation style, negotiation protocol, and 
solution generators. The external components are the negotiation 
base and the conflict resolution algorithm. We also discuss the 
decision making process flow in such system. There are three 
main processes in decision making for specific projects, which 
are propose solutions, negotiate solutions and handling conflict 
outcomes (conflict resolution). We finally present the proposed 
architecture that enables software agents to conduct automated 
negotiation in the construction domain.

Keywords — Intelligent Software Agent, Multi-agent 
Systems, Agent and Negotiation, Automated Negotiation, Value 
Management, Construction Domain. 

I.	 Introduction

In the construction domain, deciding on a new project is dependent 
upon a company’s strategy. If the strategy is based on a decision made 
by a stakeholder, then it takes a very short time to decide. However, 
such decision has no value in terms of value management, because 
the decision-making process does not include other experienced 
stakeholders that hold different backgrounds. 

Figure 1 considers a value management approach that emphasizes 
on involving various stakeholders in the decision-making process 
to arrive at a single valued solution. In other words, the various 
stakeholders with different backgrounds that have a stake in the project 
must contribute to the decision. In fact, these stakeholders often belong 
to different departments and possess different perspectives about the 
solutions according to their background and positions they hold. 

For example, a project manager usually cares more about the 
cost of a project than the function while a design manager is more 
concerned about the function than the cost. Thus, for any decision to 
be made regarding a new project, stakeholders must propose a single 
optimal solution.  However, a problem may arise when stakeholders 
propose more than one solution. In such situation, stakeholders need 
to negotiate on the proposed solutions and agree on a single solution. 
But the negotiation may not be easy and smooth because when 
stakeholders possess different backgrounds, often their views about the 
optimal solution for a particular project are different. Such differences 
cause conflicts in arriving at a decision. In addition, stakeholders 
may work at different branches throughout the country or other parts 
of the world which make a meeting for decision more difficult and 

costly. While applying Value Management on decision making in the 
construction domain is useful, it faces communication difficulties 
between stockholders and conflicting issues that require negotiation.

Figure 1 A Decision Making based on Value Management in Construction 
Domain

In this paper, we attempt to overcome these difficulties by proposing 
a Value-based Automated Negotiation Model utilizing the multi-agent 
system’s approach. It enables software agents to conduct negotiations 
and autonomously arrive at a decision. 

While this work is inspired by the work of Utomo [1], his study 
is only in conceptual level and lacks an intelligent agent architecture 
that aids an agent to interact with other agents and respond to its 
environment and eventually influences its autonomy level in decision 
making. Automated Negotiation as a very complicated system could 
not be efficiently used if agents have trivial architecture. Moreover, 
he does not incorporate the different negotiation styles to the agent 
architecture which could help the agents in mimicking humans’ styles 
in negotiation.  Briefly, the major development that we intend to do is to 
develop concrete agent architecture such as the Belief-Desir-Intention 
architecture and explore the potential components that an agent could 
employ to conduct useful and efficient negotiations. Consequently, we 
consult the various resources that are presented by Utomo [1] to come 
up with our framework.

The next section dwells upon the related work on automated 
negotiation. Section 3 presents the proposed framework. In Section 4, 
we discuss the decision making process flow. Section 5 presents the 
agent architecture and Section 6 concludes the paper.

II.	 Related Work

In this section, we discuss two prominent topics to this research 
which are, value management, and applications of negotiation in multi-
agent systems.

Value Management (VM) is defined as “a structured, organized 
team approach to identify the functions of a project, product, or service 
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that will recognize techniques and provide the necessary functions to 
meet the required performance at the lowest overall cost” [17]. VM 
works on identifying and eliminating unnecessary cost [18] but without 
affecting a quality parameter [19]. VM is based on data collection 
method from reliable resources and functional requirements to fulfill 
the needs, wants and desires of the customers [1]. According to Kelly 
and Male [20], VM is a multidisciplinary, team-oriented approach to 
problem solving.

The application of VM in decision making has been reported by 
many researchers [1, 21, 22]. One of the techniques that is relevant to 
VM is weighting and scoring in which a decision needs to be made in 
selecting an option from a number of competing options, and the best 
option is not immediately identifiable [1, 23, 24]. 

Intelligent software agents have been widely used in distributed 
artificial intelligence and due to their autonomous, self-interested and 
rational abilities, agents are well-suited for automated negotiation on 
behalf of humans [2, 25, 26, 27, 28, 29, 30]. According to Kexing [2], 
automated negotiation is a system that applies artificial intelligence and 
information and communication technology to negotiation strategies, 
utilizing agent and decision theories.

Numerous research have discussed the negotiation on multi-agents 
systems in various domains [3, 4, 5, 6, 7]. Few of them study the issues 
of conflict resolution and negotiation in construction domain [1, 8, 9]. 
Anumba et al. [9] presented two main negotiation theories; mechanical 
and behavior theories. The mechanical theory is inspired by game 
theories which are mathematical models relied on rational behavior 
assumption, while the behavior theory studies human behavior in 
negotiation. 

Coutinho et al. [10] proposed a negotiation framework to serve 
collaboration in enterprise networks to improve the sustainability of 
interoperability within enterprise information systems. Utomo [1] 
presented a conceptual model of automated negotiation that consists 
of methodology of negotiation and agent based negotiation. Dzeng 
and Lin [11] presented an agent-based system to support negotiation 
between construction and suppliers via the Internet.  Anumba et al. 
[12] proposed a collaborative design of light industrial buildings based 
on multi-agent systems to automate the interaction and negotiation 
between the design members. Ren et al. [4] developed a multi-agent 
system representing participants, who negotiate with each other to 
resolve construction claims. 

III.	A Conceptual Automated Negotiation Framework

From our initial investigation of the literature [1, 2, 3, 4, 8, 9], we 
observe that agents need to be integrated with six main components 
to conduct negotiations, which are classified, in this research, into 
internal and external components. The internal components are 
negotiation algorithm, negotiation style, negotiation protocol, and 
solution generator. The components are integrated with a BDI agent 
architecture (as discussed in Section 5). The external components are 
the negotiation base and the conflict resolution algorithm. 

As shown in Figure 2, the negotiation algorithm presents a formal 
and intelligent procedure that maintains negotiations with other agents. 
Each agent is endowed with a negotiation style that represents the 
agent’s approach to negotiation. Each agent possesses one style, either 
competing style or collaborating style.

For agents to conduct negotiations systematically, they must have a 
negotiation protocol, which controls the negotiations process between 
agents. For example, agents could possibly negotiate individually or 
form groups (coalitions) before negotiating. They could also negotiate 
directly by sending messages to each other or deploy another method 
to share their inputs. Finally, agents must be able to generate solutions 

that conform to their interests and reap the benefits of negotiation.

Figure 2. Automated Negotiation Model based on Multi-agent System (AN-
MAS)

The Negotiation Base represents the negotiation hub that contains 
suggested solutions of negotiations used by agents in sharing their 
solutions and form coalitions. The base reduces direct interactions 
between agents that would increase the network load.

The conflict resolution algorithm handles negotiations outcomes. 
If agents have not agreed on a single solution, the conflict resolution 
algorithm works on solving that conflict. Consequently, the proposed 
framework with the internal and external components manifests the 
Automated Negotiation Model based on the Multi-agent System (AN-
MAS).

A.	 A Negotiation Styles
According to Utomo [1], there are five main negotiation styles that 

constitute two types of outcomes, which are Competing, Avoiding, 
Collaborating, Accommodating, and Compromising, and the two 
outcomes are Cooperative and Assertiveness. 

Accordingly, Each agent possess one style, and this style forms one 
negotiation outcome whether it is Cooperative or Assertiveness, e.g. 
agent a is Cooperative type and possess Accommodating style. 

B.	 Negotiation Protocol 
Agents conduct negotiation according to a predefined protocol. 

Such protocol ensures that the negotiation progresses smoothly.

C.	 Solution Generator Algorithm
For an agent to conduct negotiation, it should be able to propose 

solutions and rank them from 1st to nth solution for the next stage of 
the negotiation operation. 

In real situations, various stakeholders have different level of interest 
about the cost and function parameters based on their positions and 
values they uphold. Thus, those stakeholders appraise their solutions 
based on their interest level on these parameters. For example, in 
the construction domain, a Design Manager cares more about the 
function in contrast with a Project Manager who cares more about the 
cost, while a Facility Manager’s interest is in between the Design and 
Project Managers’ interests. Therefore, the Design Manager normally 
attempts to find a solution that provides high function, whereas the 
Project Manager normally attempts to find a solution that provides low 
cost. The Facility Manager attempts to find a moderate solution that 
provides acceptable cost and function.
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Consequently, The Solutions Generator Algorithm will be inspired 
by the two main parameters of Value Management which are Cost and 
Function to deliver value solutions.

D.	 Negotiation base
The Negotiation Base represents the negotiation hub that is used 

by agents to form negotiations by sharing their solutions and form 
coalitions. The base helps in reducing direct interactions between 
agents that increase the network load. All negotiations are processed 
via this base which is accessible by all agents.

E.	 Negotiation Algorithm
The algorithm implements the negotiation process between 

agents. The process starts when each agent submits its solutions to 
the negotiation base. Each agent then reviews each solution’s and 
accordingly sets a plan to conduct negotiation.

F.	 Conflict Resolution Algorithm
The need for this algorithm is based on the negotiation algorithm 

outcomes. Since any project needs a single solution, then when the 
negotiation algorithm outcome is a single solution, agents skip this 
algorithm. But when the outcome is several solutions, then another 
process is needed to resolve this conflict. Such situation represents a 
conflict between agents about the solution of that project. 

IV.	Decision Making Process Flow

A decision made by agents goes through several processes. These 
processes work by gradually reducing candidate solutions of a project 
until a single solution is reached. Consequently, in this work, the 
process of nominating a single solution from a set of solutions is called 
decision making. 

There are three main processes in decision making for a specific 
project, which are propose solutions, negotiate solutions and handling 
conflict outcomes (conflict resolution). 
•	 Propose solutions: In this process, each agent proposes solutions 

and ranks them from 1st to nth solution where n is any natural 
number.

•	 Negotiate solutions: When ranked solutions are ready, agents 
negotiate by submitting their ranked solutions to each other. Since 
each agent’s target is to maximize its utility by selecting a solution 
that has a better order, each agent prepares a plan. Using these 
plans, agents form coalitions among them based on similar plans. 
These coalitions continuously compare plans with each other until 
a single or more solutions converge after exhausting all attempts.

•	 Resolve conflict: If agent coalitions agree upon a single solution, 
then this process is forfeited, but if there are two or more 
conflicting solutions, then the conflicts need to be resolved. This 
process resolves conflicts based on each coalition’s strength and 
its solutions’ risks. From these two parameters, this process drops 
solutions until a single solution is reached.

Figure 3 shows the decision making flowchart as described above. 
The process starts when agents receive a new project. The agents first 
propose solutions in ranked order. They then negotiate these solutions. 
If they agree upon a single solution, then the decision is made, 
otherwise, the conflict resolution process takes over to drop the weak 
and risky solutions. If the outcome of the conflict resolution process 
is a single solution then the decision is made. Otherwise, the agents 
negotiate the outcome of the conflict resolution process. Ultimately, 
one coalition’s solution is accepted.

Figure 3 Decision Making Flowchart

V.	 The Belief-Desire-Intention (BDI) Agent Architecture

This section presents an architecture that enables software agents to 
mimic human behaviors and styles in building an automated negotiation 
system in the construction domain. In this work, we develop BDI 
agents that are widely used by researchers to build intelligent agents. 

The BDI agent consists of three main components that are affected 
by the environment; Belief, Desire, and Intention. Agents usually 
perform tasks within an environment and they exploit the environment 
to update their goals. The agents’ beliefs are influenced by the 
environmental changes. The belief in turn updates their desires and 
the intentions.

Figure 4. The Proposed Agent Architecture

As shown in Figure 4, the proposed agent architecture consists of 
the outer area that represents the environment and the inner area that 
represents the decision making process. The environment constitutes 
the variables of new project information and agent’s activities 
information, e.g. interactions, decisions, negotiations, coalitions. 
The belief component within the architecture is influenced by the 
environment and agent attributes, which include the agent type, e.g. 
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Design Manager, and the agent style e.g. competing. The desire 
component represents an agent’s goal. 

In the construction domain, each agent attempts to ensure its first 
rank solution wins. If it is not possible, it works on the second rank 
and so on. This scenario represents its desire or goal. From the agent’s 
belief and desire, it performs actions which represent the intention 
components. The intention component represents a bridge between the 
belief and the desire, in other words, it represents the practical steps to 
achieve the desire according to its belief about the environment and 
the attributes.

VI.	Conclusion and Future Work

To create a multi-agent automated negotiation model, agents need 
to be integrated with several components. In this paper, we identify 
four internal components (negotiation algorithm, negotiation style, 
negotiation protocol, and solution generators) integrated with the 
agent design and two external components (the negotiation base and 
the conflict resolution algorithm) within the environment. These 
components constitute the proposed framework. 

We also discuss the decision making process flow in such system, 
consisting of three main processes which are propose solutions, 
negotiate solutions and handling conflict outcomes (conflict 
resolution). We finally reveal our proposed agent’s architecture to 
conduct automated negotiation in the construction domain.

Since this work is in its theoretical stage, it only presents the 
conceptual underpinnings of pertinent issues in negotiation and does 
not present the experimental results. Such outcome will be presented 
in our future work.

In addition, for our future work, we shall study and propose 
mechanisms for the three methods needed by the decision making 
process which are Agent Proposes Solutions, Agent Negotiate Solutions 
and Conflict Resolution. 
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Abstract —We present an SMT-based bounded model checking 
(BMC) method for Simply-Timed Systems (STSs) and for the 
existential fragment of the Real-time Computation Tree Logic. We 
implemented the SMT-based BMC algorithm and compared it with 
the SAT-based BMC method for the same systems and the same 
property language on several benchmarks for STSs. For the SAT-
based BMC we used the PicoSAT solver and for the SMT-based 
BMC we used the Z3 solver. The experimental results show that 
the SMT-based BMC performs quite well and is, in fact, sometimes 
significantly faster than the tested SAT-based BMC.

Keywords — RTECTL, SMT-Based Bounded Model Checking, 
STS

I.	 Introduction

Verification of soft real-time systems is an actively developing field 
of research [2,9,10]. Popular models of such systems include, among 
others, timed automata [1], and simply-timed systems (STSs) [5], i.e., 
Kripke models where each transition holds a duration, which can be 
any integer value (including zero). 

The fundamental thought behind bounded model checking (BMC) 
is, given a system, a property, and an integer bound , to define 
a formula such that the formula is satisfiable if and only if the system 
has a counterexample (of the length at most ) violating the property. 
The bound is incremented until a satisfiable formula is discovered or a 
completeness threshold is reached without discovering any satisfiable 
formulae. The SMT problem [3] is a generalisation of the SAT problem, 
where Boolean variables are replaced by predicates from various 
background theories, such as linear, real, and integer arithmetic. SMT 
generalises SAT by adding equality reasoning, arithmetic, fixed-size 
bit-vectors, arrays, quantifiers, and other useful first-order theories. 

There are three main reasons why it is interesting to consider STSs 
instead of standard Kripke models. First, STSs allow for transitions 
that take a long time, e.g. 100 time units. Such transitions could be 
simulated in standard Kripke models by inserting 99 intermediate 
states. But this increases the size of the model, and so it makes the 
model checking process more difficult. Second, STSs allow transitions 
to have zero duration. This is very convenient in models where some 
steps are described indirectly, as a short succession of micro-steps. 
Third, the transitions with the zero duration allow for counting specific 
events only and thus omitting the irrelevant ones from the model 
checking point of view.

The original contribution of this paper consists in defining a SMT-
based BMC method for the existential fragment of RTCTL (RTECTL) 
interpreted over simply-timed systems (STSs) generated by simply-
timed automata with discrete data (STADDs). We implemented our 
SMT-based BMC algorithm and we compared it with the SAT-based 
BMC method for RTCTL and STSs. For a constructive evaluation of 

our SMT-based BMC method we have used two scalable benchmarks: a 
modified bridge-crossing problem [8] and a modified generic pipeline 
paradigm [7]. 

The rest of the paper is organised as follows. We begin in Section II 
by introducing simply-timed automata with discrete data, simply-timed 
systems, and we present the syntax and semantics of RTECTL over 
simply-timed systems. In Section III we present our SMT-based BMC 
method for RTECTL and simply-timed systems. In Section IV we discuss 
our experimental results. In the last section we conclude the paper.

II.	  Preliminaries

In this section we first define simply-timed automata with discrete 
data and simply-timed systems, and next we introduce syntax and 
semantics of RTECTL. The formalism of STADD was introduced in 
[12] and formalism of STS in [10].

A.	 Simply-timed automata with discrete data and simply-timed 
systems

Let  be the set of integer numbers,  a finite set of integer 

variables , , , and . The 
set  of all the arithmetic expressions over  is defined by 
the following grammar: . Next, for 

 and , the set  of all 
the Boolean expressions over  is defined by the following grammar:

 . 

For , ,  denoting the empty sequence, the 
set of all the simultanoues assignments over  is defined 

as , where and 
any  appears on the left-hand side of  at most once. 

A variables valuation is a total mapping . We extend this 
mapping to expressions of  in the usual way. Moreover, 
we assume that a domain of values for each variable is finite. 
Satisfiability of a Boolean expression  by a valuation , 
 denoted , is defined inductively as follows: , 
  iff ,  iff  and 

,  iff  or ,  iff , 
  iff . Given a variables valuation  and an 
instruction , we denote by  a valuation  such 
that: if , then ; if , then for all  
it holds  if , and  otherwise; 

if , then . 

Checking RTECTL properties of STSs via SMT-
based Bounded Model Checking

Agnieszka M. Zbrzezny, Andrzej Zbrzezny

MCS, Jan Długosz University in Częstochowa, Poland



Regular Issue

- 29 -

Definition 1.  Let  be a set of atomic propositions and 
. A simply-timed automaton with discrete data 

(STADD) is a tuple , where  is a finite set 
of actions,  is a finite set of locations,  is an initial location,  is a finite 
set of integer variables,  
is a  transition relation,  is a duration function, and 

 is a valuation function that assigns to each location a set 
of propositional variables that are assumed to be true at that location. 

The semantics of the STADD is defined by associating to it a simply-
timed system as defined below.

Definition 2.  Let  be a set of atomic propositions,  
an initial variables valuation, and  a 
simply-timed automaton with discrete data. A simply-timed system 
(or a model) for  is a tuple , where  is a 

finite set of actions of ,  is a set of states,  
is the duration function of ,  is a valuation function 

defined as , and   is the initial 
state,  is the smallest simply-timed transition relation 

defined in the following way:  for , iff there 
exists a transition  such that ,
. We assume that the relation  is total, i.e., for any 

 there exists  and an action  such that 
(or ).

A path in  is an infinite sequence  of 
transitions. For such a path, and for , by  we denote the 

-th state . For ,  denotes the finite sequence 

 with  transitions and  states. 
The (cumulative) duration  of such a finite sequence is 

 (hence  when ).  By  we 
denote the set of all paths starting at . 

B.	 RTECTL: an existential fragment of a soft real-time 
temporal logic. 

In the syntax of RTECTL we assume the following: is 
an atomic proposition, and  is an interval in of 
the form:  or , for and . The RTECTL 
formulae are defined by the following grammar: 

Intuitively, we have an existential path quantifier , and the 
symbols , , and  that are the temporal operators for “neXt time”, 
“bounded until”, and “bounded release”, respectively. The formula 

 means that it is possible to reach a state satisfying  via a 
finite path whose cumulative duration is in , and always earlier  
holds. The formula  means that either it is possible to reach a 
state satisfying  and  via a finite path whose cumulative duration 
is in , and always earlier  holds, or there is a path along which  
holds at all states with cumulative duration being in . The formulae 
for the “bounded eventually”, and “bounded always” are defined as 

standard: ,  .

An RTECTL formula is true in the model (in symbols ) 
 iff (i.e.,  is true at the initial state of the model ). For 
every the relation is defined inductively as follows:

- iff and 

- iff or 

- iff 

- iff  	

 

 

- iff  	

 

 .

III.	SMT-based bounded model checking

In this section we define the SMT-based BMC method for the 
existential fragment of RTCTL (RTECTL) [9]. Similarly to SAT-based 
BMC, the SMT-based BMC is based on the notion of the bounded 
semantics for RTECTL ([10]) in which one inductively defines for 
every  the relation  . Let  be a model,  a bound,  
an RTECTL formula, and let  denotes that is -true 
at the state s of  . The formula  is -true in  (in symbols 

) iff  (i.e.,  is -true at the initial state of the 
model  ). 

A.	 Bounded Semantics for RTECTL

Let be a model, a bound,  an RTECTL formula, and 
 denote that  is -true at the state  of .

The formula  is -true in  (in symbols ) iff 
(i.e.,  is -true at the initial state of the model $M$).

For every , the relation  (the bounded semantics)  is defined 
inductively as follows: 

•	  iff 

•	   	

 

 

•	  	
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Theorem 1 ([10]). Let  be a model and an RTECTL formula. 
Then, the following equivalence holds:  iff there exists  
such that .

The bounded model checking problem asks whether there exists 
 such that . The following theorem states that for a 

given model and an RTECTL formula there exists a bound  such 
that the model checking problem ( ) can be reduced to the 
BMC problem  ( ). The theorem can be proven by induction 
on the length of the formula .

B.	 Translation to SMT

The translation to SMT is based on the bounded semantics. Let 
be a simply-timed model, an RTECTL formula, and  a bound. 

The presented SMT encoding of the BMC problem for RTECTL and 
for STS is based on the SAT encoding of the same problem [10,11], and 
it relies on defining the quantifier-free first-order formula 

that is satisfiable if and only if  holds. 

The definition of the formula assumes that states of the 
model are encoded in a symbolic way. Such a symbolic encoding 
is possible, since the set of states of is finite. In particular, each 
state can be represented by a vector  (called a symbolic state) of 
different individual variables ranging over the natural numbers (called 
individual state variables). 

The formula  encodes a rooted tree of -paths of the 
model . The number of branches of the tree depends on the value of 
the auxiliary function  defined in [10]. 

Given the above, the -th symbolic -path is defined as the 

following sequence , where  are 

symbolic states and  are symbolic durations, for  and 

. The symbolic duration is a individual variable 
ranging over natural numbers. 

Let  and  (resp.,  and ) be two different symbolic states 
(resp., durations). We assume definitions of the following auxiliary 
quantifier-free first-order formulae: 

•	 - encodes the initial state of the model , 

•	 - encodes the transition relation of , 

•	 - encodes the set of states of  in which 
holds, 

•	 encodes that the duration time represented by the 
sequence of symbolic durations is less than 

, 

•	 - encodes that the duration time represented by the 

sequence  of symbolic durations belongs to the 
interval ,

•	  for  - encodes that the duration 
time represented by the sequences  and 

of symbolic durations belongs to the 
interval . 

The formula encoding the unfolding of the transition 
relation of the model  -times to the depth is defined as 
follows: 

For every RTECTL formula  the function determines how 
many symbolic -paths are needed for translating the formula . 
Given a formula  and a set  of -paths such that , 
we divide the set  into subsets needed for translating the subformulae 
of . To accomplish this goal we need the auxiliary functions , 

 and that were defined in [11]. 

Let  be an RTECTL formula,  a model, and a bound. 

The quantifier-free first-order formula , 
where , encodes the bounded semantics 
for RTECTL, and It is defined inductively as shown below. Namely, 

let , , , , 

, then:

•	

•	

,

•	

.
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IV.	Experimental results

Our SAT-based and SMT-based BMC algorithms were implemented 
as standalone programs written in the programming language C++. 
For the SAT-based BMC module we used the state of the art SAT-
solver PicoSAT [4], and for our SMT-based BMC module we used the 
state of the art SMT-solver Z3 [6]. 

In this section we experimentally evaluate the performance of our 
SMT-based BMC encoding for RTECTL over the STS se- mantics. We 
compare our experimental results with the SAT-based BMC [10], the 
only existing method that is suitable with respect to the input formalism 
and checked properties. 

We have conducted the experiments using two benchmarks: the 
generic simply-time pipeline paradigm (GSPP) STS model [10] and 
the bridge crossing problem (BCP) STS model [10]. We would like to 
point out that both benchmarks are very useful and scalable examples. 
Further, we specify each property for the considered benchmarks in the 
existential form, and for every specification given, there exists a witness. 

We have computed our experimental results on a computer equipped 
with I7-3770 processor, 32 GB of RAM, and the operating system 
Arch Linux with the kernel 3.15.3. We set the CPU time limit to 3600 
seconds. Moreover, in order to compare our SMT-based BMC with the 
SAT-based BMC, we have asked the authors of [10] to provide us the 
binary version of their implementation of the SAT-based BMC method. 
We have obtained the requested binaries. Furthermore, our SMT-based 
BMC algorithm is implemented as standalone program written in the 
programming language C++. 

For the SAT-based BMC module we used the state of the art SAT-
solver PicoSAT (http://fmv.jku.at/picosat/) [4], and for our SMT-based 

BMC module we used the state of the art SMT- solver Z3 [6] (http://
z3.codeplex.com/).

A.	 The bridge-crossing problem 
The bridge-crossing problem (BCP) [8] is a famous mathematical 

puzzle. To generate experimental results we have tested BCP system 
defined in [10]. We have five automata that run in parallel and 

synchronised on actions , , and  for  and . 
 The action  (respectively, ) means that the -th person 
goes from the left side of the bridge to its right side (respectively, 
from the right side of the bridge to its left side) bringing back the 

lamp. The action with  (respectively,  with ) 
 means that the persons and  cross the bridge together from its 
left side to its right side (respectively, from its right side to its left 
side). Four automata (those with states named as  and , 
 for ) represent persons, and one represents a lamp that 
keeps track of the position of the lamp, and ensures that at most two 
persons cross in one move. Let  denote the minimum time 

required to cross the bridge,  be the number of persons, and 

. We have tested BCP for 
persons, with  and , on the 
following RTECTL formulae: 

•	 ,

•	 ; 
the formulae are true in the model for BCP. 

Figure 1: A network of STADD automata that models BCP for 4 persons. The variableD indicates the crossing direction: D = 1 (D = 0) means that all the persons 
crossthe bridge from its left side to its right side, (from its right side to its left side). Thevariable W denotes the number of persons waiting on the left (right) side 
of the bridge,if D = 1 (D = 0).

http://fmv.jku.at/picosat/
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B.	 Generic Simply-timed Pipeline Paradigm
We adapted the benchmark scenario of a generic pipeline 

paradigm  [7], and we called it the generic simply-timed pipeline 
paradigm (GSPP). The model of GSPP involves Producer producing 
data, Consumer receiving data, and a chain of  intermediate Nodes 
that transmit data produced by Producer to Consumer. Producer, 
Nodes, and Consumer have different producing, sending, processing, 
and consuming times. A STADD automata model of GSPP is shown in 
Fig 2. We have automata (  automata representing Nodes, one 
automaton for Producer, and one automaton for Consumer) that run 
in parallel and synchronise on actions  ( ). Action 

means that -th Node has received data produced by 
Producer. Action means that Consumer has received 
data produced by Producer. 

Action  means that -th Node processes data. Action 
means that Producer generates data. Action 

means that Consumer consumes data produced by Producer. 

Let . We have tested the GSPP problem with the following 
basic durations: , , ,

 and their multiplications by 50, 100, 150, etc., on 
the following RTECTL formulae: 

•	 ,

•	

,

•	

, 
where  denotes the minimum time required to receive by 
Consumer the data produced by Producer. 

Note that the  and  are properties, respectively, of 
the type the existential bounded-response and existential bounded-
invariance. All the above formulae are true in the model for GSPP. 

C.	 Performance evaluation
The evaluation of both the BMC algorithms is given by means of 

the running time and the memory used. In most cases, the experimental 

results show that the SMT-based BMC method is significantly faster 
than the SAT-based BMC method. 

1)	 GSPP
From Fig.  3-8 and Tables 1-3 we can notice that for the GSPP 

system and all considered formulae the SMT-based BMC is faster 
than the SAT-based BMC, however, the SAT-based BMC consumes 
less memory. Moreover, the SMT-based method is able to verify more 
nodes for all the tested formulae. In particular, in the time limit set for 
the benchmarks, the SMT-based BMC is able to verify the formula 

 for 54 nodes while the SAT-based BMC can handle 40 nodes, 
for the formula  respectively 25 nodes and 21 nodes. For 

the SMT-based BMC is still more efficient - it is able to verify 
20 nodes, whereas the SAT-based BMC verifies only 17 nodes for 

 and 19 nodes for .

Table 1: SMT-BMC: Experimental results for GSPP and 
scaling up  the number of nodes and basic duration

n Sec. MB Whitness length

1 0.1 12.5 5

5 0.1 13.5 13

10 0.7 16.6 23

15 3.0 21.8 33

20 8.4 29.7 43

25 21.4 40.3 53

30 56.3 50.7 63

35 139.0 70.6 73

40 323.0 86.3 83

45 577.9 109.8 93

50 1615.1 145.0 103

53 3220.1 153.5 109

54 3957.4 180.8 111

Figure 2: A network of STADD automata that models GSPP.
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Table 2:  SMT-BMC: Experimental results for GSPP and 
scaling up  the number of nodes and basic duration

n Sec. MB Whitness length

1 0.6 4.4 6

2 1.9 7.2 8

3 3.4 11.2 10

4 6.1 15.9 12

5 10.9 22.2 14

6 24.6 29.9 16

7 31.8 38.9 18

8 50.0 50.4 20

9 79.1 63.4 22

10 98.7 78.7 24

12 170.1 120.3 28

15 615.5 198.2 34

20 2304.1 423.5 44

22 2462.1 537.3 48

25 7203.7 777.5 54

Figure 3: SAT/SMT-BMC: GSPP scaling up both 
the number of nodes and durations

4: SAT/SMT-BMC: GSPP scaling up both the 
number of nodes and durations

Figure 6: SAT/SMT-BMC: GSPP scaling up both 
the number of nodes and durations

Figure 7: SAT/SMT-BMC: GSPP scaling up both 
the number of nodes and durations

Figure 8:  SAT/SMT-BMC: GSPP scaling up 
both the number of nodes and durations

Figure 5:SAT/SMT-BMC: GSPP scaling up both the 
number of nodes and durations
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Table 3:  SMT-BMC: Experimental results for GSPP and 
scaling up  the number of nodes and basic duration

n Sec. MB Whitness length

1 0.2 14.4 5

2 0.7 17.7 7

3 1.4 23.6 9

4 2.7 31.8 11

5 4.8 43.6 13

6 8.4 62.6 15

7 16.9 81.6 17

8 25.8 103.3 19

9 37.7 138.1 21

10 78.0 200.0 23

11 90.8 232.3 25

12 143.0 301.1 27

13 203.3 393.9 29

14 407.9 503.8 31

15 402.0 670.1 33

16 675.1 1014.5 35

17 762.1 1136.4 37

18 1663.9 1901.3 39

19 2235.8 2397.2 41

20 3641.5 2252.4 43

2)	 BCP
As one can see from the line charts for the BCP system (Figures 9-12, 

Tables 4-5), in the case of this benchmark the SMT-based BMC and 
SAT-based BMC are complementary. In the case of the formula SMT-
based BMC is able to verify system with 10 persons while the SAT-
based BMC can handle 11 persons. For the SMT-based BMC is more 
efficient - it is able to verify 31 persons, whereas the SAT-based BMC 
verifies only 27 nodes for and 29 nodes for , but the SAT-based BMC 
consumes less memory. 

Table 4: SMT-BMC: Experimental results for BCP and 
scaling up  the number of nodes and basic duration

n Sec. MB Whitness length

4 0.0	 13.6 6

5 0.1	 14.4 8

6 0.8 16.4 10

7 4.8 21.3 12

8 67.5 44.3 14

9 1094.3 158.8 16

10 6298.2 163.6 18

Figure 9: SAT/SMT BMC: BCP scaling up both 
the number of persons and durations

Figure 10: SAT/SMT BMC: BCP scaling up both 
the number of persons and durations

Figure 11: SAT/SMT BMC: BCP scaling up both 
the number of persons and durations

Figure 12: SAT/SMT BMC: BCP scaling up both 
the number of persons and durations
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Table 5: SMT-BMC: Experimental results for BCP and 
scaling up  the number of nodes and basic duration

n Sec. MB Whitness length

4 0.1 13.7 6

5 0.2 14.6 8

6 0.5 16.4 10

7 1.2 19.3 12

8 2.1 22.4 14

9 3.7 27.3 16

10 5.9 33.1 18

11 9.9 39.7 20

12 14.9 49.0 22

13 25.9 61.7 24

14 34.1 73.8 26

15 54.4 96.5 28

16 71.7 114.3 30

17 105.3 138.4 32

18 141.7 172.2 34

19 182.1 216.8 36

20 265.5 251.8 38

21 340.1 305.9 40

22 436.0 367.3 42

23 630.3 428.9 44

24 816.6 521.3 46

25 1037.9 614.6 48

26 1309.7 734.7 50

27 1804.1 857.4 52

28 2385.1 986.7 54

29 2666.8 1139.2 56

30 3527.2 1326.0 58

31 3946.9 1528.0 60

V.	 Conclusion

We have proposed an SMT-based BMC verification method for 
model checking RTECTL properties interpreted over the simply-time 
systems that are generated for simply-timed automata with discrete 
data. We have provided a preliminary experimental results showing 
that our method is worth interest. 
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Abstract — Spatial sound has a conceptual role in the Web3D 
environments, due to highly realism scenes that can provide. 
Lately the efforts are concentrated on the extension of the X3D/
X3DOM through spatial sound attributes. This paper presents a 
novel method for the introduction of spatial sound components 
in the X3DOM framework, based on X3D specification and Web 
Audio API. The proposed method incorporates the introduction 
of enhanced sound nodes for X3DOM which are derived by the 
implementation of the X3D standard components, enriched 
with accessional features of Web Audio API. Moreover, several 
examples-scenarios developed for the evaluation of our approach. 
The implemented examples established the achievability of new 
registered nodes in X3DOM, for spatial sound characteristics in 
Web3D virtual worlds.

Keywords — Spatial sound, X3D, X3DOM, Web Audio API, 
Web3D, Real-time, Realistic 3D, 3D Audio.

I.	 Introduction

THE three Dimensional (3D) visualization plays a vital role in 
Computer Graphics. In the last few years, there is a growing interest in 
the technologies which have been designed to present Web 3D scenes. 
This effort has started since 1995, when a text based meta-language, 
Virtual Reality Modeling Language (VRML), was design with the 
influence of HTML [1]. Following this, the Web Graphics Library 
(WebGL) introduced in 2011 by the Kronos Group [2] and attracted 
considerable attention by Eicke et al. [3], due to the effective suggested 
method for Web 3D representation, without any particular hardware 
and software requirements. The so-called extensible 3D (X3D), is one 
of the latest architectures that has come up as an extension of VRML 
[4]. The use of the Extensible Markup Language (XML) in X3D had 
as a consequence increased flexibility and maturity in comparison 
to VRML [5]. However, the drawback of plugins installation was 
remaining. This problem was solved by the proposed X3DOM 
framework, as reported by Behr et al. [6]. For this reason, the last five 
years almost 70% of the X3D specification has been realized into the 
X3DOM framework, but the spatial sound attributes are remaining an 
open issue and not implemented yet, despite the fact that it is a critical 
issue for the 3D scene.

Moreover, the literature on 3D sound shows that it has attracted 
much attention from research teams. The group of Garbe [7] and Ding 
et al. [8], through the enrichment of their X3D audio nodes, succeed 
in better Web 3D representation. In the meantime, the most interesting 
approach to this issue has been proposed by the Web Audio API. This 
describes a high-level JavaScript API [9] that provides a group of new 
and reinforced audio properties in Web applications [10]. Wyse et al [11] 
and Pettersson et al. [12] have developed a novel implementation by 
using Web Audio API in order to achieve their goals for spatial sound.  
Most of the 3D applications support spatial sound. For example, the 

position and the intensity of a sound source could be managed by the 
user and accordingly, could be changed depending on the movement of 
the user. All the above are important for realistic scene. Consequently, 
spatial sound is an equally decisive issue for both, the 3D and the Web 
3D applications.

However, while X3D ISO [13] includes the specification of the 
spatial sound components, it has not been implemented in X3DOM 
yet. Moreover, there is no efficient implementation of spatial sound in 
X3D in general. Besides that, few publications can be available in the 
literature that address the issue of the X3D sound extension [7] [14] 
but they work only with a very limited number of sophisticated sound 
properties and methods. Therefore, we demonstrate an innovative 
method to improve the spatial auralization in X3DOM, through the 
X3D specification and the structure of Web Audio API. In detail, we 
make an effort to combine the benefits of X3DOM, such as the open 
technology and the lack of plugins use, with the flexible HTML5 and 
the efficient Web Audio API. Accordingly, our work intends to include 
3D sound in a declarative web 3D scene, with the ability to run natively. 
Likewise, the paper does not only focus on the implementation but also 
on the evaluation through a variety of scenarios. 

The rest of the paper is organized in 4 sections: Section II describes 
the technologies that are used, Section III analyses the implementation. 
The experimental results of the evaluation are presented in Section IV 
and Section V concludes the paper. 

II.	 Background

This section presents background information for the X3D/X3DOM 
and for the 3D Audio (Web 3D Audio - Web Audio API - X3D/X3DOM 
Audio) as well.

A.	 Web 3D - X3D/X3DOM
The X3D has been proposed by Web3D consortium, a nonprofit 

organization which is a combination of business companies, government 
agencies, academic institutions, and individual professionals. It has 
been formally approved by the International Standards Organization 
(ISO) as ISO/IEC 19775, since 2004 [15]. X3D is modern descendant 
of VRML, it not only includes the capabilities of VRML, but also 
predominates in several aspects. Particularly, it uses XML in order to 
express the geometry and integrates plainly with other applications 
[16]. Moreover, it is organized into logical groupings of functionality 
(components) [17], which could be expanded and enriched with new 
ones. Likewise, X3D applications are reliable and predictable; similarly 
X3D binary format provides encryption and compression [18]. For the 
aforementioned reasons, the X3D has become more attractive and 
effective than the VRML.

On one hand, X3D has been used already in HTML5 in order to 
declare the web 3D worlds. On the other hand, it does not address 
the problem of connection between the web-browser frontends and 
the X3D backends. X3DOM comes to overcome this issue [19]. 
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It is a framework, which incorporates a set of technologies such as 
X3D, WebGL, HTML, CSS and JavaScript. The main objective is 
the development of an X3D scene by the use of the HTML DOM and 
the 3D content management through the DOM elements and without 
extra plugins [20]. Equally important is the capability of X3DOM, as a 
JavaScript framework, to allow three interactions; the first is an event 
in the scene that causes a behavior in the scene. The second is an event 
in the scene that causes a behavior in the HTML5. The last is an event 
in HTML5 that causes a behavior in scene [21].

The present research efforts are focusing on the development of 
Web 3D interactive virtual worlds, based on the X3DOM. However, 
some studies draw attention to the X3DOM node extension. 

Stamoulias et al. [22] suggest the implementation of the rigid body 
physics component in the X3DOM environment. A concept for the 
improvement of the shadow representation for X3DOM is provided 
by the Kuijper’s group [3]. Additionally, Kapetanakis et. al [23]  
present an approach to extend the adaptation methods of X3DOM by 
adding a mechanism to perform dynamic adaptation and achieve HD 
video delivery in 3D Virtual Reality (VR) worlds. All the above have 
the same aim; to increase the level of realism in the Web 3D scene, 
through the enhancement of the X3DOM structure. The aim of the 
current work, in accordance to the previous examples, is to open up 
the field of the spatial sound in a web 3D scene, beyond the limits of 
the X3D-X3DOM technology.

Table I 
Our implementation for the registration of X3D sound nodes (attributes) into X3DOM.

N
od

e X3D X3DOM Our Implementation

Attributes Web Audio API Enhanced X3D Nodes 

X
3D

So
un

dS
ou

rc
eN

od
e:

 A
ud

io
C

lip

SFString description AudioSource

SFBool loop AudioBufferSourceNode AudioSource

SFNode metadata AudioSource

SFTime pauseTime AudioBuffer
AudioContext AudioSource

SFFloat pitch  AudioBufferSourceNode AudioSource

SFTime resumeTime  AudioBuffer
AudioContext AudioSource

SFTime startTime AudioBufferSourceNode AudioSource

SFTime stopTime AudioBufferSourceNode AudioSource

MFString url  AudioSource

SFTime duration_changed

SFTime elapsedTime

SFBool isActive

SFBool isPaused

SFBool enabled

X
3D

So
un

dN
od

e:
 S

ou
nd

SFVec3f location PannerNode PannerNode

SFVec3f direction PannerNode PannerNode

SFFloat maxBack PannerNode PannerNode 

SFFloat maxFront PannerNode PannerNode

SFFloat minBack PannerNode PannerNode

SFFloat minFront PannerNode PannerNode

SFNode metadata

SFFloat intensity GainNode 

SFFloat priority DynamicsCompressorNode

SFNode source AudioSource

SFBool spatialize TRUE TRUE
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B.	 3D Audio
The sound comprises a fundamental part of real life applications 

and can be produced from a plenty of audio sources. Every sound has 
a specific direction and can be easily identified, due to its distinctive 
characterizations and the familiarity that we have developed with 
sounds [24]. Additionally, a characteristic of the human hearing system 
is the ability to perceive the 3D sound. General, the meaning of 3D 
sound lies in the way that the listener receives the incoming sounds 
from all the directions. The concept of 3D sound is the same when it is 
simulated by a computer [25]. In other words, a listener can recognize 
meaningful spatial cues from a sound source, for example the direction, 
the distance and the spaciousness [26].

According to the above, the 3D sound is important to be included 
in virtual worlds, in order to improve the realism and the sense of 
the immersivity in the scene. In this case, the user can understand 
any sound source which is included in the virtual 3D scene through 
the combination of visual and auditory sense. Adding natural spatial 

sound to interactive 3D immersive applications, more sophisticated 
information is conveyed, in conjunction with using other modalities 
(e.g., vision) [27].

1)	 Web 3D Audio
Many approaches for Web 3D applications aimed at realistic 

visualization of the scene. The most often overlooked point is the 
sound, even though if it can offer further details to a 3D graphic 
world. Specifically, a high immersion level is accomplished and the 
natural interaction is increased, on the ground of that the graphic 
scene simulates the real world in the best possible way [23]. Equally 
important is the spatial audio and the rendering of spatial attributes 
of each auditory objects, in a Web 3D world. These attributes involve 
perceived directions, distances and spatial extends of the auditory 
objects; furthermore these attributes should be conceived in the same 
way as they are recognized in the real world [28].

For all the above reasons, considerable attention has been paid to 
introduce sound in web application. The first attempt took place via the 

Fig. 1.  Inheritance diagram of Audio nodes in X3D.

Fig. 2a. This component diagram presents our proposal for spatial sound in X3DOM. The attributes of AudioClip (X3D node) have been registered in X3DOM 
with the use of new enhanced X3D nodes and Web Audio API nodes. Each color expresses which fields combine in order to create the respective components in 
X3DOM.
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<bgsound> tag, in which only background music could be contained 
in a web page and was available for specific browsers. After that, 
flash was the first cross-browser way of audio on the Web, but plugins 
were required. The focus of recent research was concentrated on the 
element <audio> in HTML5, which could avoid the plugins, but was 
not designed for sophisticated and ambitious developments [29], [30]. 
Specifically, the element <audio> is inferior to apply filters to the 
sound signal and access the raw PCM data. Moreover, it does not 
include the concept of position and direction of sources and listeners. 
Lastly, it does not afford low-latency precise-timing model, which 
is very important for interactive applications for the need of fast 
auditory response to user actions [31]. Thus, it is not adequate for a 
3D interactive web environment with demanding sound design.

Under these circumstances, several alternatives have been 
proposed, in order to establish an effective API, which attends to 
overcome the most of these limitations.  One of the most interesting 
approach to this issue is Web Audio API, which has been proposed by 
Mozilla Foundation. Predecessor of Web Audio API was the Audio 
Data API. This API provided a distinct structure for writing audio 
callbacks in JavaScript, but it did not provide specifications for lower 
level, native, pre-compiled agent to be included in browsers [32]. 
As a result, Mozilla Foundation resulted in the adoption of the Web 
Audio API, which was endorsed by the other browsers.

2)	 Web Audio API
Web Audio API is a high-level JavaScript API, which can be used to 

synthesize audio in web applications. Additionally, it is characterized 
as an extremely powerful tool for controlling audio in the browser and 
tends to become a de facto standard in modern browsers [33]. 

Until now, 3D audio rendering engines were utilized, such as 
OpenAL (Open Audio Library) [34], FMOD library, in order to 
develop 3D auralization. Even thought that the existing solutions 
afford friendly interfaces, they have a number of limitations. Namely, 
they confined to the rendering of static audio sources, in contrast with 
the Web Audio API [35]. 

Moreover, the significance of Web Audio API can be obvious from 

the fact that a number of web audio libraries and APIs have been 
developed, in order to use/handle it. Specifically, Three.js, uses the 
Web Audio API to play the sound and determine the correct volume. It 
is a JavaScript library, which offers a simple way programming WebGL 
directly from JavaScript, with the view to create and animate 3D 
scenes [36], [37]. Moreover, the webaudiox.js library disposes a set of 
helpers for using the Web Audio API and the howler.js library supports 
automatic caching for Web Audio API [38], [39]. Furthermore, the 
pedalboard.js is an open-source JavaScript framework which develops 
audio effects through the Web Audio API [40]. Another one is the Wad 
library that helps to simplify manipulating audio using the Web Audio 
API [41]. Lastly, the Fifer Javascript library is a lightweight conductor 
for the Web Audio API with Flash Fallback. [42].

As mentioned above, the Web Audio API becomes attractive for 
the spatial audio in web environments. Except the previous reasons, it 
also distinguished for extra benefits. In detail, it is open source and be 
supported from the most browsers. Furthermore, multi-channel audio 
is available and is integrated with Web Real-Time Communications 
(WebRTC). Also, high-level sound abilities as filters, delay lines, 
amplifiers, spatial effects (such as panning) are offered. At the same 
time, audio channels can have 3D distribution according to the 
position, speed or direction of the viewer and the sound source [43]. 
Additionally, the Web Audio API is characterized by compositionality, 
using audio node structure, which can be linked together in order to 
form an audio routing graph. Besides that, it is much faster since it is 
written in C++, rather than it has been written in JavaScript. However, 
Web Audio API also provides a node (ScriptProcessorNode) that 
allows the web developers to manage audio using JavaScript. All the 
above assets make the Web Audio API to break new ground for the web 
sound synthesis [10].

Indeed, it was not a coincidence that Web Audio API has drawn 
much attention from research teams in the last two years. In particular, 
the literature demonstrates a variety of approaches which utilize Web 
Audio API, in order to accomplish the sound in web environment [44]-
[47]. Furthermore, many researchers have proposed various methods 
of adjusting the Web Audio API in their application [48], [49], [50].

Fig. 2b. This component diagram presents our proposal for spatial sound in X3DOM. The attributes of Sound (X3D node) have been registered in X3DOM 
with the use of new enhanced X3D nodes and Web Audio API nodes. Each color expresses which fields combine in order to create the respective components in 
X3DOM.
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In either case, the approach of Web Audio API is based on the concept 
of audio context, which presents the direction of audio stream flows, 
between sound nodes. In every node, the properties of the sound can 
be adapted and changed, depending on the application requirements.

The included nodes are possible to be sorted by type: a) Source 
nodes (audio buffers, live audio inputs, oscillators and JS processors), 
b) Modification nodes (filters, convolvers and panners), c) Analysis 
nodes (analyzers and JS processors), d) Destination nodes (audio 
outputs and offline processing buffers) [29].

3)	 X3D/X3DOM Audio
The current literature shows that insufficient efforts have been done 

in order to incorporate the spatial sound in X3D. Particularly, two 
types of nodes are included in the X3D, the first is about the sound 
description and the other one for the sound source. Specifically, the 
first node is the X3DSoundNode, which is an abstract node for all 
sound nodes. It is minimalist with only one attribute, metadata, which 
expresses important information for the significance, appearance 
and the proposed role of the model [51]. The second node is the  
X3DSoundSourceNode, which  is the abstract node for each node that 
is used to emit sound and it has a number of common fields with the 
TimeSensor, for example the loop, the startTime, the stopTime, the 
pauseTime and resumeTime (Figure 1).

The third node is the Sound, which is derived from the 
X3DSoundNode. It is designed for the description of the X3D scene 
sounds. Specifically, it determines both the location and the behavior 
of the sound. Additionally, the geometry describes that the sound 
can be directed and be emitted in an elliptical pattern. Two ellipsoids 
constitute the pattern, which specifies the borders for level of loudness 
of the sound. Also, ellipsoids can be reshaped in order to provide 
more or less directional focus from the location of the sound [52]. 
Consequently, the sound node is intended to recognize the source and 
is related to the direction, the location, the priority and general, the 
spatial features of the sound source (Figure 1) [53].

The forth node is the AudioClip, which is derived from the 
X3DSoundSourceNode. It specifies audio data that can be referenced 
by Sound nodes. Basically, it loads an external audio file with a view 
to handle playing, stopping and starting. As regard the attributes, 
AudioClip has a number of fields in common with TimeSensor, 
because it is an X3DSoundSourceNode and implements the 

X3DTimeDependentNode abstract type. Basically, the fields of the 
sound nodes and their interrelation are presented in Figure 1 by an 
interpretive diagram.

Besides that the X3DOM is a descendant of X3D, the only thing that it 
has been implemented for sound is the registration of X3DSoundNode, 
X3DSoundSourceNode, AudioClip and Sound nodes, but without the 
most of the properties of the respective X3D nodes. Specifically, an 
X3DOM scene could include an audio file for playing, without any 
spatial characteristics. Only the attribute “SFBool enabled” has been 
extra added to X3DOM in comparison with X3D, which specifies 
whether the clip is enabled or not. The first two columns of Table 1 
illustrate the attributes of sound nodes that are transferred to X3DOM 
from X3D. 

C.	 Motivation
The X3DOM framework comprises a fundamental part in the 3D 

web development, because it provides an approach for the integration 
of declarative 3D in HTML5 [19]. However, the implementation of 
spatial sound in X3DOM is still lacking, even thought that the spatial 
sound should be an integral part of an immersive 3D application. 
In order to overcome this drawback, we present an innovative 
solution of the spatial sound in X3DOM framework that based 
on a combinational methodology. Specifically, we suggested the 
enrichment of X3DOM with spatial sound features, using both the 
X3D sound nodes and the structure of Web Audio API. We selected 
this combination for the reason that both the X3D and the Web 
Audio API has been influenced by OpenAL. Particularly, the Web 
Audio API has borrowed many concepts from OpenAL (position 
and orientation of sources and listeners, parameters associated with 
the source audio cones, relative velocities of sources and listeners) 
[29]. In the same time, the structure of OpenAL has been used for 
X3D sound nodes extension, by the group of Garbe [7] and several 
authors [54], [55], [18] have proposed the implementation of 3D 
virtual environment with the cooperation of X3D (for 3D scene) 
and OpenAL (for 3D sound). The compatibility which stems from 
the common ground that the API and X3D has, is the main asset that 
we are taking advantage in order to incorporate the spatial sound to 
X3DOM framework.

A measurement of the impact of our contribution is the number 
of web applications in X3DOM platform that may benefit from the 

Fig. 3. Registered nodes for the paper implementation
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spatial sound components we introduce.  Teleconferencing, gaming, 
immersive internet and entertainment are some of the areas that achieve 
a truly immersive listening experience, through 3D sound of X3DOM. 

Although Web Audio API has been coupled with WebGL for spatial 
sound in the past [36], these efforts are custom implementations that use 
API’s methods natively and are still away of becoming a platform or even 
more a language. Our effort was not just to customize an environment but 
instead to fully integrate Web Audio API into X3D language, by introducing 
new sound nodes and incorporate them in X3DOM API. In other words, 
with this approach the complex sound design and implementation is 
becoming transparent to the programmer and moreover the applications 
are independent of the sound libraries are employed.

Fig 3 presents the new nodes which have been registered in X3DOM 
according to our proposal (a combination of Web Audio API nodes 
and Custom Nodes). Table 1, Fig. 2a and Fig. 2b depict the matching 
of X3D and Web Audio API attributes, which have been integrated in 
order to create the respective components in X3DOM.

III.	Implementation

This Section is devoted to the implementation of the proposed 
design. In the first place is the registration of Web Audio API and 
custom components into X3DOM framework. All these nodes are used 
by HTML DOM, which is essentially an X3D scene, directly from 
the X3DOM and no through JavaScript structure. On the other hand, 
JavaScript code, which is indicated as JavaScript Controller, accords 
all the indispensable instruction of nodes design and role. It interacts 
with the HTML file, for the purpose of parsing the 3D scene and being 
updated on any potential change in the scene. In the following sections, 
a more detailed description is presented of which nodes are entered on 
the X3DOM core in order to be recognized and be used as X3DOM 
element, as well as the process of JavaScript Controller.

A.	 Web Audio API/Enhanced X3D nodes registration into 
X3DOM

The attributes of AudioClip (X3D node) and Sound (X3D node) 
have been re-introduced in X3DOM with the use of:
•	 Two enhanced  X3D  nodes

1.	 AudioSound
2.	 AudioSource

•	 An added value set of Web Audio API nodes.
The first stage of our work is the registration of new components in 

X3DOM core. Besides that, it mutually exchanges information with 
the AudioBufferSourceNode component of Web Audio API. For visual 
representation of the implementation structure, the reader is referred 
to Fig 3.

1)	 Registered Web Audio API nodes in X3DOM
A set of Web Audio API nodes were registered in the X3DOM, 

in order to implement the proposed work. To enumerate, we utilized 
the AudioDestinationNode and AudioBufferSourceNode, which 
represent the final audio destination and the audio source consisting 
of in-memory audio data. Likewise, the GainNode affects the loudness 
of a sound and the BiquadFilterNode supports all of the commonly 
used second-order filter types. Furthermore, the DelayNode causes 
a delay between the arrival of an input data and its propagation to 
the output. The AudioListener represents the position of a person 
listening to an audio source in 3D space and each source can be passed 
through a PannerNode, which spatializes the input audio. Based on 
the relative position of the sources and the listener, the correct gain 
modifications can be computed by this method. Also, we registered 
the StereoPannerNode in order to pan an audio stream left or right. A 
further register node is the ConvolverNode which is effectively a very 
complex filter (like the BiquadFilterNode), but rather than selecting 
from a set of effect types, it can be configured with an arbitrary filter 
response. The AnalyserNode is intended to provide real-time frequency 
and time-domain analysis information. The ChannelSplitterNode was 
utilized to separate the different channels of an audio source and it 
often used in conjunction with its opposite the ChannelMergerNode. 
Lastly, we recommended to insert the DynamicsCompressorNode 
which was used for the compression of effects, the WaveShaperNode 
for the representation of a non-linear distorter and the OscillatorNode 
for the rendition of a periodic waveform [9].

It is noteworthy that the nodes StereoPannerNode, ConvolverNode, 
WaveShaperNode and OscillatorNode have been registered as extra 
nodes, in order to provide further sound features in the web 3D scene 
and succeed a higher dimension of realism in the 3D environment.

2)	 Enhanced X3D nodes
The enhanced X3D nodes, which were developed for the needs 

of the proposed work, are the AudioSound and AudioSource. The 
first one is the “parent” element of any other new component and 
the second is a combination of the development node in X3DOM, 
X3DSoundSourceNode and set of attributes of the corresponding X3D 
node. Specifically, the registration of AudioSound has been developed 
with the follow structure:

Registration of AudioSound Node in X3DOM

x3dom.registerNodeType(“AudioSound”){
this.addField_SFNode(“transform”,x3dom.nodeTypes.Transform), 
this.addField_SFNode(“source”, x3dom.nodeTypes.AudioSource), 
this.addField_SFNode(“panner”, x3dom.nodeTypes.PannerNode), 
this.addField_SFNode(“filter”,x3dom.nodeTypes.BiquadFilterNode), 

Fig. 4. The second example: spatial sound with a sound source which moves in the scene (right-left).
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this.addField_SFNode(“delay”, x3dom.nodeTypes.DelayNode), 
this.addField_SFFloat(“playbackRate”, 1), 
this.addField_SFNode(“metadata”,x3dom.nodeTypes.X3DMetadataObject) 

}

As it is mentioned above, the AudioSound includes transform field 
which is linked with the Transform type node, in order to connect 
them using the DEF/USE attribute. Additionally, the source attribute 
is to determine the sound source, through the AudioSource enhanced 
X3D node. Moreover, the panner attribute links with the PannerNode, 
which is reliable for the representation of audio source position and 
behavior. After that, the filter is intended to insert a simple low-order 
filter. Lastly, the attributes delay and playbackRate are used for delay 
and the rate of input sound data.

Furthermore, AudioSource have been registered with the follow 
structure:

Registration of AudioSource Node in X3DOM

x3dom.registerNodeType(“AudioSource”){
this.addField_SFString(“description”, “”), 
this.addField_SFBool(“loop”, !1), 
this.addField_SFNode(“metadata”, 
x3dom.nodeTypes.X3DMetadataObject), 
this.addField_MFString(“url”, []), 
this.addField_SFTime(“pauseTime”, 0), 
this.addField_SFFloat(“pitch”, 1), 
this.addField_SFTime(“resumeTime”, 0), 
this.addField_SFTime(“startTime”, 0), 
this.addField_SFTime(“stopTime”, 0) }

The description field specifies a textual description of the audio 
source, the loop attribute arranges for the repetition of sound source. 
The url field points to the location of the sound source of interest and 
the pitch is a multiplication factor applied to sound sampling and 
playback. Lastly, in X3D structure (pauseTime, startTime, stopTime) 
had the defaults value (0, 0, 0). In our implementation, the respective 
attributes was implemented with the default values (-1, 0, -1), for the 
case that pauseTime and stopTime do not need to be used.

B.	 JavaScript Controller
The role of JavaScript Controller is to emulate the 

ScriptProcessorNode node of Web Audio API, which provides the 
ability of web audio synthesis and process, directly in JavaScript. 
Equally important is the fact that one or more AudioSound 
components, which incorporates AudioSource, PannerNode, 
BiquadFilterNode, DelayNode and Transform nodes, could be 
included in HTML. Accordingly, the structure of JavaScript 
Controller starts with a repetitive detection in the HTML DOM, 
until find an AudioSound node (or an Inline node. In this case, 
the scene is an X3D file and all nodes are loaded by Inline node 
via the “url” of X3D file.), essentially until recognize an X3DOM 
audio element. Once this being achieved, a new 3D Sound Object 
will be created. Then, registered nodes are invoked, following 
certain order, AudioSourceNode, AnalyserNode, WaveShaperNode, 
BiquadFilterNode, ConvolverNode, GainNode, PannerNode and 
AudioDestinationNode. Those of the above nodes will be recognized, 
they will be appended in an array, in order to be available. Together 
with that, 3D Sound Object was initialized and was updated, through 
the exchange of data with HTML DOM. In addition to, ArrayBuffer 
and XMLHttpRequest are used, for the purpose of to load and play 
sound. In case that, visual and aural conditions will be changed, 
HTML DOM will be respectively updated.

IV.	Evaluation

In this section the results of our implementation are given. In 
order to verify the validity of our method, we carried out several 
experiments – examples, in which new registered nodes were used 
(http://medialab.teicrete.gr/minipages/x3domAudio/index.html). 
Our tests have been investigated with the use of Google Chrome 
41.0, Firefox Mozilla 36.0 and Opera 28.0. This choice was based 
on the fact that these browsers support the Web Audio API [56]. 
However, in our development has anticipated the fact that the 
browser cannot support spatial sound for any reason (for example 
not support Web Audio API). In this case, the implementation 
was adapted and produces the result without sound spatiality. 
Additionally, the browser Opera cannot load .mp3 files, in this case, 
our work controls this condition and if it is true, returns warning 
message. Next, a description is following, which presents these 
examples in detail.

Fig. 5. Forth example: spatial sound through camera animation in an X3D scene with two sound sources.

http://medialab.teicrete.gr/minipages/
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A.	 Examples-Experiments

1)	 Single Audio Source
The first example1 evaluates the attenuation of one sound source, 

in a web 3D scene, through the X3DOM. Specifically, it includes the 
implementation of a single sound source, which is represented by a 3D 
object. The spatiality of the sound is expressed by a process, in which 
when the user approaching nearby to the sound source the volume 
is increased and accordingly when removed therefrom is reduced. 
In addition to this and depending on the side of the sound source 
that the user observes, the sound is emitted from the corresponding 
speaker. Apart from the 3D scene, we have also added an analyser 
slider. The analyser gives the possibility to receive real-time generated 
data, without any change from the input to output sound information. 
1http://www.medialab.teicrete.gr/minipages/x3domAudio/singleAudio.xhtml

Through this process we achieved the audio visualization of the sound 
source. 

In order to achieve what is described in the first example, a subset 
of new nodes (registered by us in X3DOM framework) were utilized in 
HTML DOM. Specifically, AudioSound is used as the parent element 
of any other new node. Transform, PannerNode and AudioSource 
constitute the children of AudioSound. The role of Transform node is 
to offer multiple DEF/USE copies of X3DOM in the new registered 
AudioSound node. 

Moreover, PannerNode spatializes the input audio based on the 
relative position of the source and the listener. Finally, the AudioSource 
is responsible to load the sound file.

The Diagram 1a summarizes the background of implementation. 
Particularly, the graph illustrates how the nodes are connected and in 

Diagram 1: (a) The Node Diagram of Single Audio Source Example (First Example). (b) The Node Diagram of Split Channels Example (Second Example). (c) 
The Node Diagram of Spatial Sound Effects and Filters Example (Third Example). (d) The Node Diagram of Web3D Spatial Audio Camera Animation Example 
(Forth Example).

http://www.medialab.teicrete.gr/minipages/x3domAudio/singleAudio.xhtml
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which sequence they are implemented for this specific example.

2)	 Split Channels 
The second example2 assesses the capability of the audio channels 

split, through our implementation (Fig 4). This X3D scene includes a 
simple sound source which can be moved right and left. Depending 
on the position of the sound source, the user can hear the produced 
sound from the corresponding output speaker. In this case, the new 
registered sound nodes of the X3DOM are called directly from the 
HTML file. In particular, we started with the AudioSound, which is the 
parent element of any other new node, as mentioned earlier. Transform, 
PannerNode and AudioSource which can represent different kinds of 
filters, comprise the children of the AudioSound. Accordingly, there is 
a source that can be passed through a PannerNode for the spatialization 
of the input audio. 

Also, Diagram 1b outlines the nodes connection of the second 
example through the implementation.

3)	 Spatial Sound Effects and Filters 
In the same way, a third example3 is investigated during the 

evaluation process, in order to introduce effects and filters in a 
X3DOM environment.  This example includes an X3D scene with 
three sound sources. Each of them is visualized by a 3D object (in our 
case is a sphere) that depicts the sound effects. Specifically, we have 
added filters through of them we are able to manage the different sound 
effects in an impressive way. Filters can be composed of a number of 
attributes, frequency, detune, gain and the factor quality which also 
known as Q. 

Basically, the filters are classified in some specific types, depending 
on the sound effects that produce. In detail, there is the Low-pass 
filter which can create more muffled sound. Another one is the High-
pass filter, which is used to generate tinny sound. Equally important 
is the Band-pass filter, which cuts off low and high frequencies and 
passes through only these within a certain range. On the contrary, the 
Notch filter has exactly the opposite operation of the Band-pass filter. 
Then is the Low-shelf filter, its role is to change the amount of bass 
in a sound, as a result the frequencies that are lower than the current 
frequency get a boost, while them that are over it remain unchanged. 
Next, the High-shelf filter is responsible for the quantity of treble in a 
sound. Moreover, Peaking filter is used in order to handle the amount 
of midrange in a sound. Lastly, there is the All-pass filter, whose role is 
to introduce phased effects. 

In order to implement the said to our example it has been utilized 
the nodes of the previous example in a similar way (the new registered 
sound nodes of the X3DOM are called directly from the HTML file). 
Consequently an AudioSound node for each sound source is used. 
AudioSound is comprised of Transform, PannerNode, AudioSource 
and BiquadFilterNode. Also, an analytical menu is provided in the web 
page, so the user can change the parameters of the filters which are 
described above.

The Diagram 1c shows in which way the registered nodes in 
X3DOM created and used in this scenario-example.

4)	 Web3D Spatial Audio Camera Animation 
In the last example4 (Figure 5), we evaluate the attenuation of two 

different sound sources, while the camera (the user) is moving in the 3D 
scene. Through the immersion in the X3D scene the user could attend 
a rational navigation. Whenever the camera moves in the direction of 
an existing sound source, the sound strength of this source increases, 
2 http://www.medialab.teicrete.gr/minipages/x3domAudio/splitChannels.xhtml
3 http://www.medialab.teicrete.gr/minipages/x3domAudio/filters.xhtml
4 http://www.medialab.teicrete.gr/minipages/x3domAudio/
spatialAudioCamera.xhtml

while the sound strength of the other (the second one) decreases and 
vice versa. Through this process, great realism of the scene is achieved, 
since it emulates the spatial sound in real world.

In a like manner as in the previous examples, the new registered 
sound nodes of the X3DOM are called directly from the HTML 
file. Therefore, an AudioSound node (which contains Transform, 
PannerNode and AudioSource, as its children) for each sound source 
is used. 

Furthermore, Diagram 1d represents the new registered nodes flow 
of this example.

Consequently, the experiments indicated that our implementation 
corresponded as it was expected, without any major problem. 
Furthermore, some tests repeated with the use of a considerable number 
of sound sources at the same time, with effectual results.

V.	 Conclusions

Even though the X3DOM advantages in comparison with X3D, it 
does not require plugins, the X3DOM could not adequately handle the 
spatial sound. This was a major drawback for the design of realistic 
and interactive 3D scenes. Our proposal is a sufficient way to solve 
this problem and adds the spatial sound in X3DOM, ensuring that the 
quality of 3D scenes will be increased.

Substantially, the implementation of already existing X3D sound 
nodes was insufficient. For this reason, we included the structure of 
Web Audio API nodes and we adapted them in the X3DOM framework. 

Lastly, based on the examples-experiments, it can be concluded 
that interactive Web3D scene can be composed with the use of new 
registered nodes and the results confirm our methodology. 
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Abstract —Real-time collaboration is being offered by 
multiple libraries and APIs (Google Drive Real-time API, 
Microsoft Real-Time Communications API, TogetherJS, 
ShareJS), rapidly becoming a mainstream option for web-
services developers. However, they are offered as centralised 
services running in a single server, regardless if they are free/
open source or proprietary software. After re-engineering 
Apache Wave (former Google Wave), we can now provide the 
first decentralised and federated free/open source alternative. 
The new API allows to develop new real-time collaborative 
web applications in both JavaScript and Java environments. 

Keywords—Apache Wave, API, Collaborative Edition, 
Federation, Operational Transformation, Real-time 

I.	 INTRODUCTION

Since the early 2000s, with the release and growth of Wikipedia, 
collaborative text editing increasingly gained relevance in the Web . 

The wiki software [1] (such as MediaWiki, TikiWiki and others), which 
enabled scalable collaborative edition of documents, rapidly became 
popular. Nowadays, we can see thousands of wikis used by researchers, 
institutions, enterprises, and a wide diversity of communities to 
crowdsource the knowledge of the participants. Just Wikia [2], a wiki 
service provider, accounts for 300K wiki communities with 135M 
monthly visitors.

Writing texts in a collaborative manner implies multiple challenges, 
especially those concerning the management and resolution of 
conflicting changes: those performed by different participants over 
the same part of the document. That is, if Alice and Bob edit the 
same sentences at the same time, we should make sure none of their 
contributions is lost. In fact, in a scenario where we have hundreds or 
thousands or contributors over the same pages, such conflict is not rare. 
These conflicts are usually handled with asynchronous techniques as in 
version control systems for software development [3] (e.g. SVN, GIT), 
resembled by the popular wikis. In these environments, the software 
automatically merges contributions over different sections, but users 
are forced to “take turns” to edit the same sentences (or otherwise 
manually merge the others’ contributions to theirs). 

However, some synchronous services for collaborative 
text editing have arisen during the past decade. These allow 
users to write the same document in real-time collaboration 
(simultaneously), as in Google Docs [4] and Etherpad [5]. 
They tend to sort out the conflict resolution issue through the  
Operational Transformation [6]  technology which has grown to 
become the de-facto standard in real-time collaborative systems. These 
services are typically centralised: users editing the same content must 
belong to the same service provider. However, if these services were 
federated, users from different providers would be able to edit contents 
simultaneously. Federated architectures provide multiple advantages 

concerning privacy and power distribution between users and owners, 
and avoid the isolation of both users and information in silos [7].

The rest of this paper is organised as follows: first, the state of the 
art  of Operational Transformation frameworks is outlined in Section 2. 
Section 3 depicts the re-engineering approach and the technologies and 
tools that were used. Section 4 covers the main concepts of the original 
Wave Platform, and the changes that were performed are explained 
in detail. Afterwards, the results are discussed in Section 5. Finally, 
conclusions and next steps are presented in Section 6.

II.	 State of the Art of Real-time Collaboration

The development of Operational Transformation (OT) algorithms 
started in 1989 with the GROVE System [8]. During the next 
decade many improvements were added to the original work and an 
International Special Interest Group on Collaborative Editing (SIGCE) 
was set up in 1998. During the 2000s, OT algorithms were improved as 
long as mainstream applications started using them [9]. 

In 2009, Google announced the launch of Wave [10] as a new 
service for live collaboration where people could participate in 
conversation threads with collaborative edition based on the Jupiter 
OT system [11]. The Wave platform also included a federation protocol 
[12] and extension capabilities with robots and gadgets [13]. Allegedly 
because of lack of fast user adoption, in 2010 Google shut down the 
Wave service. However, as initially promised, Google released the 
main portions of the source code to the Free/Open Source community, 
and handed its ownership to the Apache Foundation. Since then, the 
project belongs to the Apache Incubator program and it is referred 
as Apache Wave [14]. Eventually, Google has included Wave’s 
technology on several products, such as Google Docs and Google Plus. 
Despite its high technological potential, the original final product had a  
constrained purpose and a hardly reusable implementation.

Other web applications became relevant during that time, such as 
the Free/Libre/Open Source Software (FLOSS) Etherpad. However, 
it was mostly after the Google Wave period when FLOSS OT-
based frameworks appeared, allowing the integration of real-time 
collaborative edition of text and data within third-party applications. 
The most relevant examples are outlined as follows. 

TogetherJS [15] is a Mozilla FLOSS project that uses the WebRTC 
protocol for peer-to-peer communication among web browsers, together 
with OTs for concurrency control of text fields. It does not provide 
storage and it needs a server in order to establish communications. It is 
a JavaScript library and uses JSON notation for messages. 

ShareJS [16] is a server-client FLOSS platform for collaborative 
edition of JSON objects as well as plain text fields. It provides a client 
API through a JavaScript library. 

Goodow [17], is a recent FLOSS framework replicating the Google 
Drive Real-Time API with additional clients for Android and iOS, 
while providing its own server implementation.
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On the other hand, Google provides a Real-Time API as part of its 
Google Drive SDK . It is a centralised (non-FLOSS) service handling 
simple data structures and plain text. 

In general, these solutions are highly centralised. Despite they 
claim collaboration, users from different servers cannot work or share 
content. Besides, they mostly provide concurrency control features 
without added value services like storage and content management. 
And all of them just allow collaborative edition of simple plain text 
format.

III.	Re-engineering: technologies and tools

This section summarises the procedure followed to re-engineer and 
build a generic Wave-based collaborative platform, together with the 
technologies used. First, it introduces the software and technologies 
that have been generalised, Apache Wave and Wave in a Box, and 
afterwards the technologies used to develop and test the performed 
extensions. The description of how and where the results are shared 
and published conclude this section.

A.	  Assessment of Apache Wave & Wave in a Box
Wave in a Box is the FLOSS reference implementation of the 

Apache Wave platform, which supports all former Google Wave 
protocols and specifications [18]  and includes both implementations 
of the Server and the Client user interface. Most of its source code is 
original from Google Wave and was provided by Google, although it 
was complemented with parts developed by community contributors. 
It enables real-time collaboration over rich-text conversations in a 
federated infrastructure. It was designed to be an extensible platform 
through the use of gadgets and robots.

The existing source code is written in Java and the Google Web 
Toolkit (GWT) [19]. GWT is a FLOSS framework which allows to 
write Java code and translate it to JavaScript in order to be used in a Web 
browser. This approach is used to write all Wave components shared 
between server and client. User interface components are developed 
in GWT and they are strongly coupled to the Wave’s business logic.

The lack of technical documentation forced to perform a preliminary 
extensive source code inspection, identifying main packages and 
interfaces and developing text documentation and diagrams. It was 
concluded that from a logical point of view, Wave concepts could be 
reused for general purposes, and that technically the source code was 
organised in layers properly decoupled.

B.	  Development & Testing frameworks
Both, server and client components of the Wave in a Box software 

have been extended. In particular, extensions to the server’s storage 
system have been added to support the NoSQL database MongoDB 
[20] and some HTTP RESTful services have been also created. Part of 
new source code in client components has been written avoiding GWT 
dependencies in order to be reused in any Java runtime environment 
without adaptations. On top of this code, the JavaScript client API has 
been developed with some GWT specific code. 

Concerning software testing, the JavaScript framework Jasmine [21] 
was used in addition to existing Java unit tests. The test suite attacks 
all JavaScript API functions in a web browser environment. These are 
end-to-end tests where all components of the Wave architecture are 
verified, from client API methods, to server’s storage routines.

C.	  Contributions 
The development has been tracked and released in an open and 

public source code repository [22]. It includes documentation and 
different examples about how to use the API. 

Besides, during the development process, several contributions 
have been made to the Apache Wave FLOSS community, in the form 
of source code patches, documentation and diagrams.

IV.	Generalising the Wave Federated Collaborative 
Platform

This section shows the fundamentals of the Wave platform and how 
they have been used to turn Wave into a general-purpose platform 
unlike the former conversation-based one.

A.	  Original Wave Data Models & Architecture
This subsection describes how original Wave data models work 

from a logical point of view. This allows further understanding of the 
presented work.

Fig. 1.  Apache Wave Architecture, including  data model layers.

1)	  The Wave Content Model
There are three different logical data models in the original Wave 

systems (Fig. 1). The Wave data model [23] is the basic level of data 
abstraction in the system providing a basic storage entity,  Documents, 
and two aggregated entities: Wavelets and Waves.

Documents are XML documents where arbitrary data can be stored. 
They are logically grouped in a Wavelet which provides access control 
for the contained documents.   Finally, Wavelets are grouped logically 
in Waves. A Wave is basically a unique identifier -for a particular 
domain- referencing a set of Wavelets which controls the access to a 
group of XML Documents.

Fig. 2  Example of a Wavelet structure (Wave Data Model)  representing  a 
wave conversation (Wave Conversational Data Model)
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The actual way to store these entities, and the Document’s XML in 
particular, is through the historical set of changes performed to them. 
These changes are represented with a special set of character-based 
operations over  a document: the Operational Transformations (OT) . 

In the cases of having different users changing an entity at the same 
time, the OT’s  applied to the data entity through a special concurrency 
control algorithm ensures a consistent state of the entity, among all  
users, after all OT’s have been applied. The OT system is responsible 
to implement such functionality. The implementation of the Wave Data 
Model allows to react when changes are performed over these entities 
thanks to this operation-based design. 

2)	  The Abstract Data Model
In summary, the Wave Data Model enables only real-time 

collaborative editing of structured text (XML). However, it was 
convenient for the Wave system to handle non textual data as well. The 
Abstract Data Model provides a set of basic data structures –maps, lists 
and strings or Abstract Data Types (ADT)– which are represented as 
XML within Documents. This way, these data structures can be used 
by different users concurrently whereas they inherit the consistency 
properties of the underlaying OT system. Besides, the data model 
translates incoming OT’s from the underlying data model in meaningful 
mutation events for data structures like “element is added”, “element 
is removed”, etc. 

3)	 The Conversational Data Model
On top of these two layers, the Conversational Data Model [24] is 

placed. It provides the data entities and business logic of the original 
Google Wave product, focused on conversations.

A  conversation is handled by a Wavelet, and each message is stored 
as a Document. The structure of messages is also stored in a Document 
but using the Abstract Data model instead: the logical structure of 
the thread can be seen as  maps and lists of Documents’ identifiers. 
The Conversational Data Model codifies the content’s type of each 
Document within its identifier (Fig. 2).

These layers are deployed in a client-server architecture. The server 
side or “Service Provider” provides mainly OT history storage, OT 
system and federation control with other servers using the XMPP 
protocol [25]. Additional services like indexing and robots rely on 
the rest of already introduced data model layers. On the other hand, 
client side is responsible of the application logic and the user interface, 
therefore it handles all data layers as well.

The implementation of this architecture is a Java/GWT software 
originally developed by Google. This technology allows to use 
almost completely the same source code for all layers in both, server 
and client modules. Java source code is translated to optimised 
JavaScript by the GWT compiler. Just a few and specific parts tied 
to the execution environment are different between server and client, 
such as networking and  random number generation. The server-client 
communication between follows the Wave Client-Server Protocol. 
It defines a set of operations and JSON data entities to exchange 
Operational Transformations for Waves, Wavelets and Documents.

B.	  General-Purpose Collaboration: Generalising the Wave 
Data Model & Architecture

Previous section outlined the original Wave’s data models and 
architecture. This section introduces how they can be used in a generic 
way thanks to the new Wave Content Model, and the Wave Content 
API.

1)	  The Wave Content Model
The Wave Content Model is a new general-purpose data model 

built on top of both existing Wave and Abstract Data Models. It 
provides a more convenient set of data  abstractions and relationships 
to work with Abstract Data Types. This new data model allows to see 
a Wavelet as a dynamic tree of nested data objects: maps, lists, text 
strings and rich text documents. These objects are stored in different 
Documents of the Wavelet whereas the new data model manages the 
organization of them and their relationships among the Documents 
properly (Fig. 3).

Fig. 3  Example of a Wavelet structure (Wave Data Model)  representing  a 
collaborative data object (Wave Content Model)

The Wave Content Model is implemented as a class hierarchy (Fig.4)  
controlling each possible data type –map, list, string and text–  plus 
a controller class for the whole Wavelet, following the Composition 
Pattern [26]. 

Fig. 4  Class hierarchy implementing the Wave Content Model.

A data class instance, or data objects, handles one single underlaying 
abstract data type instance over a single Document. New instances 
are initially unhooked from any Wavelet, so they must be attached 
to an existing parent instance. Attach process creates the underlying 
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substrate Document, the right Abstract Data Type handler and stores 
the new Document identifier as reference in the parent instance. This 
classes   allow to register callback methods to be notified on model 
mutations.

With this approach, Wavelets -and Waves- became generic and 
dynamic data containers where multiple users can create and modify 
a nested data structure at the same time  ensuring its consistency over 
the time. 

 In comparison with the former architecture stack, in the presented 
approach the Conversational Data Model has been removed and 
replaced by the Wave Content Model. Of course, the existing user 
interface layer is also removed (Fig. 5).

Fig. 5.  New Apache Wave Architecture, including  new content model

2)	 The Wave Content API
The new Wave Content Model allows to see Waves as real-time 

collaborative data structures. However, additional effort is required to 
expose this model to third-party applications in a handy manner. 

According to the technology used in the Apache Wave 
implementation, just new Java or GWT web applications could use 
new content data model directly. With the aim of offering these new 
capabilities to any web application, a JavaScript API has been built.

Although GWT eventually translates Java code into JavaScript, 
this is not suitable to be consumed directly by non-GWT JavaScript 
code in a web-browser environment due to the following facts (among 
others): GWT-generated JavaScript, which is obfuscated by the 
compiler, does not provide references to objects with suitable names; 
GWT Exceptions do not flow out of the GWT code, so they must be 
translated and adapted to external code properly. 

Java Script Native Interface (JSNI) and Overlay Types  are features 
of GWT allowing to write arbitrary native JavaScript code integrated 
transparently within Java code. These features have been used to 
develop a native JavaScript layer which exposes functionality of 
the GWT-generated objects of the Wave Content Model. This is an 
implementation of the Proxy Pattern.

Additional functionality is also required in the JavaScript API. First, 
users no longer will use the former user interface to get registered 
or logged in. Therefore, the API provides replacement methods for 
making HTTP calls to create and authenticate users.

Management of the Wave life cycle now is provided through the API 
to clients. They can  open or create Waves by calling API’s methods. 
Moreover they can be aware of changes in the model registering 
callback functions in the API.

3)	  Content Search Index
Clients are able to query Waves stored in the Server Provider thanks 

to a new query service. Original Wave server implementation stores 
Wavelets as a sequence of OT’s. This approach prevents to look into 
actual data of Documents to perform operations, for example executing 
search queries, regardless of the storage engine used. 

A secondary storage is used now in order to provide a query service. 
Anytime the Server Provider commits a change to the main storage, 
an asynchronous indexing process takes care of the changed Wavelet: 
a full view of its Wave Content Model is generated in memory and 
a Visitor Pattern is used to transverse data objects generating an 
equivalent JSON document. 

This process is optimised in two different ways: first, the number 
of times the indexing process runs is decreased by queuing committed 
changes sequentially and processing them in groups according their 
time closeness. Second, loading and transversing the full content model 
in memory is avoided by pruning. Each received change references to 
its target Document, which  stores unequivocally one data object in 
the data model. This information is used to skip data model branches 
without changes in any of its data objects.

Finally,  JSON documents are stored in the NoSQL database. The 
API encapsulates the database query interface and filters queries 
according to the current logged in user: a user cannot retrieve Wavelets 
where she is not a participant.

V.	 Discussion

This paper introduces the first federated platform for real-time 
collaboration available nowadays. However, using Wave involves 
some issues, mainly due to the limitations of the source code and its 
technologies.

There are several critiques concerning the complexity of the Wave 
OT system regarding two main issues: the complexity of the Operational 
Transformation system put in place [16] and the large length of the 
source code with around 500 thousand lines [27]. These facts together 
with the lack of good documentation causes the maintenance of the 
source code to be a tough task, requiring highly skilled developers in 
object-oriented programming with enough mathematical background. 
However, any OT system is inherently complex. To design a flexible 
and comprehensive set of operational transformations –such as 
Wave’s– in order to provide an actually usable functionality is hard in 
any case. Besides, to implement control algorithms is a hard task, even 
if nowadays they are properly formalised.

Some existing OT implementations use a simpler approach. These 
OT systems are generally based in the JSON language, having a smaller 
set of OT operations just defined to operate at the language level. In 
contrast, Wave’s OT system has significantly superior capabilities. 
It includes business logic operations in the system, such as add and 
remove participants to a Wavelet. But the most relevant features are 
to include XML tags and text annotations as part of the OT language. 
The first allows to handle any XML dialect, while the latter enables 
contextual meta data over that XML. These characteristics are used 
in the Wave’s rich text format, which, for example, allows to embed 
arbitrary objects within the text, from images to widgets, just using 
new XML tags for them. 

Operation’s semantics and syntax of the introduced API follows the 
same style of the Google Drive Real-Time API: starting from a root 
map, new data objects must be created by a factory and then attached to 
the existing data tree. On the other hand, JSON based OT systems work 
seamlessly in JavaScript environments, allowing direct manipulation 
of the data. It is hard to conclude which approach is more appropriated, 
but the first seems more generic concerning the API implementation 
in different programming languages, as it is not as tied to JavaScript. 
Moreover, data structures of JSON documents and new Wavelet’s inner 
structure are equivalent, so it would not be hard to develop adapters. 
However, currently there is no actual data about the developers 
preference, i.e. how comfortable are they with each approach.

Performance issues must be taken into account in the new Wave 
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Content Model. The first consideration is whether the new changes 
have a negative influence in the general performance of the platform 
in comparison with the  original architecture. Regarding the client, no 
special impact in performance is expected as long as data objects of the 
new content model are created in memory only when access to them 
is required. On the server’s side, no changes have been done affecting 
performance critical aspects of the OT system like in memory recreation 
of Wavelets and delta-based storage. However, current design of the 
JavaScript API duplicates some data structures of the underlaying data 
model to simplify the implementation. Internal improvements in this 
area could be performed, although they do not affect current or future 
use of the API.

The GWT development framework is sometimes seen as a 
disadvantage regarding efficiency and code complexity  in comparison 
with development of native  JavaScript software with modern native 
frameworks [28]. It is true that GWT was produced in a time when 
JavaScript  tools and frameworks were not as advanced as today. 
However, it is a very stable and mature FLOSS project, and it is 
supported by Google. Moreover, the GWT compiler generates highly  
optimised code and it solves the issue of managing dual-language 
applications.

Client-Server communications relies massively on  WebSockets 
[29] because changes in Wavelets are transmitted in  both directions 
continuously. Protocol implementation is provided by an embedded 
Jetty HTTP server instance, a classic Servlet container which has been 
improved to support new HTTP features recently. It might be more 
efficient to use a non-blocking IO server [30] in order to improve vertical 
scalability. In addition, to use an embedded Jetty instance, prevents the 
deployment of the code into standard Java server containers.

Finally, it is necessary to assess the use of XMPP as a federated 
communication protocol among servers. It has been almost a standard 
for distributed communications in chat applications during more than 
a decade. However, the previous adoption from big players, such 
as Google and Facebook, has dropped. Moreover, it seems a heavy 
protocol to be used in small devices, and to support new features 
apart from chatting, especially in comparison with new decentralised 
protocols  .

VI.	Concluding Remarks and Future Work

A federated platform to develop web applications with real-time 
collaborative editing capabilities has been presented in the previous 
sections. It has been developed as a generalisation of the Apache Wave 
platform, the FLOSS project formerly known as Google Wave. 

Nowadays there is no other federated (or distributed) platform for 
real-time collaboration of data and rich-text.

The provided API is a functional alternative to existing collaborative 
platforms. It provides a full-stack of software ready to be deployed, 
including functionalities only comparable with the proprietary Google 
Drive Real-Time API. Additional features such as the participation 
model, content storage and search index are part of the platform 
whereas they are missed in the rest of OT systems. 

The API is offered in JavaScript and it can be used in any Web 
application. But thanks to the Java code base, it would be really easy to 
have versions for Java and Android applications. In such case, it would 
be an alternative to the lack of a Google Drive Real-Time API native 
client for Android.

From a wider perspective, this work opens new challenges in the 
context of  decentralised collaboration:

In the introduced model, access and modification of content (and 
its structure) is granted to all participants in a Wavelet. However, this 
might not be enough for some sort of applications where read but not 

write permissions could be required for some users, e.g. a participant’s 
profile information should not be written by anyone else whereas it 
must be readable by friend participants. 

But also a fine-grain access control could be required beyond 
the current per-document access  control. For instance, in a content 
Wavelet representing a poll, a user might be allowed to change her 
vote, but not to change others participants votes. 

Under some circumstances integrity of the data model should be 
enforced, for instance allowing one and only one vote in the previous 
example. Or in a list of chess moves, enforcing the order and correctness 
of them.

Content Wavelets are highly flexible data entities for model 
application where the inner structure allows to define parent-
child relationships of data elements. However, in any application, 
relationships among Wavelets or among inner objects of different 
Wavelets emerge naturally, so mechanisms to handle them must be 
explored, e.g. typifying Wavelets, object identification, etc.

Furthermore, in a scenario where several applications make use of 
the distributed data objects (for instance accessing profile information 
of users), the use of standard formats for data representation would be 
required. Technologies such as the Semantic Web [31]  and Linked 
Data [32]  provide an example of how distributed data can be organised 
and linked in a manner that allows further operations such as querying 
in a decentralised environment.

Current trends in software are driven by the mobile  ecosystem. 
There, code and data are separated: apps running in devices, while 
retrieving data from a remote storage. Nowadays, it is easier to consider 
these apps managing data generated from different users and stored in 
different remote servers but eventually combining them in the device. 

This work shows the unexplored high potentials of Google’s original 
development, in spite of its complexity and lack of documentation. 
Thus, this work steps out engineering challenges for the reuse of 
parts of Apache Wave. The result is a platform ready to explore new 
challenges in decentralisation of data and services. We certainly hope 
this work will pave the way for other researchers and developers.
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Abstract — A pedestrian inertial navigation system is typically 
used to suppress the Global Navigation Satellite System limitation 
to track persons in indoor or in dense environments. However, low-
cost inertial systems provide huge location estimation errors due 
to sensors and pedestrian dead reckoning inherent characteristics. 
To suppress some of these errors we propose a system that uses 
two inertial measurement units spread in person’s body, which 
measurements are aggregated using learning algorithms that 
learn the gait behaviors. In this work we present our results on 
using different machine learning algorithms which are used to 
characterize the step according to its direction and length. This 
characterization is then used to adapt the navigation algorithm 
according to the performed classifications.

Keywords — Pedestrian Inertial Navigation System, Indoor 
Location, Learning Algorithms, Information Fusion 

I.	 Introduction

LOCATION information is an important source of context for 
ubiquitous systems, as it can be explored to improve life quality since 
emergency teams [1] can respond more precisely if the team members 
location is known, tourists can have better recommendations [2], the 
elderly can be better monitored [3], parents can be more relaxed with 
their children in shopping malls [4] and presence control systems can 
produce better reslts [22].

The major limitation of these systems is related to retrieving 
individual’s location, which nowadays is only based on a GNSS 
(Global Navigation Satellite System), restricting the use of these 
systems to environments where GNSS signals are available. However, 
GNSS signals are not available inside buildings, in urban canyons, 
in the underground, underwater and in dense forests. Consequently 
location-aware applications sometimes cannot know the user location. 
Therefore, developing complementary localization technologies for 
these environments would unleash the use of many applications as 
presented above [23].

There are already some proposed systems that retrieve location 
in indoor environments. However, most of these solutions require 
a structured environment [5]. Therefore, these systems could be a 
possible solution for indoor environments, but in a dense forest or in 
urban canyons they are very difficult to implement.

To suppress structured environment limitations, a Pedestrian Inertial 
Navigation Systems (PINS) can be used. Typically, a PINS is based 
on an algorithm that involves three phases: step detection, step length 
estimation and heading estimation. A PINS uses accelerometers, 
gyroscopes, among other sensors, to continuously calculate via dead 
reckoning the position and orientation of a pedestrian. These sensors 

are based on MEMS (Microelectromechanical systems), which are 
tiny and lightweight sensors, making them ideal to integrate into the 
person’s body. Unfortunately, large deviations of inertial sensors can 
affect performance, so the PINS big challenge is to correct the sensors 
deviations.

In the previous works of the research team, the step detection was 
improved by using an algorithm that combines an accelerometer and 
force sensors placed on the pedestrian’s foot [6]. This approach led 
to better results [7] on the estimation of the pedestrian displacement. 
However, it still exists an error of 0.4% in step detection and an error 
of 7.3% in distance estimation.

We have found that a PINS solution only based on one IMU (Inertial 
Measurement Unit), composed by an accelerometer and a gyroscope, 
is not accurate enough. Thus, we believe that using several IMU in 
the person’s body, combined with an information fusion strategy, will 
improve the accuracy of a PINS.

Information fusion is a multi-disciplinary research field with a 
wide range of potential applications in areas such as defense, robotics, 
automation and pattern recognition. During the past two decades, 
extensive research and development on multiple sensor data fusion has 
been performed for the Department of Defense of the United States 
of America [8]. This subject has been and will continue to be an ever-
increasing interest field in research community, where it is intended 
to develop more advanced information fusion methodologies and 
architectures.

In the case of PINS, the MEMS sensors have some limitations 
and low accuracy, which does not happen on more expensive sensors 
like the ones used on aviation and military applications. To reduce 
the sensors complexity and thereby its cost, the information from a 
set of simple and low-cost sensors can be combined. This leads to 
the creation of a less expensive system, which captures accurate and 
reliable information about the pedestrian movements. Moreover, this 
fusion turns the system more fault tolerant [21].

Information fusion combined with learning techniques are being 
used in different INS fields to assist in displacement estimation. In 
robotics, Faceli et al. [9] use these techniques to improve the accuracy 
of distance measurements between a robot and the objects present in 
the environment by 7%.

These techniques are also used in autonomous driving vehicles. 
Stanley [10] software relied on machine learning and probabilistic 
reasoning techniques. Its IMU combined with artificial intelligence 
techniques were able to maintain accurate pose of the vehicle during 
GPS outages of up to 2 minutes.

In land vehicle applications, Caron et al. [11] and Noureldin et 
al. [12] propose machine learning techniques like neural networks, 
which introduce context variables and errors modelling for each 
sensor. Authors conclude that with an adequate modelling an accuracy 
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improvement of 20% can be achieved. Recently, Noureldin et al. [13] 
have improved the previous results by considering past samples of INS 
position and velocity errors. Bhatt et al. [14] propose a hybrid data 
fusion methodology using Dempster-Shafer theory augmented by a 
trained Support Vector Machine (SVM), which corrects the INS errors. 
The proposed methodology has shown an accuracy improvement of 
20%.

Since these experiences presented good results in the respective 
area, we wanted to explore similar techniques but applied to PINS. Our 
proposal applies an information fusion from several IMU spread in the 
person’s body, and learning algorithms that based on contextual and 
past examples can improve the PINS accuracy. However, we needed 
to understand which is the best machine learning model to be used in 
a PINS.

This goal is addressed throughout the document, where the system 
architecture is presented in Section II. In the following three sections, 
Section III, IV and V, are presented the machine learning algorithms 
that were used to characterize a step. This characterization is applied to 
limit the typical error growing of PINS. In these sections is presented 
a comparison between a SVM and a Neural Network. In Section III 
are presented the algorithms that characterize the step according to the 
type of terrain, normal (flat) or stairs (i.e. ascending or descending). 

In Section IV are presented the algorithms that characterize the step 
as forward or backward, and in Section V are presented the algorithms 
that classify a step according to its size (i.e. short, normal and long). In 
each section is presented an evaluation made to each algorithm. Finally, 
in Section VI are discussed the conclusions and the future work. 

II.	 System Architecture

The proposed system is composed by two low-cost IMU, developed 
by the authors [6], and an “Integration Software” (described in Sections 
III, IV and V). The “Integration Software” starts by filtering the signals 
obtained from the sensors, then some features are extracted, which are 
used to detect a step and thereby to characterize it according to some 
previously learned data. Finally, the displacement is estimated based on 
the collected information. This architecture is represented in Figure 1.

When referring to a low-cost IMU it implies different things for 
researchers, since for some a thousand euros IMU is considered low-cost. 
However, in a PINS a low-cost IMU should cost less than 100€. This 
price restriction, implies the use of MEMS sensors that are truly low-cost.

The first IMU (Waist IMU), represented in Figure 2, is placed on the 
abdominal area and is composed by a STMicroelectronics L3G4200D 
gyroscope [15], a Analog Devices ADXL345 accelerometer [16] and a 
Honeywell HMC5883L magnetometer [17].

The second IMU (Foot IMU) is placed on the foot and is represented 
in Figure 3. It is composed by an Analog Devices ADXL345 

accelerometer [16], a STMicroelectronics L3G4200D gyroscope [15] 
and two Tekscan FlexiForcer A201 force sensors [18]. Typically, an 
accelerometer is used to detect and quantify the foot movement, and 
the gyroscope is valuable to transform this acceleration data from the 
sensor frame to the navigation frame.

Force sensors were included since they can improve the detection 
of the moments when the user touches his feet on the ground, as well 
as, the correspondent contact force. The combination of force sensor 
data with accelerometer data improves the accuracy of the step length 
estimation [7]. One force sensor was placed on the front part of the foot 
and the other on the heel, as shown in Figure 3.

Although the pattern of the acceleration can be used to classify a 
step, sometimes the accelerometer produce a signal that does not follow 
any pattern, which turns to be useless to correctly classify a step.

These random readings can be surpass by using several sources 
of data combined with learning algorithms. The probability that two 

Figure 2 - Waist BSU with the corresponding axis

Figure 3 - Foot BSU with the corresponding axis

Figure 1 - System architecture.
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sources of data give erroneous acceleration patterns at the same step 
is much reduced. The fusion between all the sensors information can 
improve the number of correct classifications.

III.	Step Terrain

The first step characterization that is performed, is about the type of 
terrain where it was given. There are three possibilities: (i) in a normal 
(flat) terrain; (ii) or in ascending; (iii) or descending stairs. 

For this characterization it was used the data from three sensors: (i) 
foot accelerometer (y-axis); (ii) foot gyroscope (z-axis); (iii) and waist 
accelerometer (x-axis). 

The y-axis of the foot accelerometer provides relevant information 
about the foot elevation, which is essential to distinguish between 
ascending or descending stairs, since the forces are the opposite. 
However, from the several tests performed it was noticed that the 
main distinction that can be made using this sensor data is between 
ascending stairs and the other types of terrain. When ascending a stair 
the foot has to perform a higher elevation than in the other two cases. 
Regarding the other two types of terrain, descending stairs and normal, 
the data obtained from this sensor is very similar. The main difference 
is at the end of the step that, in the case of descending stairs, a higher 
acceleration is sensed since the foot touches the ground with a higher 
force than in the normal terrain type.

The z-axis of the foot gyroscope provides information about the 
foot rotation in each type of terrain. The foot rotation is much more 
noticeable in the ascending and descending stairs terrains. When 
ascending stairs it has an upward rotation peak and then a downward 
rotation peak, and it is the opposite when descending stairs. The data 
from this sensor is very important to make the distinction between 
these two types of terrains. Regarding the normal terrain, the pattern is 
similar to the descending stairs. However, the sensed rotation is much 
softer. Nonetheless this sensor provides a good accuracy on making the 
distinction between the three types of terrain.

Finally, the x-axis of the waist accelerometer provides similar data 
as the foot accelerometer. In ascending stairs a higher acceleration 
is sensed, in both positive and negative scales. When descending 
stairs this acceleration is much lower than in the other two types of 
terrain. The acceleration sensed in the normal terrain is within the 
other two. It provides similar data to distinguish between a flat surface 
and descending stairs. However, when ascending stairs it provides 
distinguishable data. 

Considering the data provided by these signals, it can be established 
that, combining their data, they are suitable to be used to differentiate 
each possible characterization terrain. Since the strengths of each 
signal can be combined to achieve a final consensus.

To perform this characterization the learning algorithms were fed 
with a total of 72 inputs (24 inputs per each sensor). Each sensor 
signal was divided into 6 equal parts, and for each one of these parts 
the maximum, minimum and mean values were obtained, as well as, 
the slope. The slope was calculated based on the first and on the last 
measurement of each part. This data gives a total of 24 inputs per each 
sensor that are fed into the learning algorithm.

The division of the signal was made because giving to a classifier 
a complete signal can be very heavy and confusing to the algorithm 
to identify the patterns of the signal and therefore estimate the correct 
label for that pattern. Thus, it is reduced the dimensionality of the 
problem domain for the purposes of improving the performance of the 
algorithms and to decrease the computational load.

It was decided to divide the signal in 6 parts, because, during a 
step, each sensor signal is typically composed by 30 measurements. 
Thus, in order to have an average of 5 measurements per iteration the 

signal was divided into 6 equal parts. More parts will divide the signal 
too much, and fewer parts will pass insufficient information to the 
learning algorithm. Thus, the 6 was the number of parts that have best 
represented each one of the signals.

The learning algorithms were trained with a total of 970 samples, 
358 samples of ascending stairs steps, 358 samples of descending 
stairs steps and 254 samples of normal terrain steps. To validate 
the algorithms a total of 170 samples were used (62 ascending, 
62 descending and 46 normal). To test the algorithms a total of 
540 samples were used (180 ascending, 260 descending and 100 
normal), and a 10-fold cross-validation using these datasets was also 
performed.

A.	 SVM
Since in this characterization there are three possible classes (i.e. 

normal, ascending or descending stairs), and the SVM models can only 
classify two at each time, three SVM models (SVM Model 1, SVM 
Model 2 and SVM Model 3) were created. From the executed tests 
it was identified that the best results were achieved using a kernel, 
configured as a 3th order polynomial. This architecture is represented 
in Figure 4.

The models were trained with the same data, but with different class 
labels vectors. In this case there are three vectors. The first vector, 
which is used by the SVM Model 1, indicates that the ascending stairs 
steps belong to the positive class and the others to the negative. The 
second vector, which is used by the SVM Model 2, indicates that the 
descending stairs steps are the positive entries and the other the 
negatives. The third vector, which is used by the SVM Model 3, 
indicates that the normal terrain steps are the positive classifications 
and the others the negative. Meaning that the positive class of each 
classifier is ascending stairs, descending stairs and normal terrain, 
respectively.

The score of the new observations are then estimated using 
each classifier. This will create a vector with three scores, one 
per each classifier. The index of the element with the highest 
score is the index of the class to which the new observation most 
likely belongs. For example, if the first index has the highest 
value, then the step is classified as ascending stairs. Thus each 
new observation is associated with the classifier that gives to it 
the maximum score.

After the learning phase, a 10-fold cross validation to the 
model was performed. The SVM Model 1 presented no error, 
the SVM Model 2 presented an error of 0.8% and the SVM 
Model 3 presented an error of 2.6%.

Figure 4 - SVM architecture for step terrain characterization
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B.	 Neural Network
In Figure 5 is represented the design of the implemented neural 

network that classifies the type of terrain. The neural network receives 
as input (j) the 72 features previously presented. This input is passed 
to the Hidden Layer, which is composed by 144 neurons. Then, the 
Output Layer returns the final result about the type of terrain where the 
step was given.

The neural network parameters namely, the number of neurons in 
the hidden layer, the learning rate and the number of iterations, were 
tuned by trial and error. The learning rate was defined as 0.01 and the 
number of iterations as 36.

The mean squared error of the best validation performance was 7.97 
× 10−7 with a gradient of 9.80 × 10−7 at epoch 36.

The error given by the neural network is very low, where during the 
training phase more than 98% of the results are very close to zero error. 
The highest error for an instance was of 1.50 × 10−5.

C.	 Evaluation
The implemented algorithms that characterize the type of terrain, 

were evaluated using a dataset of 800 steps performed by two 
pedestrians (400 steps for each pedestrian).

The test scenario is represented in Figure 6, which involves a 
complex path with a set of straight walks and a set of stairs. 

The results obtained for this scenario can be seen in Table 1. This 
table presents for each algorithm, the categorization accuracy (in 
percentage).

For all the algorithms are presented the results obtained, in separate 
for each BSU and for the combination of the data of both BSU. This 
allows to identify which one of the BSU has higher accuracy in each 
characterization type.

Table 1 - Accuracy results for step terrain 
characterization

Method
Ascending Descending Normal

Waist 
BSU

Foot 
BSU

Waist 
BSU

Foot 
BSU

Waist 
BSU

Foot 
BSU

SVM 97.5% 99.4% 94.2% 99.4% 85.1% 94.9%

N.N. 98.3% 100% 94.1% 100% 87.2% 94.9%

SVM Fusion 99.4% 99.5% 96.2%

N.N. Fusion 100% 100% 98.7%

Considering the obtained results it can be concluded that the 
ascending stairs class is the easiest to classify. The normal terrain class 
is sometimes confused with the descending stairs class, so it is with this 
misclassification that most errors occur.

Regarding the BSUs, the foot BSU gives more accurate data, 
since the foot is closer to the ground. The waist BSU can give a 
good indication about the vertical movement of the body. However, 
it obtains similar data when descending stairs and in normal terrain. 
Thus, it presents worst results in these classifications.

Interpreting the results obtained for each algorithm using each BSU 
in separate, it can be concluded that the Neural Network achieves 
better results on both BSU locations.

Analyzing the results obtained for each algorithm when considering 
the fusion of both BSU, the Neural Network presented the best results, 
achieving a mean accuracy of 99.4%, having 100% of accuracy on 
predicting the ascending and descending stairs classes.

Also, it can be concluded that through the sensors complementarity 
the type of terrain was categorized with higher accuracy. 

From our tests it was identified that a learned dataset 5 times smaller, 
than the used one, is sufficient to achieve similar results. Making the 
learning procedure simpler and faster to a pedestrian perform before 
using our system.

Concluding, the evaluation results show that both BSU give similar 
results on detecting each type of terrain, but with their integration 
better results can be achieved.

IV.	Step Direction

The second characterization performed to a step is about the 
direction that it can take. There are two possibilities, a forward step, 
which is the most natural to a human perform, or a backward step. 

During this research, by analysing the datasets collected from all 
the walks, it was identified that step direction can be characterized 
by combining the data obtained from two sensors placed in different 
BSU, the foot accelerometer and the waist gyroscope. In the case of 
the accelerometer, the one placed in the pedestrian’s foot gives more 
accurate results than the one on the waist. However, in the case of the 
gyroscope, the best results can be achieved with the one placed on the 
waist, since it give us the pelvic rotation, which combined with the 
accelerometer data is important to determine the direction of a step.

To classify the step direction 25 features where extracted from the 
sensors measurements, where 24 are obtained from the accelerometer 
data and 1 from the gyroscope data. To extract the features from the 
accelerometer signal, it was divided into 6 equal parts. For each one of 
these parts the maximum, minimum and mean values were obtained, 
then it was calculated the slope.

Figure 5 - Neural Network architecture for step terrain characterization

Figure 6 - Evaluation Scenario
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The other input is obtained from the gyroscope signal, which 
represents the motion of the waist. If the pelvic as a positive rotation, 
then the value 1 is assigned to the input, if it is a negative rotation the 
value 0 is assigned to the input. For example, for a forward left step the 
rotation will be positive and for a backward left step the rotation will 
be negative, for the right foot it is the opposite.

To train the learning algorithms the following number of samples 
was used: 450 samples (190 forward and 260 backward) for training, 
100 samples for validation (40 forward and 60 backward) and 100 
samples (50 forward and 50 backward) for testing. A 10-fold cross-
validation using these datasets was also performed.

A.	 SVM
The design of the implemented SVM approach can be seen in Figure 

7. It receives as input the 25 features previously presented. This input is 
passed to the Hidden Nodes that estimate the best separating hyperplane 
between the two classes, which maximizes the margin between the two 
classes. This division is performed using a “linear” kernel. Then, the 
Output Layer returns the final result about the step direction. A degree 
of confidence for the two possible results is given by this algorithm.

During the cross-validation the algorithm achieved an accuracy of 
100% for both classes, forward or backward.

B.	 Neural Network
The design of the implemented neural network can be seen in Figure 

8. The neural network receives as input (j) the 25 features previously 
presented. This input is passed to the Hidden Layer, which is composed 
by 10 neurons. Then, the Output Layer returns the final result about the 
step direction.

The learning rate was defined as 0.01 and the number of iterations 
was defined as 31.

The mean squared error of the best validation performance is 2.08 × 
10−8 with a gradient of 9.58 × 10−7 at epoch 35. The error is very low 
when training the network, but even lower when validating and testing 
the established neural network. Also, more than 90% of the results are 
very close to zero error. The highest error for an instance, during the 
network training, was of 0.15.

C.	 Experimental Results
The step direction characterization algorithms were evaluated using 

a dataset of 240 steps performed by two pedestrians (120 steps for each 
pedestrian).

The test scenario is the same as in the previous characterization, 
where it was walked in forward and in backward movements. Two runs 
in this scenario, for each pedestrian, were performed.

The results obtained for this scenario can be seen in Table 2. 
From the obtained results, it can be concluded that, to perform this 
characterization, the data obtained from the foot BSU sensors are 
better, than the data obtained from the waist BSU sensors. This mainly 
happens because when the user is moving the foot is a more stable 
platform than the waist. A lot of unwanted accelerations are sensed by 
the waist, which leads to a poor characterization of the step direction, 
but there are some features that can be retrieved to help other sources 
to properly characterize the step.

Regarding the step direction characterization the backward one is 
the most difficult to classify. Mainly because for a human a forward 
step is a more natural movement to perform than a backward one.

The step direction is a simple characterization to be performed to a 
step, so the results were the expected. The learning algorithms proved 
to have an accuracy of 100%. 

For this characterization it was not detected any difference in 
behaviour between the two learning algorithms.

Table 2 - Accuracy results for step direction 
characterization

Method
Ascending Descending

Waist 
BSU

Foot 
BSU

Waist 
BSU

Foot 
BSU

SVM 98.6% 100% 96.7% 100%

N.N. 99.4% 100% 95.5% 100%

SVM Fusion 100% 100%

N.N. Fusion 100% 100%

V.	 Step Length

The third, and final, characterization performed to a step is about 
the length class. There are three possibilities, a short, a normal or a 
long step. These intervals must be defined from a set of exercises 
for a pedestrian in specific. Based on the collected data, and on the 
average of the collected steps, it was considered that short steps are the 
ones with a maximum distance of 30cm, the normal steps size ranges 
between 30cm and 45cm, and the long steps have a size longer than 
45cm.

The x-axis of the foot accelerometer measures the acceleration that 
is sensed in the horizontal movement of the foot. The quantification of 
this acceleration is important, because it is correlated with the performed 
displacement. As the duration and the peak of the acceleration is higher, 
the longer is the step.

The force sensor data gives reliable information about the amount 
of time that the foot is not in contact with the ground and, about the 
force intensity that is made when touching the ground, as well as, when 
lifting the foot from the ground. The amount of time that the foot is in 
the air, can be correlated with the acceleration. A higher acceleration 
value combined with a longer duration of the foot in the air, indicates 
that a longer step was made.

The x-axis of the gyroscope data gives reliable information about 

Figure 7 -  SVM architecture for step direction characterization

Figure 8 - Neural Network architecture for step direction characterization
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the rotation that was performed by the pelvic, where a higher rotation 
corresponds to a longer step. However, in corners this rotation can be 
higher for the same type of step. Thus, the combination of this data 
with the data given by the foot BSU sensors is important to achieve 
more accurate results. Many errors can occur by using the gyroscope 
data by itself.

The implemented learning algorithms have as input the foot force 
sensor and accelerometer data, and the waist gyroscope data. A total 
of 29 features are fed into the learning algorithms to classify the step 
length, where 24 are retrieved from the foot accelerometer, 3 from the 
foot force sensor and 2 from the waist gyroscope. 

The foot accelerometer signal was divided into 6 equal parts, as 
shown in the previous implemented neural networks. This gives a total 
of 24 inputs that are fed into the learning algorithm.

The next 3 features are obtained from the force sensor signal. The 
first one is the number of measurements that exist until the maximum 
force value occur (foot touches the ground). A stronger impact means 
that the step was longer. The other feature is the force applied when the 
foot lifts up from the ground. This gives information about the impulse 
that was performed in the leg in order to perform some horizontal 
movement. Typically, when the impulse is higher the step is longer. 
The last feature retrieved from the force sensor is the number of 
measurements with value of zero, which corresponds to the amount of 
time that the foot is in the air.

From the gyroscope signal two features are extracted. The first one 
is the amplitude of the signal, which is correlated to the size of a step. 
Typically, a higher rotation means that the step is longer. The second 
feature is the length of the signal, which correlated with the amplitude, 
gives important information about the size of the step.

From the several tests performed, these features were the ones that 
had the best results in classifying the possible length of a step.

The learning algorithms were trained with a total of 855 samples, 
435 samples of a short step, 225 samples of a normal step and 195 
samples of a long step. To validate the algorithms a total of 171 samples 
were used (87 short, 45 normal and 39 long). To test the algorithms a 
total of 114 samples were used (58 short, 30 normal and 26 long). As 
in the other characterizations a 10-fold cross-validation using these 
datasets was also applied.

A.	 SVM
The design of the implemented SVM approach can be seen in Figure 

9. This approach receives as input the 29 features previously presented.
In this characterization three SVM models (SVM Model 1, SVM 

Model 2 and SVM Model 3) were created. After some testing, it 
was identified that the best results were achieved with the following 
configuration for each model:
•	 SVM Model 1 was configured to classify the short steps using a 

“rbf” (radial basis function or Gaussian) kernel configured with an 
automatic scale;

•	 SVM Model 2 was configured to classify the normal steps with a 
“polynomial” kernel, configured as a 2nd order polynomial;

•	 SVM Model 3 was configured to classify the long steps using a 
“linear” kernel.

The models were trained with the same data, but with different class 
labels vectors. In this case there are three vectors. The first vector, 
which is used by the SVM Model 1, indicates that the short steps 
belong to the positive class and the others to the negative. The second 
vector, which is used by the SVM Model 2, indicates that the normal 
steps are the positive entries and the others the negatives. The third 
vector, which is used by the SVM Model 3, indicates that the long steps 
are the positive classifications and the others the negatives.

The score of the new observations are then estimated using each 
classifier. This will create a vector with three scores, one per each 
classifier. The index of the element with the highest score is the 
index of the class to which the new observation most likely belongs. 
For example, if the first index has the highest value, then the step is 
characterized as short. Thus, each new observation is associated with 
the classifier that gives to it the maximum score.

After the learning phase, a 10-fold cross validation to the model was 
performed. The SVM Model 1 had no error, the SVM Model 2 
presented an error of 7% and the SVM Model 3 presented an error of 
0.8%.

B.	 Neural Network
The implemented neural network to classify the step length is shown 

in Figure 10. The neural network receives as input (j) the 29 features 
previously presented. This input is passed to the Hidden Layer, which 
is composed by 60 neurons. Then, the Output Layer returns the final 
result about the step length.

As in the other characterizations the learning rate was defined as 
0.01, and the number of iterations as 25.

The mean squared error of the best validation performance was 7.55 
× 10−5 with a gradient of 4.59 × 10−4 at epoch 25.

During the training phase more than 95% of the results were very 
close to zero error, where the highest error for an instance, during the 
network training, was of 0.20.

C.	 Evaluation
The step length characterization algorithms were evaluated using a 

dataset of 300 steps performed by two pedestrians (150 steps for each 
pedestrian).

The test scenario is represented in Figure 6 and the obtained results 
can be seen in Table 3.

Figure 9 - SVM architecture for step length characterization

Figure 10 - Neural Network architecture for step length characterization
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Table 3 - Accuracy results for step length 
characterization

Method
Short Normal Long

Waist 
BSU

Foot 
BSU

Waist 
BSU

Foot 
BSU

Waist 
BSU

Foot 
BSU

SVM 98.4% 96.1% 80.3% 81.9% 92.6% 90.7%

N.N. 98.3% 100% 86.7% 83.3% 96.2% 100%

SVM Fusion 100% 86.0% 98.1%

N.N. Fusion 100% 90.0% 96.2%

Considering the obtained results, it can be concluded that for a 
short step both BSU present similar results. For this classification the 
learning algorithms presented an accuracy of almost 100%.

For a long step, there is not an evident difference between BSUs, 
since when considering the data from each BSU the Neural Network 
had the best results. However, when using the data from both BSU, 
SVM has the best performance.

The normal step is the most difficult to classify. The main reason 
for this phenomenon is because it sits between the other two classes. 
For this classification the combination of both BSU gives better results 
than using the data from each BSU individually. Nonetheless, none 
of the misclassifications given by the algorithms was to the opposite 
class, meaning that a short step was never classified as a long step and 
vice-versa.

Analysing the obtained results, it can be concluded that through 
the sensors complementarity the step length was categorized with 
higher accuracy. Also, it can be concluded that the learning of the 
gait parameters enables a more precise characterization of a step. The 
Neural Network gave the best results, having a mean accuracy very 
close to 96%.

From our tests it was identified that a learned dataset 10 times 
smaller is sufficient to achieve similar results. Making the learning 
procedure simpler and faster to a pedestrian perform before using this 
system.

The tests and the evaluation results, have shown that both BSU give 
similar results on detecting short steps, but in the case of normal steps 
the foot BSU has a higher accuracy. However, the long steps are better 
detected by the waist BSU.

Combining the data from both BSU, the weaknesses of one are 
suppressed by the advantages of the other, thus improving the overall 
results.

VI.	Conclusion

Develop a PINS to be used by pedestrians in their daily life is a 
huge challenge. Many approaches already have been proposed, but 
must of them rely on a structured environment that usually is infeasible 
to implement and the others don’t provide the necessary accuracy.

To suppress some of these limitations we propose a PINS based 
on low-cost sensors and on fusion and learning techniques. The 
sensors are placed on the foot and on the waist of a pedestrian, and 
their information is combined to achieve more accurate location 
estimation results. The data from both IMU was heavily explored in 
order to provide an acceptable level of performance, since one IMU 
can complement the other in the different activities that a pedestrian 
can perform.

The proposed system characterizes the step according to the 
activity that the pedestrian is performing. This characterization starts 
by estimating the type of terrain where the step was given. Then it 
estimates if the step was a forward or a backward one. This is very 

important to correctly estimate the pedestrian displacement, since they 
are opposite directions. The third classification is regarding the step 
length. This characterization fits into one of three categories: short, 
normal or long. With this classification we limit the displacement 
estimation according to the bounds of each category.

The inclusion of the step characterization module, through the use 
of more than one IMU and the neural network algorithm, led to an 
improvement, compared to the previous results [7], in displacement 
estimation of 52%. In the same scenario the error has decreased from 
7.3% to 4.8%.

In the future we want to divide the step length characterization 
into more classes, to verify if it improves the displacement estimation 
accuracy. Also, we want to implement more step characterization 
characteristics. 
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Abstract — Today agile approaches are often used for the 
development of digital products. Since their development in 
the 90s, Agile Methodologies, such as Scrum and Extreme 
Programming, have evolved. Team collaboration is strongly 
influenced by the values and principles of the Agile Manifesto. The 
values and principles described in the Agile Manifesto support 
the optimization of the development process.  In this article, the 
current operation is analyzed in Agile Product Development 
Processes. Both, the cooperation in the project team and the 
understanding of the roles and tasks will be analyzed. The results 
are set in relation to the best practices of Agile Methodologies. A 
quantitative questionnaire related to best practices in Agile Product 
Development was developed. The study was carried out with 
175 interdisciplinary participants from the IT industry. For the 
evaluation of the results, 93 participants were included who have 
expertise in the subject area Agile Methodologies. On one hand, 
it is shown that the collaborative development of product-related 
ideas brings benefits. On the other hand, it is investigated which 
effect a good understanding of the product has on decisions made 
during the implementation. Furthermore, the skillset of product 
managers, the use of pair programming, and the advantages of 
cross-functional teams are analyzed.

Keywords — Agile Development, Agile Values, Scrum, Cross 
Functional Teams, Human Needs.

I.	 Introduction

Agile Methodologies are commonly used in our time [1]. Compared 
to traditional process models (e.g., waterfall model [2]) they 

promise benefits such as on-time delivery and customer satisfaction 
[3]. This is based on the assumption that the scope of the product to 
be developed is not yet fully defined at the beginning of the process 
and a response to changes is more important than following a fixed 
plan [4]. Therefore, in the application of agile approaches, there is no 
initial specification that describes all requirements up to the smallest 
detail. Requirements are often documented in form of User Stories [5] 
or Persona Stories [6] [7]. Those will be developed iteratively during 
the development process. With increasing progress in the development 
process, the scope of the product becomes clearer. For this purpose, 
the product, based on a defined vision, is developed iteratively at the 
beginning [8] [6] [9]. Such a flexible approach has the advantage 
that the knowledge, which is gained by the project members during 
the development process of the product, may influence the product 
development in a positive way. Thus, a product can be developed to 
meet the expectations of users and other stakeholders.

In literature, many case studies describe how agile approaches can 
be optimized for practical use [10]. Here, on one hand useful tools 
and on the other hand the integration of different approaches from 
other domains are described. In particular, the combination of Human 

Computer Interaction and Agile Methodologies shows a variety 
of the best available practices [11] [12] [13]. These kinds of hybrid 
approaches are often used for development of products in the field of 
Interactive Multimedia (e.g. eLearning tools [36], consumer products, 
digital services). As user interaction plays an important role for these 
products, user participation during development is necessary in order to 
develop products with a good user experience. In practice these hybrid 
approaches are often based on recommendations of the authors and are 
not validated experimentally. Further empirical research is therefore 
appropriate as, inter alia, used for Silva da Silva et al. [10].

This article focuses on the cooperation in an agile team as well as the 
understanding of roles and responsibilities. To this end, best practices 
were reviewed with a questionnaire study. The main contribution 
of this article is to give optimization for agile approaches based on 
validated theses. The contents are aimed at both agile practitioners who 
are interested in quantitative statements about theses - based on their 
daily work, as well as to the management that wants to adopt Agile 
Methodologies and faces the challenge of creating existing conditions.

First, a brief overview of the emergence of agile values and principles 
is given. Following that, the research objectives and the methodology 
used for the analysis are described. Subsequently, the study and its 
implementation are discussed. Finally, the results and their conclusions 
for agile product development processes are debated. 

II.	 Agile software development

Already in the mid-80s, it has been shown that a sequential 
approach to product development is not well suited due to the 
lack of flexibility [14]. Thus, in addition to the traditional process 
models, such as the waterfall model [2], new process models have 
been developed. For one thing, these are iterative process models 
such as Rational Unified Process [15], for the other it is about Agile 
Methodologies such as Scrum [16], Extreme Programming [17] and 
Feature-Driven Development [18]. Even, some initiatives are bringing 
together classical methodologies or tendency with agile principles, like 
approach presented in [19] or in [20]. In particular, agile approaches 
bring a high level of flexibility, which has not been there previously, 
and are suitable for the development of complex products [21]. Their 
application becomes widely spread nowadays, with Scrum playing an 
important role [1].

In 2001, the Agile Alliance [4] created the Manifesto for Agile 
Software Development. The Agile Manifesto includes values and 
principles that help to optimize the software development process. 
Most of the principles even play an important role in today´s agile 
community [22].

The values and principles provide no rules, but rather describe the 
attitude of the Agile Methodologies that should be used. They follow 
the aim that communication among those involved in the project and 
reactions to changes are in the foreground. In particular, the relations 
between the people involved in the process are underlined as very 
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important (“Individuals and interactions over Processes and Tools” 
[4]). 

Another important principle is named self-organizing teams [4]. The 
teams are supported by the organization - in which they operate - for 
the time of the execution of their tasks. It is not prescribed how they 
implement their tasks [16]. Their environment places confidence in the 
teams to own the skills to implement their tasks in a self-organized 
way [4]. This type of work can lead to a greater satisfaction among 
those people who are involved. Satisfaction and positive experiences 
can be the fulfillment of psychological needs [23]. Hassenzahl et 
al. [24] describe that the fulfillment of psychological needs (e.g., 
competence, relatedness, popularity, stimulation, security) lead to a 
state of well-being. In the self-organized work, the need for autonomy 
and competence is satisfied and thus the state of well-being occurs.

In the context of Agile Methodologies, specific methods are often 
used. Pair programming is a best practice that has its origins in the 
agile software development [17]. In pair programming, two developers 
work together on the same task. Williams et al. [25] describe that the 
results produced with pair programming have better quality and time 
to market is reduced. Furthermore, they noted that the developers had 
more fun working together on the problem-solving process. This can 
be attributed to the fact that the developers feel safer by the 4-eyes 
principle during the execution of their tasks. The collaborative 
development of the solution gives the developers a sense of security. 
In this way, the human desire for security is fulfilled, and reaches the 
state of well-being. However, the use of pair programming should 
always be seen in the context of people working with it. In some cases, 
pair programming can be perceived as extremely inefficient, very 
exhausting, and as a waste of time [26].

III.	Study

In the following the research objectives, the study design and the 
implementation are discussed.

A.	 Research objectives and methodology
The aim of this study is to examine current ways of working in product 

development using agile approaches from trenches. Both, the cooperation 
in the project team and the understanding of the roles and tasks need to 
be analyzed. First theses are prepared for this project, which are then 
verified by a questionnaire study. The theses have been formulated on the 
basis of assumptions that are often encountered in practice. 

The following six hypotheses are investigated1:   
(1)	The collaborative development of product-related ideas has the 

advantage that the team develops a better understanding of the 
product.

(2)	A good understanding of the product helps the developers to 
make better decisions during implementation.

(3)	The product manager should have the ability to create a 
rudimentary concept of the product, which is then elaborated 
in more detail.

(4)	The concept of pair programming can also be transferred to the 
creation of a design concept.

(5)	The concept of pair programming can also be transferred to the 
implementation of quality assurance measures.

(6)	In project teams composed of members with different 
professional backgrounds, team members learn more than in 
teams composed of members from the same field.

In the original study, further theses have been examined. The 
complete questionnaire can be found in Schön [27].

1 The original questions were written in German (see Appendix A).

B.	 Construction of the questionnaire
In the design of the questionnaire appropriate guidelines have been 

used for the design of good online questionnaires [28] [29]. It is important 
to keep the amount of items small, because the response rate is higher for 
short questionnaires compared to long questionnaires. In addition, long 
questionnaires usually have a higher dropout rate for episode [30]. The 
questionnaire was written in German and is divided into three sections: 
introduction, body and conclusion. The preface contains the instruction 
objective of the survey, privacy, duration, contact information, and some 
questions about the differentiation of the target group. The main section 
includes items formulated to verify the propositions. The final part 
consists of open questions and a final page, by thanking the participants 
and contact information for questions and suggestions. 

In a pretest of the questionnaire, it was tested and revised in five 
iterations by various test persons of the target group. For this purpose, 
qualitative interviews were carried out with these people. Those were 
asked to answer the questionnaire. Thus, the idea of the test persons could 
be collected for analysis; the method Think Aloud [31] has been applied. 
Based on the pretest, the average time to answer the questions was set 
up to 10-15 min. The willingness to complete a questionnaire with this 
period is relatively high, compared temporally to elaborate ones [32].

C.	 Implementation of the study
To carry out the study, an online survey with the survey tool 

Limesurvey2 was placed. The online survey was conducted during 
the period 2014-03-18 - 2014-04-08 (duration of three weeks). The 
target group of the survey has been selected from the IT industry with 
expertise in the subject area Agile Methodologies. Participants were 
recruited through personal networks, entries in thematically relevant 
groups in social media networks, and in forums of the university 
network oncampus3. The study has been carried out within an 
interdisciplinary group of participants. This has the advantage that the 
theses are evaluated from different perspectives. Information regarding 
the professional experience of the participants is shown in Table 1. In 
addition, Table 2 shows the company type of the participants.

Overall, the questionnaire was been filled out 175 times. Of these, 129 
questionnaires were completed (dropout rate = 26.28%). 98% of those 
stopped after the questions of the introductory part. This leads to the 
assumption that these participants did not feel addressed as a target group.

The results of 129 completed questionnaires were filtered for 
analysis in order to obtain the answers of the participants who have 
already had practical experience with agile approaches. For the 
evaluation of the results, the participants were included who have 
already used an agile approach (N = 93). The key aspects of the 
participants - in the last two years - were wide-ranging and covered the 
following subject areas4: project management (39), software 
architecture (30), quality assurance (26), back-end development (25), 
front-end development (23), user experience design (19), infrastructure 
(7), technical sales (7) and operations (6). 

2  www.limesurvey.org
3  www.oncampus.de
4  Participants had the opportunity to make multiple choices

TABLE I
Professional Experience (N=93)

Experience Answers
Young Professional 3.23%
(less than 1 year)

Professional 47.31%
(between 1-8 years)

Senior 49.46%
(more than 8 years)
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IV.	Results

To capture the personal opinion 5-point Likert items were used. 
There are the following gradations totally agree, tend to agree, neutral, 
disagree, and totally disagree. In one question, the participants also 
had the opportunity to make no statement at all.

The survey results that are considered for the evaluation come from 
the participants who have already used an agile approach and who have 
worked with Scrum (N=93) in the last two years. Two questions on 
pair programming have been shown only to those participants who 
have confirmed that they have a notion of pair programming. As a 
result there is a smaller sample of these items (N=81).

A.	 Presentation of results
For clarity, the results are first presented in tabular form (Table 3). 

For this purpose, the two positive responses (totally agree, tend to 
agree) are counted as the sum of the theses. Subsequently, each item 
will be considered in detail.  

In the following figures (Figure 1 – 5), the results (see Table 3) of 
the questionnaire are shown in detail.

Collaborative development (Item 1)

The collaborative development of product-related ideas has the 
advantage that the team develops a better understanding of the product.

Figure 1: Collaborative development

91% of the sample N=93 agreed to this statement. The high 
agreement makes clear that it is considered useful in practice to involve 
the team in the ideation process.

Good understanding (Item 2)
A good understanding of the product helps the developers to make 
better decisions during implementation.

Figure 2: Understanding the product helps during implementation

This item received the highest popularity by the participants. 94% of 
the sample (N=93) agreed with this statement. Therefore, the developers 
can develop a good understanding of the product, it is important to 
include them in the ideation process (see Figure 1). In addition, visual 
artifacts, such as e.g. a sketch support the communication process and 
contribute to a better understanding [33].

Skills of the product managers (Item 3)
The product manager should have the ability to create a rudimentary 
concept of the product, which is then elaborated in more detail.

With this item we have examined the skillset of the product 
managers. 86% agreed to the sample N=93. In the selection of the 
person for the role of the product manager, it should be ensured that 
this person is able to develop a rudimentary concept of the product. 

TABLE III
Overview of the statements

Item Theses Agree-
ment

Number of 
Participants

1

The collaborative development of product-
related ideas has the advantage that the 

team develops a better understanding of the 
product.

91% N=93

2
A good understanding of the product helps 

the developers to make better decisions 
during implementation.

94% N=93

3

The product manager should have the ability 
to create a rudimentary concept of the 

product, which is then elaborated in more 
detail.

86% N=93

4
The concept of pair programming can also 
be transferred to the creation of a design 

concept.
76% N=81

5
The concept of pair programming can also 

be transferred to the implementation of 
quality assurance measures.

70% N=81

6

In project teams composed of members 
with different professional backgrounds, 
team members learn more than in teams 

composed of members from the same field.

80% N=93

TABLE II
Type of company (N=93)

Company type Answers

Service provider 64.52%

Product manufacturer 25.81%

Freelancer 7.53%

Other 2.15%
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Figure 3: Skillset of product managers

Pair Concepting und Pair Testing (Item 4, 5)
Item 4 and Item 5 are displayed only to those participants who have 
confirmed that they have a notion of pair programming. This results 
in a sample of N=81. 76% of the participants agreed to item 4, and 
70% agreed to item 5. The concept of pair programming can therefore 
not only be used in programming, but can also optimize the operation 
in other domains, such as in the conceptual design (Item 4) or quality 
assurance (Item 5).

Figure 4: Pair Concepting and Testing

Since the concept of pair programming is closely linked to 
programming and which has not yet been established in the fields of 
design and testing, the agreement probably does not refer to its own 
experience but also reflects the willingness, the concept promising in 
these two domains to use.

Cross functional teams (Item 6)
In project teams composed of members with different professional 
backgrounds, team members learn more than in teams composed of 
members from the same field.

Figure 5: Cross functional teams

In addition to the 5-point Likert scale, participants had the 
opportunity to make no mention of this statement, it was used by 3 
participants (3%). 80% of the sample, N=93 agreed to this statement.

B.	 Conclusion for agile product development processes
The survey clearly supports all of the six theses. The results thus 

confirm the assumptions that are made in practice. In addition, they 
provide important insights for Agile Product Development Processes. 
It has been shown that the collaborative development of product-
related ideas contribute to a better understanding of the product 
(see, Item 1). For Agile Development Processes this entails that a 
collaborative ideation process should take place as early as possible 
in the development process. Here, it is advantageous to include 
developers, because a good understanding of the product helps 
them to make better decisions during implementation (see, Item 2). 
Furthermore, the results show that the product manager should have 
the ability to create a rudimentary concept of the product (see Figure 
3). This finding is very significant for the selection of a suitable 
candidate (in Scrum product owner) who takes over the role of the 
product manager. In practice, the product owner is often supported by a 
product ownership team [34] in carrying out one`s tasks. The team may 
consist, for example of a business analyst, a user experience designer, 
and a lead developer. These collaboratively develop in an iterative 
product discovery requirements (see Figure 6). The product discovery 
is used to define the strategic direction of the product and to evaluate 
different ideas [35].

Figure 6: Implications for an Agile Product Development Process

The method pair programming shows that best practices of Agile 
Product Development promote cooperation in the agile team. The 
results of the survey show that the concept of pair programming is also 
seen on the creation of a design concept and the implementation of 
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quality assurance measures as appropriate (see Item 4, Item 5). Thus, 
the advantages of the method can be used across domains. Furthermore, 
cross-functional teams have the advantage that the team members learn 
more from each other than in purely functional teams (see Figure 6).

V.	 Conclusion

In this article, the current operation has been studied in agile product 
development processes. For this purpose, an empirical study was 
conducted. By means of the analysis of collaboration in the agile team 
of the understanding of roles and responsibilities has occurred. With 
the results, existing best practices of agile product development could 
be confirmed. In addition, qualitative optimization for agile product 
development processes could be derived. The optimization applies in 
particular for middle-sized projects, where the user interface plays an 
important role. Apart from that, the size of the company is irrelevant. 
Another significant point is that scaling agile is not considered in the 
aim of this study. The aim of this study was to analyze the collaborative 
work on team level.

 The use of process models and methods should be evaluated with 
focus on the people affected. Compared to traditional approaches, 
agile approaches base the values and principles of the Agile Manifesto. 
If the people concerned do not practice these, the success in the 
implementation of these approaches fail.

The relationship between agile values with regard to the fulfillment 
of psychological needs can be further investigated in future studies. For 
this purpose, best practices such as pair programming can be used. In 
addition, the study has been carried out in the German-speaking area. 
It is also possible to conduct an international study, because of the wide 
spreaded use of agile approaches.  

Appendix A

In the following the original German questions are listed:

(1)	 Die gemeinsame Entwicklung von produktbezogenen Ideen 
hat den Vorteil, dass das Team ein besseres Verständnis vom 
Produkt entwickelt.

(2)	 Ein gutes Verständnis vom Produkt hilft den Entwicklern dabei, 
bessere Entscheidungen während der Implementierung zu 
treffen.

(3)	 Der Produktverantwortliche sollte die Fähigkeit besitzen ein 
rudimentäres Konzept vom Produkt zu erstellen, welches 
anschließend detaillierter ausgearbeitet wird.

(4)	 Das Konzept vom Pair Programming lässt sich ebenfalls auf das 
Erstellen eines Design-Konzeptes übertragen.

(5)	 Das Konzept vom Pair Programming lässt sich ebenfalls auf die 
Durchführung von qualitätssichernden Maßnahmen übertragen.

(6)	 In Projektteams, die sich aus Mitgliedern mit unterschiedlichem 
fachlichem Hintergrund zusammensetzen, lernen die 
Teammitglieder mehr voneinander als in Teams, die aus 
Mitgliedern derselben Fachrichtung bestehen.
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Abstract — This paper motivates, presents and demonstrates 
in use a methodology based in complex network analysis to 
support research aimed at identification of sources in the process 
of knowledge transfer at the interorganizational level. The 
importance of this methodology is that it states a unified model 
to reveal knowledge sharing patterns and to compare results 
from multiple researches on data from different periods of time 
and different sectors of the economy. This methodology does not 
address the underlying statistical processes. To do this, national 
statistics departments (NSD) provide documents and tools at their 
websites. But this proposal provides a guide to model information 
inferences gathered from data processing revealing links between 
sources and recipients of knowledge being transferred and that 
the recipient detects as main source to new knowledge creation.  
Some national statistics departments set as objective for these 
surveys the characterization of innovation dynamics in firms 
and to analyze the use of public support instruments.  From this 
characterization scholars conduct different researches. Measures 
of dimensions of the network composed by manufacturing firms 
and other organizations conform the base to inquiry the structure 
that emerges from taking ideas from other organizations to 
incept innovations. These two sets of data are actors of a two-
mode-network. The link between two actors (network nodes, 
one acting as the source of the idea. The second one acting as the 
destination) comes from organizations or events organized by 
organizations that “provide” ideas to other group of firms. The 
resulting demonstrated design satisfies the objective of being a 
methodological model to identify sources in knowledge transfer of 
knowledge effectively used in innovation.

Keywords — Knowledge Transfer; Technological Innovation; 
Technology Transfer; Social Networks Analysis.

I.	 Introduction

THIS paper is intended to introduce and show the application of a 
methodology to identify the underlying structure of the process of 

knowledge transfer at the inter-organizational level, as one of the main 
resources to create innovation. 

Even the search for methods to understand and design effective 
processes to incept innovation is an active thread in contemporary 
research, the dominant research paradigms used to inquiry on 
knowledge and technology transfer (TT) continue to be those traditional 
descriptive research methods of the natural and social sciences.

The strength of the proposed methodology is its simplicity. Even that, 
it seeks to provide a unified model to reveal knowledge sharing patterns 
about different periods of time and different sectors of the economy.

 This methodology complements the statistical methodology 
provided by the NSD on SITD and SITDS surveys, by unify the way to 

identify sources and recipients links when knowledge is needed to be 
transferred procuring to generate innovation in firms.

To present the results of the application of the proposed methodology, 
this paper is structured as follows: Section II introduces the concepts 
of knowledge and knowledge sharing. Section III describes SITD and 
SITDS as the origin of raw data to search for structures of knowledge 
transfer. Section IV explains the reason why when investigating 
on technology transfer is unavoidable to address the technological 
knowledge transfer topic. Section V introduces a categorization of 
technology transfer models which resulted from a literature review. 

In section VI, the mathematical foundations for representation 
and analysis of social networks are introduced. Sections VII and VIII 
describe the proposed methodology to be demonstrated in use.  Section 
IX shows the case of the manufacturing sector where the proposed 
methodology is demonstrated in use. The results are shown in Section 
X, and discussion and conclusion are presented in sections XI and XII. 
Finally, the references used in the preparation of the paper are listed.

II.	 Nature of Knowledge Sharing

A.	 Knowledge
It is understood that when innovation is a desirable outcome, 

knowledge is a critical supply to organizations [1, 2]. Knowledge 
is a multidimensional concept that has been studied since ancient 
Greeks, and becomes relevant in modern organizations specially 
when data processing and information systems have not explained 
nor commanded organizations viability. The role of knowledge in 
organizations emerged as a key concept over data and information [3]. 

Under the Shannon and Weaver’s communication paradigm 
[4], there are three levels of communication complexity: syntactic, 
semantic and pragmatic. These allow to describe knowledge across 
three organization boundaries: information- processing boundary 
at a syntax level, interpretive boundary, and pragmatic boundary 
[5].  These, in turn, allow transferring, translating and transforming 
knowledge [5]. These determines a structure composed by the link 
between organizations sharing knowledge and organization.

In this context, knowledge is shared at three different non-exclusive 
levels. While data are conceived as a set of facts or a symbolic record 
of facts, without interpretation, information is understood as those 
data in a context with a sender and a receiver [6]. When available 
information conducts to both comprehension and action, on the context 
of that information, emerges knowledge [7]. Knowledge is not tradable 
(i.e. knowledge may not be subject of a sale transaction), therefore it 
must be “thought” [8] and learned. 

B.	 Knowledge sharing
In this work, knowledge sharing is the act by which humans share 

knowledge in a community or set of organizations [8]. This does not 
imply nothing about the intention to get economic benefits or satisfy 
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individual interests.
In this context, knowledge transfer, is a possibility when sharing 

knowledge, but it depends on conditions of the context where 
knowledge appears, conditions of the context where may appear, and a 
possible link between those two contexts.

III.	Data to search for sharing structures

In order to search for structures enabling knowledge sharing, raw 
data gathered by the National Department of Ststistics of Colombia 
(NDS) was used. This Department is the head of the National Statistics 
System which is integrated by governmental organizations and 
autonomous organizations, according to Colombia national regulations 
and laws.

By 1996, the NDS conducted the first national survey on 
technological development (STD). It was conducted on firms of the 
manufacturing sector of the economy (Fig.1). The second survey was 
conducted nine years later, in 2005.  

Fig. 1.  Timeline showing the years when the survey on innovation and 
development technology for the manufacturing sector (SIDT) and the 
corresponding survey for the services and commerce sector (SITDS) has been 
conducted. The very first SITD was just a survey on development technology 
(SDT) in 1996. SITD and SITDS are conducted every two years. SITD in odd 
years and SITDS in even years.

Since 2005, the survey is known as the survey on innovation and 
technological development (SITD) and is being conducted every odd 
year and data gathered correspond to the two preceding years. For 
instance, SITD-2015 gathers data from 2013 and 2014.

SITD is characterized by a survey on the manufacturing sector of 
the economy.  Therefore, since 2006 the NDS conducts an additional 
survey to gather data from the sector of services and commerce. The 
national survey on innovation and technological development-services 
(SITDS), conducted by NDS every even year since 2006, gathers data 
corresponding to two years preceding the survey. This means that 
SITDS-2014 is composed by data from 2012 and 2013.

SITD as well as SITDS aim for a (statistically) characterization 
of innovation dynamics of firms. In addition, both of them aim for 
an analysis of the usage of public instruments at the production and 
services sectors of the economy.

IV.	Economic development: From technology transfer to 
knowledge transfer

In economics, “development” refers to the process of improvement 
of the economic, political, and social well-being of people [9-12]. Not 
all societies sustains the same development rhythm and economies 
experiment cyclic behaviors [13-15]. This leads to different levels or 
stages of economic development of countries.

In order to continue catching up with developed countries, less 
developed countries import technology. In turn, organizations 

in recipient countries face the challenge to incorporate imported 
technology to their production processes in order to increase 
productivity.  

But, even though technology were a commodity, transference is not 
a gentle process [16, 17]. First, recipients must choose where to take 
technology from or where to get ideas to improve their processes. Then, 
find out the way to incorporate technology to the production processes. 
In this way, TT needs to be more than movement of physical assets.

Accepting that TT is the process by which commercial technology, 
a technological innovation and the related knowledge is disseminated 
[18, 19], then the issue is what is understood as technology.

Technology include tools, techniques, materials and power resources 
developed by humans to achieve their goals [20, 21].   Technology 
may include physical artifacts, but ever includes knowledge [21]. TT 
is valuable to increase productivity in so far as transferred knowledge 
allows to modify production processes.  This has been an issue for 
economists [22] but on a retrospective or an explanatory point of view.  

V.	 Technological knowledge Transfer categories

A.	 Technological knowledge transfer
Transferring technology is not achieved without transferring 

associated knowledge [23]. Knowledge most not be reified, this 
means that knowledge should not be understood as an object outside 
individuals and their environment as a historical and cultural context. 
Knowledge is different form information and data: knowledge is a 
human act [8] related to a human process inside human being’s mind 
[24], therefore, knowledge appears at the orbit of personal thoughts 
and experiences [25, 26].

Technological artifacts are not just the physical object. Besides any 
material instantiation of technology, they include mental models [8] 
that make sense the usage of the artifact by a community. Consequently, 
any TT must be thought as knowledge transfer also.

B.	 A categorization of technological knowledge transfer
Some authors introduce categories of TT. A four-categories model 

[27] of TT, according to strengths, limitations and focusing consists 
of 1) a category of traditional models, composed by appropriability, 
dissemination, and communication models, 2) 1990’s models including 
the Gibson and Smilor model [28], Sung and Gibson model [29], and 
Rebentish and Ferreti model [30], 3) Knowledge-based model [27, 31, 
32], and 4) organizational learning models [33] (Table I). The last two 
categories may be thought as two sides of the same coin. However, in 
this paper are set apart.

Traditional models are reductionist (Table I). In the appropriability 
model, the technology developer assumes a passive role: quality 
technologies sell themselves. It is linear because states as in imperative 
for research the production of technological developments that are 
realized in the market.

The dissemination model focuses on diffusion [19]. In this model, 
knowledge freely flows from the expert to the non-expert user. It is 
supposed that a researcher lacks of prejudices to disclose his innovations 
and the potential user is eager to know innovations. Linearity comes 
from the unidirectional communication to the user, who appears to be 
aligned at the end of the TT process as “final user”.

In contrast, the usage model of knowledge includes a three.-
way communication between researcher, developer and user of the 
technology. This model does not explain TT beyond organization 
boundaries.

The communication model perceives TT as an on-going process 
where individuals share ideas. This model follows the network 
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paradigm where feedback is ubiquitous. Knowledge in this model is 
understood as an independent object, universally applicable, similar to 
scientific knowledge.

Models of TT in the 1990’s category (Table I) are focused to solve 
limitations in traditional models. In the Gibson and Smilor model 
[28] TT is a passive process defined by three levels of involvement, 
from the relationship researcher-user point of view: (I) technology 
development, (II) technology acceptance, and (III) technology 
application. It emphasizes in level I, taking market pressures and 
research quality causing TT. This makes this model similar to the 
appropriability model.

The Sung and Gibson model [29] is an enhancement of the 
Gibson and Smilor model [28] to four levels: (I) Creating knowledge 
and technology (II) deployment, (III) Implementation, and (IV) 
Commercialization. Knowledge created at level I spreads through 
publications, teleconferences, and massive media, not including the 
user.  Therefore, this is a passive process.

The Rebentish and Ferreti model [30] is developed from the point 
of view of the transferor. It emphasizes knowledge embodied in assets 
being transferred (explicit knowledge [34, 35]). Even though its focus 
on the relationship between technology-organizational context, and 
the organization capacity to adopt new technology, the model is linear 
biased because omits actors of the TT process.

The Knowledge-Based View (KBV) [2, 36] of TT (Table I) 
understands firms as sets of knowledge and knowledge in firms produce 
competitive advantage. The aim is to get a sustainable advantage by 
means of knowledge. This view conceives knowledge as an intangible 
resource, hardly transferable on an intra-firm basis. A firm may be 
modeled as an instrument to transfer and develop knowledge next 
to other related organizations, not just as a knowledge repository. 
The model acknowledges insight and individual abilities as (tacit) 
knowledge that is difficult to assemble and transfer, but that allows to 
bring together operational issues in learning [37  p.430].

Organizational Learning (OL) [33] (1) as a cognitive process with 
and without intention, sets up links between actions in the past and in 
the future, forming a stock of organizational knowledge and memory. 
(2) as a change in behavior and improvement in organizational 
effectiveness, make changes operative through modifications in 
individual, group and firm behavior, and (3) both as cognitive process 
and change in organizational behavior, OL allows behavior changes to 

improve organizational performance and to develop new knowledge.
As stated before, KBV and OL are two sides of the same coin. KBV 

and OL act as a knowledge acquiring unit and as an individual, group 
and firm behavior modification unit. 

VI.	Representation of social networks

The technical analysis conducted in this study is based in network 
analysis, a discipline which stands on the innovation of Jacobo Levy 
Moreno: the sociogram [38]. This was applied in the measurement 
of the interpersonal relations in small groups, known as sociometry 
[39] since 1934 [40]. The relations are studied using graph theory. 
This allows to represent, design, and calculate properties on networks 

[41].
A network (a graph) may be understood in its basics as a collection 

of points (nodes) joined together in pairs by lines (edges). To design a 
network model [42] the starting point is the measures of the properties 
of the network (i.e. properties of the phenomenon to be studied or the 
state to achieve), for instance: number of edges, number of nodes, 
degree of vertexes, and clustering coefficient. There are many other 
properties of networks that may be inferred (calculated) [43]. This 
model is not a single network, but a probability distribution on many 
networks (i.e. an assemble model).

If the network is to be designed to comply with some characteristics, 
generative network models are to be used [41]. In the many generative 
network models, the preferential attachment models seems to be the 
most adequate to design the growth of complex networks exhibiting 
power laws. Preferential attachment models may be the Price model, 
the Barabási and Albert model, the vertexes copying model, and 
network optimization model.

Newman [41] affirms that Price was inspired by H.A.Simon works 
[44]  In his paper, Simon does not name the distributions, but Price 
name them as cumulative advantage distributions, that describe the St. 
Matthew principle (Mt. 25:29).

A.	 A mathematical representation of a social network data
Social network data is determined by the substantive concern or 

theories that support the specific study of a network, and is composed 
by at least one structural variable of a dataset of the phenomena or field 
in study [40].

The network under study may be composed by one or more 
datasets, according to the nature of the data (i.e. the different kind of 
social network entities involved in the study). The number of different 
datasets composing data of the network is said to be the “mode” of 
the network [40]. In this study, there are two distinguishable sets of 
entities: organizations acting as receivers of information and “ideas” 
conducting to innovation, and organizations acting as source of those 
information and “ideas” (Table II). These two sets conform actors of 
the network that are related each other by means of the link of source/
destination of that information.

Appears a two-mode (or 2-mode) network in which clearly there are 
directed relations (source/destination) (Fig. 2).

TABLE I
Categories for Technological knowledge transfer 

models a

Category Model Time

Traditional Appropriability 1945-1950

Dissemination 1960-1970

Knowledge usage 1980’s

Communication 1980-1991

1990’s Gibson & Smilor 1991

Rebentisch & Ferreti 1995

Sung & Gibson 2000

Knowledge-based vision KBV 1985-2000

Organizational-Learning 
based vision OL 1991-2007

a .Possible models for technological transfer appeared before the 20th century 
are not included in this table.

Fig. 2.  A two.mode network where the set of nodes n1,n2 ,n3,... may 
represent the source of information or “ideas” for innovation and the set of 
nodes m1, m2, m3,… the destination of those information and “ideas”.



International Journal of Artificial Intelligence and Interactive Multimedia, Vol. 3, Nº5

- 70 -

The intersection of rows and columns in the matrix (Fig. 2) may 
represent the strength of the relation between source and destination 
or just a binary value to represent if there exist (1) or not (0) a relation 
between nodes ni and mj.  This is the case in this study where the 
aim is to identify the sources of knowledge for innovation that some 
organizations use.

B.	 Patterns of links because of knowledge sharing
But it is not statistical data the interest of this study but the structures 

for innovation in an economical sector.  Therefore, patterns are to be 
discovered from data.  In order to do that, a concept capturing “where 
knowledge comes from” is needed.

The concept is the degree of the node. Since the relation represents 
source/destination of information and “ideas” for innovation, then the 
number of edges over a node may represent the importance of a node. 
Since the degree of the node d(ni) is the number of edges incident to 
node ni, when measuring nodal degree for each of the nodes in the 
network, a pattern will appear.

If X is the sociomatrix of a two-mode network, xij is an entry of that 
matrix, and g is the total nodes of the directed-graph of a network, the 
number of edges incident to node ni from nodes nj is defined as the 
indegree (dI) of the i-esim node (ni), and may be calculated as dI(ni) 
according to (1):

 ∑
=

=
g

j
jiiI xnd

1
)(

	 (1)

The higher the value of dI(ni) the node ni is more “important” in the 
network. In this case, node ni stands as a relevant source of knowledge 
in a network (of organizations).

C.	 The problem to be solved
Up to this point, there seems no problem to be solved. Raw data on 

the relationships between organizations in an economy is provided by 
a national survey on manufacturing, services and commerce sectors 
of the economy. A wide theory on inter-organizational knowledge 
sharing is being developed, and, graph theory provides a mathematical 
representation of networks and its properties.

However, looking closely to the task to discover patterns of the 
relationship between organizations needing to innovate and those 
providing “ideas” for innovation along time, and the process of 
understanding the complex innovation path followed by organizations 
in an economy, there are no way to compare the results of different 
studies, since every researcher develops an ad-hoc methodology  
group [45] or develops a complicated methodology that prevents its 
usage [46], which reinforces the trend to use specific methodologies.  
This will not be a problem unless results need to be compared by the 
industry to make decisions.

Therefore, both industry and researchers lack of an easy to 
understand and apply, but powerful methodology, to reveal knowledge 
flows that produce innovations. This proposal intends to fill this gap.

VII.	 A methodology to reveal patterns in knowledge 
transfer

A.	 What ‘methodology’ means
In simple terms, a methodology is “a system of principles, practices, 

and procedures applied to a specific branch of knowledge” [47]. From 
a process view, a methodology is a device specifying a set of steps and 
restrictions on the transitions between those steps [48, 49]. In addition, 
a methodology may be understood as the means that conducts to 
produce the solution to a problem [50]. In the context of this study, a 
methodology is an artifact that consists of a list of procedures, each one 
acting stepping stones, the conditions to proceed between procedures, 
in order to solve a problem. This artifact may be provided to different 
researchers, in the same context, to produce consistent results.

B.	 The relevance of “patterns” in (research) methodologies
Patterns have been present in human knowledge since ancient 

Greeks. In Euclid’s Elements, geometric constructions play the role of 
patterns in mathematical reasoning. Besides, this geometrical patterns 
leverages reasoning processes to solve problems.

According to these, any problem is identified by three components. 
(a) In any problem there must be a thing required or desired (the 
unknown). Without an unknown, there is nothing to look for, here 
is nothing to seek [51].  In our research problem the unknown is the 
structure of relations between sources of ideas for innovation and 
innovators. In addition, (b) in any problem there must be something 
given. Without any given (known) that serves as a reference, there is 
nothing by which the required thing may be recognized [51]. In our 
research problem, ‘data’ are SITD and SITDS surveys raw data. This 
is required because even if we see the required thing we couldn’t 
recognize it. And, finally, (c) in any problem there must be a condition 
which specifies how the unknown is linked to the given data [51].

The procedure that has been describe above is a ‘methodology’ 
to solve (mathematical) problems. The key concerns is that it is, in 
itself, a pattern. Something that may be imitated even tackling different 
problems of the same class.

TABLE II
External sources of ideas generating innovation

No. Source of ideas a

1 Professional associations or sectorial associations.

2 Scientific and technological databases.

3 Chambers of Commerce.

4 Technological development center. 

5 SENA training center.

6 Research centers.

7 Regional productivity center.

8 Clients. 

9 Competitor or firm from the same economical sector.

10 Consultants or experts.

11 R&D departments of other firms.

12 Firm from other economic sector.

13 Trade fairs and exhibitions

14 Technology-based companies and incubators.

15 Public institutions.

16 Internet.

17 Books, journals and catalogs.

18 Technical regulations and standards.

19 Technological parks.

20 Suppliers.

21 Seminars and conferences.

22 Copyright information systems.

23 Industrial property information systems.
24 Universities.

Previous order is not relevant and does not bias the analysis.
a Lexicographically ordered in the original in Spanish.
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It should be noted that the patterns is not (necessarily) a function. 
There is no ‘parameter’ passing. Further, it is not a (simple) procedure 
that, as a recipe, may be indefinitely repeated giving the same results. 
It is not a blind computational routine.

It is closer to scripts [52] in the sense that describes the purposes of 
every role, but the actual staging results in different instances of the 
same play. In project management, but in a special sense, in software 
project management projects, it is clear that even when a project 
manager follows a software development methodology, the manager 
can never attend the same script in the same way [52] to carry a project 
out. Nothing guarantees success. However, the pattern is relevant to 
improve the chances of success.

The structural part of processes, even under changing conditions, 
preserves the identity of the process itself. Each time a software 
process is conducted it becomes a new process [53], which recalls 
for the dynamics of adaptive systems. A short-term gentle adjustment 
of the structure to an evolutionary environment makes to evolve (co-
evolve) the whole that is being studied, either the whole is a software 
development process [52, 54] or a technology transfer process [28, 29, 
31] there exist a structure revealed by patterns [55].

The following sections introduce the procedures of the methodology 
and the rules to proceed between them.

C.	 Obtaining data from surveys
Select the periods of time corresponding to the elapsed time of 

interest. Given that SITD and SITS are available since 2005 and 2006, 
respectively, including data corresponding to the preceeding two years, 
on a two-year basis, the researcher should adjust the research window.  
The public character of data of the NDS guarantee availability in plain 
format or spreadsheet format.

D.	 ISIC standardization
When the study includes data from different years for SITD or 

SITDS, the researcher should make sure that data is classified according 
to compatible revisions of the International Standard Industrial 
Classification of All Economic Activities (ISIC). Not all categories 
of ISIC persists between periods. The researcher should be aware of 
changes in definitions of each code between revisions (for instance 
between ISIC Rev 3 and ISIC Rev 4. New codes implies to define 
dummy codes when constructing a sociomatrix for a previous year.

E.	 Define dimensions and datasets
Identify the dataset of recipient and the dataset of source of ideas. 

The source may be further classified according to the boundary of the 
recipient organization. Blurry boundaries should be documented to 
state clearly the meaning of (i) internal source of ideas, (ii) external 
source of ideas. This last category may be even further classified in: 
other firms, specialized groups, and external relationships).

Define as ‘dimension 1’ all actors (and its data), corresponding to 
internal sources. Keep ISIC classification in the following categories: 
(a) Internal R&D departments, (b) production department, (c) Sales 
and marketing department, (d) other department of the firm, (e) 
interdisciplinary groups, (f) management staff, and (g) workers. 

As ‘dimension 2’ include other firms. Keeping ISIC classification of 
data, the categories are: (a) external R&D department, (b) other related 
firm, (c) headquarters, (d) clients, (e) competitors, and (f) suppliers.

‘Dimension 3’, specialized groups, is composed by (a) professional 
associations or sectorial associations, (b) Chambers of Commerce, 
(c) agricultural and forest research centers, and (d) technological 
development center. 

Set ‘Dimension 4’, external relations, as (a) SENA training centers, 
(b) Consultants and experts, (c) trade fairs and exhibitions, (d) seminars, 

(e) Books, journals and catalogs, (f) Intellectual property information 
systems, (g) copyright information systems, (h) Internet and other ICT, 
and (i) scientific databases.

The first dataset is the matrix resulting from the cross-match between 
dimension 1 and ISIC.  These represent actors of a 2-mode network.

The second dataset is the matrix resulting from the cross-match 
between dimensions 2, 3 and 4 and ISIC. These represent actors of a 
2-mode network.

VIII.	  Social network data processing

Input datasets into a computer software specialized in network 
analysis. Software packages often provides a data import utility to 
accomplish this cumbersome time-consuming activity. Software may 
be one of the following: UCINET+NetDraw, Egonet, Gephi, Pajek, 
iGraph, JUNG, Statnet.

Apply the projection operator selecting first dimension 1, and then 
dimensions 2, 3, and 4. This is to perform an oriented analysis to 
determine relevant sources (rows).  If possible, select MCO minimum 
square method, as a valued (non-binary) network. The co-occurrence 
method is adequate for binary networks.   

Then, calculate eigenvalues by Single Value Decomposition - 
SVD). This allows to identify background dimensions of the space 
(set) sector-by-source of the idea.

 Finally, group by degree centrality. For each node of te network 
calculate degree centrality and graph.

IX.	Case of the manufacturing sector 

In order to study technological knowledge transfer to industrial firms 
in the manufacturing sector of the Colombian economy, and determine 
the structure (main links between sources of ideas of innovations and 
firms) the proposed methodology was applied. 

It is assumed that TT is verified when an incoming idea produces 
a technological innovation in the recipient firm. Data from SITD-IV 
serve as data to explore the relations between sources/destination of 
ideas for innovations.  External sources are grouped in twenty four (24) 
categories (Table II).

Besides, recipient organizations –the organizations producing 
innovations from incoming ideas- are grouped in 64 subsectors by ISIC 
Rev.3 (Rev.3 A.C.).

Raw data was classified (rows) according to firm size (small, 
medium and large enterprise, and then populated a matrix. Columns 
were sorted buy ISIC Rev.3 code sector. A further classification 
allowed to set national and foreign firms apart. 

The result, each of eight matrixes describes a two-mode network, 
then they were transformed from a 2-mode network by means of a 
projection method. This was done by selecrting on of the two datasets 
and linking the nodes according to the rule: it is connected with another 
node of the other set.  It was used [56], projecting a two-mode network 
on a weighed one-mode network to preserve the structure of the 
original network.  The networks were drawn [57].

X.	 Results

Data from social networks were analyzed and organized in relatively 
homogeneous networks according to national or foreign origin of the 
firm that originates the idea.

 The analysis proceeds by the size of the firm: large, medium or small, 
keeping the origin (national or foreign origin) of the firm.  Fig. 3 shows 
the 2-mode network for large firms taking ideas from foreign sources.
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Fig. 3. Two-mode network for large firms with ideas from foreign sources.

Red nodes correspond to the dataset of source of ideas, while blue 
nodes correspond to the second dataset: manufacturing sector firm 
category (ISIC). Resulting data shows that sources of higher centrality 
are as follows (according to their indegree):  1 (151), 2 (152), 3 (153), 
4 (154), 15 (175), 16 (181), 17 (191), 18 (192), 21 (203), 22 (210), 
and 23 (221), as foreign sources for large firms. It is remarkable that 
foreign sources 10 (160), and 12 (172) are not relevant sources for 
large firms. Furthermore, firms in subsectors 35 (281) y 52 (359) do 
not use foreign sources of ideas to incept innovation.

 The same conventions apply for the two-mode network of large 
firms and national sources of ideas (Fig. 4).

Fig. 4. Two-mode network for large firms with ideas from national sources.

Similarly, to the previous analysis, sources of higher centrality are: 
2 (152), 4 (154), 6 (156), 7 (157), 13 (173), 15 (175), 16 (181), 17 
(191), 18 (192), 21 (203), 22 (210), and 23 (221).

The case for medium enterprises receiving ideas from foreign 
sources (Fig. 5)  reveal the higher centrality as follows: 2 (152), 3 
(153), 4 (154), 16 (181), 18 (192), 21 (203), 22 (210) and 23 (221).

Fig. 5. Two-mode network for medium firms with ideas from foreign sources.

Medium enterprises receiving ideas from national sources (Fig. 6) 
shows higher centrality for the following national sources: 4 (154), 5 
(155), 6 (156), 7 (157), 13 (173), 14 (174), 15 (175), 16 (181), 21 (203), 
23 (221), and 24 (222).

Fig. 6. Two-mode network for medium firms with ideas from national sources.

Small firms reveals a structure of the network where main foreign 
sources of ideas to produce innovations (Fig. 7) are: 3 (153), 4 (154), 
16 (181), 18 (191), 21 (201), and 23 (203).  

Fig. 7. Two-mode network for small firms with ideas from foreign sources.

When examining small firms linked to their national sources of 
ideas (Fig. 8) the results are: 2 (152), 7 (157), 16 (181), 17 (182), 18 
(191), 21 (201), 23 (203), and 24 (204).

Fig. 8. Two-mode network for small firms with ideas from national sources.

When applying the projection operator over the two-mode network 
of large firms – foreign sources of ideas (Fig. 3) results that main 
sources of ideas to generate innovation (Fig. 9) are: 2 (Scientific and 
technological databases), 16 (Internet), 17 (Technical regulations and 
standards), and 19 (technological parks)  (Table II).
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Fig. 9. One-mode network (obtained by projection) for large firms with ideas 
from foreign sources. The dataset of projection corresponds to the twenty four 
sources of ideas listed in Table II.

Projection of the two-mode network (Fig. 4) of large firms recipients 
of ideas from national sources results in a one-mode network (Fig. 10) 
lets identify the higher centrality nodes, that reveal that main national 
sources are: 12 (firms from a different sector), 13 (Trade fairs and 
exhibitions), 14 (Technology-based companies and incubators), 21 
(Seminars and conferences) y 23 (industrial property information 
systems).

Fig. 10. One-mode network (obtained by projection) for large firms with ideas 
from national sources. The dataset of projection corresponds to the twenty four 
sources of ideas listed in Table II.

Projection of the two-mode network (Fig. 5) of medium firms 
recipient of ideas from foreign sources, in a one-mode network (Fig. 11) 
reveals that foreign sources: 10 (Consultants or experts) and 12 (Firms 
form other sectors) are not relevant. In contrast, the rest of foreign 
sources are probabilistically equal sources of ideas for innovation.

Fig. 11. One-mode network (obtained by projection) for medium firms with 
ideas from foreign sources. The dataset of projection corresponds to the twenty 
four sources of ideas listed in Table II.

Projection of the two-mode network (Fig. 6) of medium firms 
recipient of ideas from national sources, in a one-mode network (Fig. 
12) shows that main sources of ideas for innovation are: 15 (Public 

institutions), 16 (Internet), 17 (Books, journals and catalogs), 18 
(Technical regulations and standards), 19 (Technological parks), and y 
21 (seminars and conferences).

Fig. 12. One-mode network (obtained by projection) for medium firms with 
ideas from national sources. The dataset of projection corresponds to the 
twenty four sources of ideas listed in Table II.

The case for small firms, when projecting their two-mode network 
(Fig. 7), results in a one-mode network (Fig. 13) showing that 
main foreign sources of ideas for innovation are: 2 (scientific and 
technological databases), 4 (Technological development centers), 16 
(Internet), and 21 (seminars and conferences).

Fig. 13. One-mode network (obtained by projection) for small firms with ideas 
from foreign sources. The dataset of projection corresponds to the twenty four 
sources of ideas listed in Table II.

Projection of the two-mode network (Fig. 8) of small firms recipient 
of ideas from national sources, in a one-mode network (Fig. 14) 
shows that main sources of ideas for innovation are: 2 (scientific and 
technological databases), 3 (Chambers of Commerce), 4 (Technological 
development centers), 15 Public institutions, 16 (Internet), 17 (Books, 
journals and catalogs), and 21 (Seminars y conferences).

Fig. 14. One-mode network (obtained by projection) for small firms with ideas 
from national sources. The dataset of projection corresponds to the twenty four 
sources of ideas listed in Table II.
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XI.	Discussion

From the analysis, the firms from the manufacturing sub-sector, 
obtaining ideas to innovate from foreign sources are (ISIC Rev. 
3. A. C.): 151 Production, processing and preserving of meat and 
meat products, 152 Processing and preserving of fruits, legumes, 
green vegetables, oil and fat, 153 Manufacture of fresh liquid milk, 
pasteurized, sterilized, homogenized and/or other dairy products, 154 
Manufacture of starches and starch products,  175 Manufacturing of 
fabrics and knitting fabrics, 181 Manufacturing of clothing, except 
leather based, 191 Leather products, 192 Leather-shoe manufacturing, 
203 Manufacture of wooden goods intended to be used primarily in the 
construction industry, 210 Manufacture of paper and board and paper 
and board products, and 221 Publishing, printing and reproduction of 
recorded media.

In addition, main foreign sources of ideas for large firms from those 
subsectors are scientific and technological databases, technological 
parks, clients and consultants or experts.

Those firms of subsector 221 Publishing, printing and reproduction 
of recorded media, prefer to get ideas from international consultants an 
experts.  They complement their knowledge by means of ideas coming 
from foreign technological parks and information from scientific 
and technological databases, the specifications received from their 
international clients.

Ideas coming from technological parks and international consultants 
for enterprises of 151 Production, processing and preserving of 
meat and meat products and 153 Manufacture of fresh liquid milk, 
pasteurized, sterilized, homogenized and/or other dairy products, may 
allow them the ability to develop preventive actions such as improving 
competitiveness or even develop competitive advantages- to face 
foreign competitors in the context of free trade agreements.

However, it seems that the identified sources of ideas for innovation 
in large firms of the manufacturing sector served to adopt short-term, 
minimum national competence positions. 

A better comprehension of the relationships between the sources 
of ideas for innovation, according to its origin (foreign or national), 
and manufacturing firms may provide background to develop policies 
to encourage firms to adopt an active leading position.  Nevertheless, 
with improved knowledge on the structure of innovation in the 
manufacturing sector, to strengthen the use of foreign sources of ideas 
for innovation such as scientific and technological databases, and 
include the gain of contracting consultants from local universities that 
may understand local markets better than foreign consultants.

XII.	 Conclusion

A simple but powerful methodology to investigate the structure of 
innovation, from SITD and SITDS, based in knowledge transfer in 
interfirm contexts was developed. This methodology is well founded in 
social network analysis and easy to use information technology tools.

It was shown that this methodology facilitates a structured 
generation of information related to the links between sources and 
receivers of ideas for innovation, allowing to identify preferred sources 
by firm size, according to the origin of the source (foreign or national).

The methodology that has been introduced and demonstrated in use, 
satisfies the aim to serve as methodological reference to identify sources 
of ideas in knowledge transfer to be effectively used in innovation.

Codification of dimensions when constructing datasets may 
generate biases. In spite of this fact, the methodology remains effective 
because the relevant findings is on the network structure (identified 
patterns on the main sources of ideas to generate innovation by any set 
of firms in ISIC).

These methodology is of interest for foreign companies that may 
find in Colombia the destination of their products, general activities, 
and consultancy contracts opportunities.

Finally, in order to compare results from different research processes, 
a unified but simple methodology facilitates researchers to concentrate 
on the field of investigation and not in the development of an ad-hoc 
methodology or the time-consuming learning of a complicated, even 
complete, methodology.

Further work

This work reports an analysis on two-mode networks emerging 
from the relations between national and foreign sources of ideas for 
innovation and manufacturing firms, based on indegree calculation. 
Additional work may include determining if other centrality and 
prestige measures may provide accurate information on sources of 
ideas. 

To enhance this methodology, in terms of informing data to 
stakeholders, a short-term economic oriented analysis may be included. 
This short-term analysis should include information on international 
free trade agreements and a transition analysis of foreign commerce 
policies.
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Abstract — Project control and monitoring tools are based on 
expert judgement and parametric tools. Projects are the means 
by which companies implement their strategies. However project 
success rates are still very low. This is a worrying situation that 
has a great economic impact so alternative tools for project success 
prediction must be proposed in order to estimate project success or 
identify critical factors of success. Some of these tools are based on 
Artificial Intelligence. In this paper we will carry out a literature 
review of those papers that use Artificial Intelligence as a tool for 
project success estimation or critical success factor identification.

Keywords — Project Management, Artificial Intelligence, 
Decision Support Systems, Project Success, Critical Success Factors.

I.	 Introduction

Project management is the main tool for implementing a company’s 
goals so understanding its key issues is really absolutely vital for 

Project success [1].
The main challenge of project Management, whether in the times of 

the Romans, the Renaissance or the present, is to accomplish Project 
objectives as specified in the main bodies of knowledge PMBOK[2], 
PRINCE2[3] e ISO21500[4].

Nevertheless, and in spite of the considerable length of time that 
Project Management has been in existence, and the improvements of 
the last few years, there are a lot of projects that are still being classified 
as not successful, in terms of the way they have been managed or 
because of their results [5], [6]. 

Some determining factors have been identified in Project 
Management literature:

1.	 Projects have always been associated with complexity [7], but 
they are getting more complex in general, independently of the 
industry [8], [9].

2.	 Stakeholders play an important role in project development, 
it is not just the realm of the project manager and their team.  
[10]–[14].

3.	 Projects have always been surrounded by uncertainty and 
continuous changes that make it really difficult to  plan, and 
accomplish, schedules, resources and budgets [14]–[18].

As identified in the different bodies of knowledge, PMBok[2], 
Prince2[3] e ISO21500[4] most of the processes are based on expert 
judgement or on other parametric analytic tools. The fact that expert 
judgement is one of the most important tools in project management 
has some limitations: 

1.	 Projects are normally developed in a restricted resource 
environment so the more complex is a project is, the more 
accuracy that is needed, and the more difficult it is to apply this 
expert judgement.

2.	 Expert judgement is applied by people, by experts so it can 
lead to bias [19].

On the other hand the bodies of knowledge identify other processes 
related to learned lessons of the project as part of the methodology 
for obtaining better results, learning from past experience [2]–[4] and 
managing all that knowledge in an effective way [20]. However reality 
shows that, in general, lessons learned are treated in a very superficial 
way, they are not well documented and they are not communicated so 
others can take advantage of them in future projects [21]–[23]. This 
is probably because lessons learned are perceived in a negative or 
punitive way in many companies [22]. 

Summarizing, it seems that traditional project tools are not working 
properly when trying to predict project success. Accordingly new 
project management tools are emerging in order to improve project 
success or project success estimation. 

The goal of this paper is to review these new proposals that use 
Artificial Intelligence to improve project success or that can simply 
predict it. If we were able to predict the future, we would be able to 
prepare for it. Originally future prediction in project management has 
been done from the point of view of expert judgement, based on the 
opinion of those who are analysing the project, the experts. There are 
studies that try to make a model of this expert knowledge so technology 
could mitigate the identified risks [24], [25] and consequentially be 
applied to project management.

II.	 Literature review methodology 

Different references have been found in scientific literature 
associated with the use of alternative tools to those used in the 
main bodies of knowledge, some of which are based on Artificial 
Intelligence. These alternative tools are applied to various project 
management areas:

1.	 Estimation of project success
2.	 Identification of critical success factors
3.	 Relatedness to project budget
4.	 Connection to project schedule
5.	 Project planning
6.	 Relatedness to risk identification

In this paper we will focus only on those using Artificial Intelligence 
algorithms to try to conduct a project success estimation o try to 
identify critical success factors of a project.

In order to carry out this literature review we have done an 
unstructured initial search just to identify different approaches and goals 
in the field of artificial intelligence applied to project management. 
The main objective is to identify the algorithms that are being used for 
this purpose. The keywords used for this search have been: “project 
management”, “artificial intelligence”, “project success”, “project 
success prediction”, and “critical success factors”.
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literature review

Daniel Magaña Martínez, Juan Carlos Fernández-Rodríguez

Universidad Antonio de Nebrija, Madrid, Spain
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Subsequently new structured searches have been made for each 
of the algorithms in order to find more references to complete in this 
way the bibliography to be analysed.  Repeated searches have been 
made combining these keywords: “critical success factors”, “Project 
success” with every algorithm identified in unstructured previous 
searches. 

Both searches, unstructured and structured, have been limited to 
scientific papers, books or book chapters, excluding non-scientific 
articles. The researche has been done using Bucea searching tool at 
Universidad Complutense de Madrid, Spain.

The result of these searches is 16 references where Artificial 
Intelligence has been applied to project success estimation or critical 
success factor identification. Identified references start in 1997 and 
finish in 2014.

Based on these results, we will perform a structured analysis in order 
to identify how artificial intelligence algorithms are applied, detect the 
authors’ objectives and list their limitations. Finally we will summarize 
the authors’ conclusions.

Therefore the following questions arise after this literature review 
process:

1.	 What are the authors’ goals when applying artificial intelligence 
to project success?

2.	  What artificial intelligence algorithms have been applied?
3.	 What limitations are identified when applying those algorithms?

In the next section we will perform a project success concept 
definition based on existing principle perspectives on scientific 
literature.

III.	Project success

One of the main worries of project management directors is 
knowing, with some anticipation, if the project they are managing 
is going to be successful or not. This worry is not a guessing game. 
It is supported by control and monitoring tools defined in project 
management frameworks and the bodies of knowledge [2]–[4].

It is not the goal of this paper to review the vast existing literature 
associated with project success. We would like to conceptualize the 
project success concept based on the main existing research lines so it 
can help the reader to understand how artificial intelligence can help 
in this area.

A project has been, traditionally, categorized as successful if it 
accomplished the Triple Constraint: scope, budget and schedule 
[26]. Traditional statistics or parametrical tools were enough for this 
purpose. However these tools leave aside other qualitative aspects of 
project management, for example the stakeholders’ point of view [27], 
[28]. 

Initial studies in this field conclude that we should distinguish 
project success concepts, focusing on managerial processes of project 
management on the one hand, and the traditional Triple Constraint of 
scope, schedule, budget and quality on the other hand where product 
success criteria is more important from the product point of view. 
In this regard a project could have been perfectly managed from the 
project team’s point of view, but the product is not in accordance with 
the stakeholders’ expectations [7], [11], [29].

Some authors have concluded that a correct definition of project 
success or project failure has not been made and this is one of the main 
reasons why projects are still being considered as failures [27], [30], 
[31] .

There is a variety of studies proposing new key indicators to create 
a new framework in order to measure project success based on five 
dimensions: project performance, project impact on the customer, 

project impact on the business and its preparation for the future [11], 
[27], [30], [32].

There is another field of research in literature of those who try to 
identify the project’s critical success factors [26], [33].

IV.	Artificial intelligence algorithm’s applied to 
project success

During this literature review, the following algorithms based on 
artificial intelligence, and applied to project success have been found. 

A.	 Neural Networks
Neural Networks attempt to simulate, to a degree, human way of 

thinking, and are used, nowadays, for multiple purposes, from credit 
approval, fraud detection, surveillance systems and other kinds of 
prediction purposes.

One of the main parts of neural networks consists of learner training 
so neural network adjust to data patterns and give better results. This 
training is done comparing neural network results with real and known 
data and is repeated so it adjusts until results of a very low error rate 
are achieved.

Neural networks, because of their characteristics, are more accurate 
than linear models [34], based on regression models, which have been 
frequently used in project management [35]. 

B.	 Fuzzy Cognitive Maps
Fuzzy Cognitive Maps are fuzzy graphical structures that allow the 

representation of causal reasoning. This graphical representation is 
made of nodes where the most relevant nodes are specifically identified 
for a decision-making system. Fuzzy cognitive maps have their origin 
in a fuse of fuzzy logic and neural networks [36].

C.	 Genetic Algorithms
Genetic Algorithms try to simulate the evolutionary natural process 

and were originally proposed by Holland [37].
They are easy to apply so they can be fused with other heuristic 

methods creating ad-hoc solutions. However it is difficult to apply 
them to large, complex, difficult-to-solve problems [38].

D.	 Bayesian Model
Bayesian networks are described as a representation of a joint 

probability distribution. It is one of the most common methods for data 
classification in different categories [39].

The Bayesian model allow us to answer questions such as what is 
the probability of X being in state x1 if Y = y1 and Z=z1. In other words, 
links the probability of A given B with the probability of B given A.

E.	 Evolutionary Fuzzy Neural Inference Model – EFNIM
EFNIM fuses genetic algorithms, fuzzy logic, and neural networks 

and has been traditionally used for civil engineering problem solving. 
The combination of these three algorithms makes the strengths of one 
cover the weaknesses of the other. So genetic algorithms are used for 
optimization purposes, fuzzy logic deals with uncertainty and neural 
networks for mapping inputs and outputs.[38]

F.	 Evolutionary Fuzzy Hybrid Neural Network – EFHNN
The model EFHNN includes four algorithms of artificial intelligence:

1.	 Neural Network
2.	 High Order Neural Network
3.	 Fuzzy Logic
4.	 Genetic Algorithm
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Neural Networks and High Order Neural Networks, named together 
as Hybrid Neural Network (HNN), manage the inference engine while 
Fuzzy Logic deals with the fuzzy layer. Genetic algorithms optimize 
the final model. 

The difference with EFNIM is that this model is able to manage 
problems more deeply thanks to the large number of HNN models. 
[40].

G.	 Support Vector Machine
This is a new way of learning, which is more powerful than 

traditional learning tools. It is able to solve data categorization 
problems and regression problems as well.

Just as neural networks do, SVM requires training and testing with 
a training dataset. SVM’s characteristics allow it to deal better with 
unknown data and, generally speaking, they present some advantages 
over neural networks. They are being applied successfully to cost 
estimation in the construction industry.

H.	 Fast Messy Genetic Algorithm
The Fast Messy Genetic Algorithm can identify optimal solutions in 

an efficient way to problems with a large number of permutations. It is 
known because of its flexibility and because it can be fused with other 
methodologies to get better results [41]. 

The difference between it and other genetic algorithms is based on 
the possibility of modifying building blocks to better identify partial 
solutions so as to focus on a global solution faster.

I.	 K-Means Clustering
K-Means is an easy approach for creating data cluster from random 

data. It is commonly used for image pattern detection as well as for 
many other applications. Its main problem is that it cannot ensure an 
optimal convergence, but is widely used due to its simplicity.

J.	 Bootstrap aggregating neural networks
Bootstrap aggregating neural networks are a combination of multiple 

artificial neural network classifiers. They use more than one classifier 
based on ANNs so the final decision is taken from each classifier by a 
voting system [42].

K.	 Adaptive boosting neural networks
The main difference with Bootstrap aggregating neural networks is 

that adaptive boosting neural networks use weights that are readjusted 
on every iteration giving less importance to those solutions that have 
not been classified correctly. As a result, classifiers focus on more 
complex samples obtaining a faster solution each time [42].

V.	 Literature review

As a field of research, the application of artificial intelligence 
algorithms to the prediction of project success brought up a wide 
selection of authors’ objectives. For a better comprehension we will 
divide them into two groups, those that try to predict project success 
and those that try to identify critical success factors.

A.	 Determining Critical Success Factors
Within these groups we find those that apply artificial intelligence 

algorithms to critical success factors identification for measuring 
project success [36], [39], [43]–[46]. 

Multiple studies affirm that project success is not only a matter of 
complying with the already known Triple Constraint, but also depends 
on the perception of success by the stakeholder, and that what could be 
satisfactory for one could be unsatisfactory for the other. Because of 

this, it is essential to define project success criteria [47]. Furthermore, 
critical success factors may vary during the project life cycle so it is 
important to identify them throughout the project.

From this starting point, these algorithms have been identified in 
literature reviews in order to detect critical success factors of projects 
(CSF’s):

1.	 Neural Networks
2.	 Fuzzy Cognitive Maps
3.	 Genetic Algorithms
4.	 The Bayesian Model

The first paper is focussed on the construction industry, and its 
objective is to detect CSFs using neural networks. It identifies eight 
key factors for project management success [43]:

1.	 The number of organization levels between the project manager 
and project staff.

2.	 How detailed the project design is before the construction 
phase. 

3.	 The number of control meetings during the construction phase. 
4.	 The number of times that the budget has been updated.
5.	 The setting up of a constructability system.
6.	 Team rotation.
7.	 The amount of money spent on project management.
8.	 The technical expertise of the project manager.

The author uses data collected for his thesis [48] and analyses them 
with neural networks in order to get a mapping between managerial 
elements of project management and project management performance. 
The final model could be applied as a prediction tool for new project 
management strategies in the early stages of a project. In conclusion, 
this model could be also used for project budget performance prediction. 

Focusing on defence projects, we find a comparative between 
neural networks and regression analysis tools for identifying 
managerial project management criteria oriented to project success in 
high technology defence projects. In this comparative some factors are 
identified as less important by regression models while they become 
more important with the use of neural network algorithms. Neural 
network algorithms are significantly more accurate when working with 
unknown data. The author performs his study based on data collected 
from 89 defence projects developed in Israel between the 80s and 90s 
[44].

Centred on the IT sector, classified by the authors as different from 
other sectors due to its complexity and high possibilities of failure, a 
model for mapping the project’s success and CSF’s perception, and 
the link between them is proposed. To perform this mapping, it uses 
Fuzzy Cognitive Maps (FCMs). The authors defend that the success 
concept in IT projects is a complex concept, not structured, and so 
FCM is more appropriate for dealing with this kind of ambiguity. FCM 
is better suited to IT projects. The authors validate their model with 
a real project case. The model has a weakness related to the SRMS 
matrix that shows some wrong data so it needs reviewing by an expert 
to analyse and correct results [45]. 

The same authors perform a benchmarking between three emerging 
methodologies oriented to CSF identification. The three benchmarked 
methodologies are Critical Success Chains (CSC) [49], Analytic 
Hierarchy Process (AHP) [50]one central issue is the study of critical 
success factors (CSF and Fuzzy Cognitive Maps (FCM) [45], all 
focused on IT projects. The authors conclude by listing advantages, 
disadvantages and limitations of each of them. As Fuzzy Cognitive 
Maps is the only one related to Artificial Intelligence, we should 



International Journal of Artificial Intelligence and Interactive Multimedia, Vol. 3, Nº5

- 80 -

remark that it is the one most similar to human perception, but even so 
it requires an expert for its interpretation, and this situation introduces 
subjectivity into the model as commented in their previous paper.

Again related to IT projects, more specifically software development, 
the authors make a proposal of a model for identifying the CSF that 
could impact on project outcome to a greater extent. The objective is to 
provide a tool for the project manager that allows him to control those 
identified risks that threaten the project outcome. The authors focus 
on resources assignation to solve these factors. The authors attempt 
to identify the most important risks, and suggest the most efficient 
resource investment based on those risks. They define efficiency as the 
rate between success probability and cost. This efficiency definition 
is used as an aptitude function for genetic algorithms. To perform this 
research, the authors use a dataset of previous software development 
projects developed both in-house and outsourced within the Chilean 
industry. The authors applied genetic algorithms to obtain this 
optimization of resources, and the prediction of success. The model 
also suggests a cost effective investment proposal [46] .

Finally, and using an expert system based on a Bayesian model and 
centred on IT projects, again we find a paper whose objective is to know 
in advance the impact that decisions have on the project’s outcome. 
The authors have a double aim. Firstly to create an expert model, based 
on a Bayesian model, which allows the project manager to analyse 
the impact of a decision on project outcome. They use success criteria 
definitions found in literature. Secondly, to make a recompilation of 
IT project-related knowledge. The main conclusions of this study are 
related to the importance of stakeholder engagement, support of senior 
management, goals and objectives definition and their association with 
project success [39].

B.	 Determining project success
Furthermore we find papers that try to forecast project success for the 

duration of the project life cycle in its early stage, or at any other time 
point of the project [38], [40], [42], [51]–[54]the project management, 
in which the final status of project is estimated, must be incorporated.In 
this paper, we consider estimation of the final status(that is, successful 
or unsuccessfulDuring the literature review, these algorithms applied 
to project success prediction have been found:

1.	 Bayesian Model
2.	 Evolutionary Fuzzy Neural Inference Model - EFNIM
3.	 Neural Networks
4.	 Support Vector Machine
5.	 Fast Messy Genetic Algorithm
6.	 K-Means Clustering
7.	 Bootstrap aggregating neural networks
8.	 Adaptive boosting neural networks

Artificial Intelligence application for project success predicting is 
relatively recent, since the first reference is from 2006. This model 
estimates project final state applying a Bayesian classifier to different 
metrics collected from a project. The aim of this research is to make 
this estimation in the early stages of the project. Metrics selection can 
be performed by experts or using statistical methods, which are more 
accurate. The research is focused on IT software development and 
the authors consider a project as successful if it has been developed 
on schedule, on budget and to a satisfactory quality. The study is 
supported by data collected from 28 software development in-house 
projects. Results show that an accurate success prediction can be made, 
but having the right metrics is a key issue for getting accurate results 
[51].

The next paper, focused on the construction industry, suggests a 
model for a dynamic project success estimation. The model, named 

EPSPM, fuses several artificial intelligence algorithms: genetic 
algorithms (GAs) for optimization, fuzzy logic (FL) for reasoning 
and neural networks (NN) for mapping inputs and outputs. EPSPM 
is integrated with the Continuous Assessment of Project Success tool 
[55], which allows us to create a real time decision-making system. 
The authors define project success in the construction industry as that 
which conforms to the budget, the schedule, the performance and 
the project safety, in addition to other subjective criteria. The project 
outcome could be influenced by many different factors along the project 
cycle, so it is interesting to rely on a tool that allows us to predict 
project success in any given project. This, somehow, could be done 
by human beings based on experience, as has traditionally been done. 
Accordingly, artificial intelligence trying to simulate the human brain 
could be very helpful. The EPSPM model allows  estimating project 
success at any time selecting critical success factors in every project 
life cycle phase. It is also supported by a historical project database that 
allows pattern identification for analysis. Research results show that the 
suggested model is a valid tool for project managers which allows them 
to make project success estimations in real time [52]which requires a 
continuous monitoring and control procedure. To dynamically predict 
project success, this research proposes an evolutionary project success 
prediction model (EPSPM .

Centred on the sectors of construction and industry, and with a 
slightly different approach from the rest of the papers, we find a study 
based on the importance of pre-planning before the project begins.

Project schedule and budget are identified as main success key 
elements. A wrong project scope definition may lead to a hike in a 
project’s budget and schedule. The aim of this paper is to create a 
model that permits us to predict this cost and Schedule increments 
based on data collected from 62 industrial projects and 78 construction 
projects. Their intention is to relate the planning prior to the project 
with its success, with the cost and schedule as principle indicators. The 
authors use a tool called The Project Definition Rating Index (PDRI) 
to evaluate how well the project scope is defined before the project 
begins. Research has been performed from data collected with this tool. 
The authors used two models, the first based on a statistical approach, 
and the second on neural networks. Even though both models confirm 
the link between pre-planning and Project success, neural networks are 
more accurate. In addition, the model based on neural networks can 
predict costs and time increments based on PDRI’s project punctuation. 
[53] . 

Once more focusing on the construction industry, we find a paper 
suggesting a hybrid model fusing several artificial intelligence 
algorithms.  It uses an inference model named Evolutionary Support 
Vector Machine Inference Model (ESIM) for dynamically predicting 
project success. The model fuses Support Vector Machine (SVM) for 
learning and Fast Messy Genetic Algorithm (fmGA) for optimization. 
This hybrid model is integrated with CAPP, as previous papers have 
done, for identifying critical success factors and for doing a real time 
project success prediction. Research results are that ESIM can predict 
project success with remarkable accuracy. The model was trained and 
tested with datasets from 46 CAPP projects. To obtain better results, 
the authors used K-means to select projects with similar characteristics  
[54]while fmGA deals primarily with optimization. Furthermore, the 
model integrates the process of Continuous Assessment of Project 
Performance (CAPP.

With exactly the same aim of predicting Project success dynamically, 
there is another paper that also fuses several artificial intelligence 
tools. The algorithms fused are K-means clustering, genetic algorithms 
(GA), fuzzy logic (FL) and neural networks (NN). Once again CAPP 
is used for dynamically identifying the project’s critical success 
factors. As above, K-means is used in order to get similar datasets. FL 
is used for dealing with uncertainty, NN for datamining and GA for 
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optimization.  The result of this research is a new developed model 
named Evolutionary Fuzzy Neural Inference Model (EFNIM), which is 
able to accurately estimate project success [38].

In the same line of previous papers, not in vain shares one of the 
authors, we find a paper that fuses more artificial intelligence tools to 
create an evolutionary model. This time the selected tools are neural 
networks fused with high order neural networks fused with fuzzy logic 
and genetics algorithms creating a model named Evolutionary Fuzzy 
Hybrid Neural Network (EFHNN), integrated again with CAPP for 
dynamically identifying critical success factors. The main difference 
with EFNIM is the combined use of neural networks and high order 
neural networks, which allow greater flexibility and let us see how 
mapped inputs and outputs of the model really are [40].

The most recent paper is based on project planning in the early 
stages to predict project success in costs and schedule terms. It relies 
on PDRI for determining a rate of project definition before the project 
starts. To make this prediction, it uses two models based on neural 
networks and Support Vector Machine. As cost and schedule indicators 
have important differences, the authors have developed two different 
models, one for each indicator. In the case of costs, the authors’ 
conclusion is that the best is SVM with an accuracy of 92%, followed by 
Adaptive Boosting and finally Bootstrap Aggregating. In the case of the 
schedule, results are slightly worse. With a rate of 80% corresponding 
to Adaptive Boosting followed by SVMs and Bootstrap Aggregating. 
As demonstrated in other papers the project’s pre-planning is a critical 
success factor. [53]. 

VI.	Conclusions

The possibility of project success prediction or identifying critical 
success factors in advance is a field of research where researchers have 
been working intensively for project management purposes.

Initial approaches have been based on statistical models that had 
not been able to answer to project Management needs. In artificial 
intelligence, researchers have found algorithms and tools that deal 
better with project uncertainty and complex environments where 
projects are normally developed. Several algorithms deal with specific 
goals.

Critical success factors identification: 
1.	 Neural Networks
2.	 Fuzzy Cognitive Maps
3.	 Genetic Algorithms
4.	 Bayesian Model

Project success prediction:
1.	 Bayesian Model
2.	 Evolutionary Fuzzy Neural Inference Model - EFNIM
3.	 Neural Networks
4.	 Support Vector Machine
5.	 Fast Messy Genetic Algorithm
6.	 K-Means Clustering
7.	 Bootstrap aggregating neural networks
8.	 Adaptive boosting neural networks

The main conclusions obtained from the reviewed papers are that 
artificial intelligence tools are more accurate than traditional tools, but 
are still complementary to traditional tools. Artificial Intelligence tools 
are really helpful for the project manager to control and monitor the 
project.

However some of the reviewed models have weaknesses and 
limitations that indicate project managers should still use expert 
judgement and compare artificial intelligence results with traditional 
tools before making a decision, so they can adjust them if necessary.

Trending is fusing different artificial intelligence tools so they can 
take advantage of the strengths of a tool and cover the weaknesses of 
the rest. Best results are obtained when fusing artificial intelligence 
tools with specific project tools like CAPP, which permits real-time 
analysis, and PDRI, which allows the rating of how a project has been 
defined in its very early stages, before a project begins.
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Abstract — Knowledge sharing among individuals has changed 
deeply with the advent of social networks in the environment of 
Web 2.0. Every user has the possibility of publishing what he or 
she deems of interest for their audience, regardless of the origin or 
authorship of the piece of knowledge. It is generally accepted that 
as the user is sharing a link to a document or video, for example, 
without getting paid for it, there is no point in worrying about the 
rights of the original author. It seems that the concepts of authorship 
and originality is about to disappear as promised the structuralists 
fifty years ago. Nevertheless the legal system has not changed, nor 
have the economic interests concerned. This paper explores the last 
developments of the legal system concerning these issues

Keywords— Links In Social Networks, Rights Of Knowledge 
Sharing, Web 2.0. 

I.	 Introduction

THE year 2014 has come to resolve an important issue in relation to 
the regime for the protection of copyright in the Internet, since two 

decisions of the Court of Justice of the European Union (in later CJEU) 
have been published, which have tried to clarify as much as possible 
whether there is any violation of the right of public communication 
in the case of links that lead to works of intellectual property without 
authorization.

These are both the sentences of February 13 2014 of the Fourth 
Chamber of the European Court of Justice in the Svensson[1]  case 
and the sentences of October 21 2014 of the Ninth Chamber in the 
Bestwater [2] case. Both resolutions should be related to the recent 
reform of Spanish intellectual property law by means of the law 
21/2014 of 4 November, with effects from year 2015.

In order to place all in the context we are situated, we must bear 
in mind that unto the author of a work with intellectual property the 
Revised Text of the Law of Intellectual Property (in later TRLPI) gives 
two types of rights, on the one hand the moral rights (article 14 TRLPI) 
and the other hand rights of property or exploitation (articles 17 et seq. 
of our revised text). The existence of these moral rights is emerging as 
one of the essential differences to Anglo-Saxon copyright law, where 
the absence of these rights results in that their defense may only happen 
in a contractual manner, and, in the absence of clause containing them, 
these moral rights from article 14 cannot be alleged.

This right, subject of controversy in the two aforementioned 
sentences, is integrated into the exploitation or heritage rights and 
it was already envisaged in the Berne Convention of 1886 for the 
protection of literary and artistic works in its articles 11, 11Bis and 
11Ter. Interestingly, these articles do not use the designation of public 
communication (although they mention the right of transformation or 
translation), but this expression is used when a reference in article 11Bis 
to the “... public communication by means of loudspeaker...” is made.

Perhaps as heir to this agreement, the Directive 2001/29 of the 
European Parliament and of the Council of 22 May 2001 on the 
harmonization of certain aspects of copyright and other rights related 
to copyright in the information society, does not define in paragraph 
1 of article 3[1], what there must be understood by a right to public 
communication, and therefore many problems, which we are faced 
with nowadays, come from there. 

II.	 Public communication in legal environment

This precept tries to differentiate between 2 assumptions included 
in the field of public communication. On the one hand that which is 
generally called communication to the public, and on the other hand a 
concept more reduced and included within the first such as the right of 
making available.

Both issues are also regulated in our TRLPI, albeit with the novelty 
that a definition of public communication is given here. Article 20 
states “that by public communication it would be understood any 
action whereby a plurality of people could have access to the work, 
without prior distribution of copies to each of them”. 

On the basis of these considerations it had been raised in the 
aforementioned two resolutions the question if the act of putting on a 
page a link on which you can click, and which takes us back to another 
page containing a work which is subject to copyright, does violate or 
not the right of public communication of the author. In both cases there 
is a prejudicial question posed to the European Court of Justice, in 
the first case by a Swedish court (case Svensson), and in the second 
(Bestwater) by a German court.

The issue is important because the use of including links to other 
resources is one of the bases of Internet and if the Court finds that there 
is infringement there, it would have hampered extremely that activity 
of adding links, because anybody can see the practical difficulties 
associated with the need to obtain the permission of the owners 
whenever a link should be included in a web page [3].

The first of the cases refers to journalistic publications communicated 
through the website of a newspaper in which two holders of rights 
on them work, and the second one arises from a promotional video 
of a company that is posted on youtube without authorization from 
their authors and that it is later linked on the website of competitors 
using the technique of framing or transclusion. Regardless now of the 
differences between the 2 cases, we are going to analyze quickly the 
conclusions of the European Court of Justice.

The Court differentiates 2 concepts in the right to public 
communication, on the one hand the communication and on the other 
its character of being public. Regarding the first issue, the European 
Court of Justice defends that an act of communication takes place in 
the form of making available through the links, and the Court expresses 
the same terms in the Bestwater case referring to what is affirmed in 
this sentence. 
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Therefore, as it can be derived from article 3, paragraph 1, of 
Directive 2001/29, in order that there exists an Act of communication, 
it is sufficient that the work would be made available to the public, 
in such a way that their members could have access to it, being not 
decisive that such persons make use or not of that possibility.

On the second question, that communication would become public; 
the European Court of Justice says that “the protected work must be 
effectively communicated to a «public». For the purposes of article 
3, paragraph 1, of Directive 2001/29, the term public refers to an 
indeterminate number of potential recipients and, moreover, involves a 
considerable number of persons”.

This is what happens in the case of web links, and therefore we 
would be faced with a communication of the work to the public. 
However the Court points out that an authorization by the author is 
not required since in order for their asking so, the recipients of the 
work should conform a new public which should be different from 
the one who could have accessed the work potentially in its original 
location. Since the potential audience of the first communication is 
logically all Internet users, the audience to which the links are directed, 
are in essence the same, since on the first page there was no restrictive 
measure for the access by the users. The first obtained conclusion is 
clear; the linking with the indicated requirements is not a copyright 
infringement.

III.	The Spanish Intellectual Property Law Reform

From January 1st of this year 2015 has entered into force the reform 
of our intellectual property law through the law 21/2014 4 November 
[4]. There are many issues facing this reform (especially in the rights 
management procedures), but we will focus essentially on two points 
that affect directly the issue we are dealing with.

First of all we will stop at the regulation known as rate Google or its 
technical name AEDE Canon. The cited rule establishes:

 “The making available to the public by electronic providers 
of aggregation of content of non-significant fragments of content, 
reported in periodicals or on regularly updated websites which have 
an informative, a creation of public opinion or an entertainment 
purpose, shall not require authorization, without prejudice to the right 
of the editor or, in its case, to other holders of rights to receive fair 
compensation. This right shall be inalienable and it will be effective 
through intellectual property rights management bodies. “

This rule is about such services as Google News or Digg, because 
what they do is basically to establish links to other media news. They 
could continue doing it, but they should pay to the publishers the 
corresponding compensation.

Now, if, as we have seen above, the activity of linking with the 
analyzed requisites is lawful, we must ask ourselves to what extent the 
payment of this compensation is lawful too. We must also think that the 
existence of these news aggregators is beneficial to publishers in the 
majority of cases, since much of the traffic that gets to them is through 
those links, and that results in page access and ultimately in contracts 
of advertising.

About the regulation of this issue, it must be said that the experience 
shown by other neighboring countries has served very little. In 
2007 a similar procedure was initiated in Belgium under the name 
of Copiepresse case [5], in which this Association of publishers of 
newspapers was facing against Google. The Belgian courts gave reason 
to Copiepresse considering that it violated the right of reproduction 
and the communication to the public, and Google was forced to cancel 
its linking activities in this country. The funny thing is that about two 
months later, the same entity felt obliged to ask Google to resume 
its activity in the face of the decline in visits to the portals of their 

affiliates. What seems clear is that what the Belgian editors wanted was 
not to stop appearing in the search engine, but to continue appearing 
and charging. Google response was very clear, all or nothing, or appear 
without charging or not listed. The backing down of the editors had got 
to give reason to the American giant.

Something similar has happened in France, although with the 
peculiarity that, in view of what already happened in Belgium, the 
precaution was taken of qualifying legally this compensation as 
waivable, which has allowed the newspapers to decide if it compensates 
them or not the activity offered by Google. In fact, the search engine 
will maintain full access to the content of the news editors and in return 
it will make a contribution of EUR 60 million to finance projects of 
digital media of French publishers. 

These experiences should serve as a reference for future conflicts 
between Google and publishers from different countries, but in the 
Spanish case and ignoring what happened in the neighboring country, 
the voluntary resignation of the editors to it has been tried to be avoided 
by establishing legally the charging of this canon to be indispensable, 
which results in benefit of the corresponding rights management body. 
Thus once more the facts are showing that the management entities, 
far from being entities that comply with its obligation to promote 
culture (understanding within it, as it can not be otherwise, science 
and technology), are lobbies who currently occupy the role that in the 
Illustration was occupied by the Church [6].

It is one more try of these management bodies to look for 
compensation for the reduction of their incomes as a result of the 
expansion of the digital technology in the terms of copyright, and that 
intent was already evident in other areas such as p2p networks, where 
they have acted against the users of these networks [7][13].

We found the main problem about this issue in the poor drafting of 
the precept and the lack of clarity in what it wants to regulate. We will 
focus our criticism mainly on two issues.

On the one hand, the expression ‘no significant fragment’ could 
clearly be improved from the point of view of legal technique 
(whilst unknown in the intellectual property laws of countries of our 
environment).If we give the consideration of non-significant to the 
fragment, this limits the objective reasons for charging a compensation. 
It seems that it does not lead to appreciable harm that could justify 
charging for it. Therefore it seems illogical that if the European Court 
of Justice have come to recognize that the inclusion of contents of free 
access on the Internet in a different web site, through the technique 
of framing, is not a public communication and therefore it can be 
implemented, with more reason this activity can be made in relation 
to a snippet of the work. It seems clear that it is more damaging to the 
author to provide access to the work as a whole than to mere fragments 
of it.

On the other hand and in accordance with which was stated above, 
the qualification of this rate as fair compensation, and therefore forced 
collection through management bodies, excludes from itself the 
general and original operation of copyright: the author is the center of 
the intellectual property and as such he can decide both to charge for 
the use or exploitation of his work, and to give it away for free, without 
thereby limiting his creator status in any way. This second possibility is 
being limited deliberately through the drafting of the precept contained 
in our rule. 

Relating all these issues with the interpretation established by 
the ECJ in the cited cases, there is no doubt for us that under no 
circumstances we would be faced with a breach of the right of public 
communication of the author in the activity of these portals. If there is 
not such a possibility in the analyzed cases, we could hardly find it in 
the activity from Google News. With this situation in mind we need to 
ask ourselves if we are violating another right of the author, such as 
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the right of reproduction. This is a different question, because in many 
cases a reproduction in the servers of the linker is indeed being made, 
so just as David Maeztu [80] rightly indicates, insofar as a reproduction 
is not played via link on the local servers, there will be no problem. It 
would therefore be enough to modify portals such as Google News 
to display directly the text without reproducing it on their servers, to 
make this tax to be meaningless.

An interesting issue related to this (though we will leave it to a 
future work) would be to analyze the possibilities that exist to get know 
previously if we are violating these rights on the part of the news portal, 
which leads us to analyze the relationship between law and artificial 
intelligence, or in other words, the possibility of applying to these cases 
criteria of artificial intelligence, which could permit us to discriminate, 
from a legal perspective, those offending cases of those which are 
not, by means of the application of reasoning and legal ontology. By 
the end of the sixties a series of artefacts came out which were called 
mostly legal expert systems, although the term was coined already in 
the mid-1950s in the field of Artificial Intelligence by the professor of 
Standford John McCarthy.

There have been several developments and works around the 
entailment between AI and law, which have focused not only on search 
management in document databases, but also in areas like legal decision 
taking or in the creation and development of legislative systems.

About the issue of this paper, the difficulties in the application of AI 
come from three aspects [9]:
•	 The system should recognize that the user query is formulated in 

legal language
•	 It should contain a computerized expression of the applicable legal 

rules 
•	 It must bring online these rules together with the query, draw a 

conclusion and provide a legal response. 
The difficulties in fulfilling these three requirements, which are 

based on the characteristics of legal language, which is interpretable and 
ambiguous, limit greatly the chances of success of these systems. In the 
same way that it is done in the field of education, the results depend on 
having sufficient data on carried out assessments, and the possibility of 
detecting anomalous behaviors in the development of new preventive 
and corrective actions [10]. Perhaps in this field and because of the 
described circumstances, the claims to carry out a reproduction of the 
human brain should be limited, and the focus should be put on the 
development of tools for the analysis of vast amounts of information, 
and so provide recommended guidelines, which in any case must be 
analyzed and contrasted by the human intellect to handle the actual 
postulation. It must be taken into account in any case that the definition 
of analytics have gone further in recent years, however, to incorporate 
elements of operations research, such as decision trees and strategy 
maps to establish predictive models and to determine probabilities for 
certain courses of action [11]. 

IV.	The Regulation of Webs with Links

Another issue that the effects of the two resolutions that give cause 
for this work have been intended to apply on is the treatment that should 
be given to the pages of links that allow carrying out the downloading 
of protected works without counting with the appropriate rights. 

We shall not dwell now in the evolution suffered by our jurisprudence 
in the legal qualification of these actions. Although we can say that, 
while in a first moment our courts defended that the activity of these 
sites did not constitute a crime against intellectual property, nowadays 
“the resolutions that consider that a offence is committed against 
copyright in the case of web pages with links to P2P networks, in which 
the owner of the website goes into the file-sharing site,  extract from it 

a link to a particular file, film, music or other work, and incorporates 
it as a direct download element in his own website, without showing 
whatever information about the exchange type, so the user accesses the 
content directly from the page, have a greater legal weight “[12]. 

In relation with these pages the issue of the application of the 
criterion established by the European Court of Justice, and therefore 
their possible legality as an act of linking to intellectual property works, 
is raised. However, it seems clear as a matter of fact, that we do not 
assume the same course, since in these cases the link will not provide 
directly the work, but it is an instrument through which, and following 
a series of steps, we can finally access the work. For example in the 
case of p2p networks, the access to a work is completed by means of 
communication protocols and the download of specific software that 
allows us to get hold of the work in question, which clearly exceeds the 
mere activity of linking, which the CJEU makes reference to.

V.	 Conclusion

One of the issues that is more striking in the analyzed issue is the 
disconnection in some respects between the Spanish legislator and 
the decisions of the European Court of Justice. It is in fact a much 
more expensive point if (as in this case) the judgment is prior to the 
enactment of the concerned regulation. This has led to, that in the 
case that we deal on; it has even been declared that the Google tax 
established by the law of November 2014 is quite dead before birth.

And why is it so? It is due basically to the subjugation of our 
legislators (and by extension of the political power) to the guidelines 
and requirements of the management entities of intellectual property 
rights. These institutions had been marked as a result of the judicial 
procedures initiated against them on the basis of the bad administration 
of their funds in a not-too-distant time.

But it is not the first time that this situation occurs. In 2014 the 
CJEU had to admonish Spain because of the enforcement that was 
being made of the famous digital canon regulation. That enforcement 
was based on a single idea, such as it was the huge collection through 
this concept, by means of a establishing of an indiscriminate system 
that was contrary to the legal reality, which has recently got to be 
amended by imperative of the CJEU.

It seems clear that the rights management entities play a role, 
and that anyone who wishes to, can make use of them to carry out 
the management of the rights that the law grants. But we must not 
forget that the central figure of this system is the author and not the 
management entity, which often endorses the position of the first 
and gives the feeling that outside them there is nothing in the field of 
intellectual property, whilst in reality just the contrary is true: The best 
and most rewarding, that is the authors, their works and above all the 
freedom of the designer in the exercise of his rights, is outside them.

The Web 2.0 is changing our society without doubt. But not all parts 
of are cultural, economic and social system have the same adaptability. 
We are living “in interesting times”, and we are bound to see how new 
paths will be tried for social change from individuals, communities and 
institutions. 

If projects such as [14] and [15] will be connected with Web 2.0, the 
experience would also be incredible. It would stimulate to increase the 
adaptability, with these new paths explained in previous paragraph, in 
other knowledge areas.
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