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The International Journal of Interactive Multimedia and 

Artificial Intelligence provides an interdisciplinary forum in 

which scientists and professionals can share their research 

results and report new advances on Artificial Intelligence and 

Interactive Multimedia techniques. 

The research works presented in this issue are based on 

various topics of interest, among wich are included:  Mobile 

services, gesture recognition, physics simulation, management 

decision support, business intelligence, Internet, remote 

executables, scientific computing, university-industry links, 

Sony AIBO, Aperios, toolchain, MAS, data fusion, tracks, 

merge, inference, Homeland Security, european projects, 

research trends, emerging technologies and desk research. 

Almulhim et al. proposes a fuzzy group prioritization 

method for deriving group priorities/weights from fuzzy 

pairwise comparison matrices. The proposed method extends 

the Fuzzy Preferences Programming Method (FPP) by 

considering the different importance weights of multiple DMs. 

Detailed numerical examples are used to illustrate the 

proposed approach [1]. 

Klein et al. introduces the Behaviour Assessment Model 

(BAM), which is designed to gaining insights about how well 

services enable, enhance and replace human activities. More 

specifically, the basic columns of the evaluation framework 

concentrate on service actuation in relation to the current user 

context, the balance between service usage effort and benefit, 

and the degree to which community knowledge can be 

exploited. The evaluation is guided by a process model that 

specifies individual steps of data capturing, aggregation, and 

final assessment [2]. 

Costa et al. presents SketchyDynamics, a library that intends 

to facilitate the creation of applications by rapidly providing 

them a sketch-based interface and physics simulation 

capabilities. SketchyDynamics was designed to be versatile 

and customizable but also simple. In fact, a simple application 

where the user draws objects and they are immediately 

simulated, colliding with each other and reacting to the 

specified physical forces, can be created with only 3 lines of 

code. In order to validate SketchyDynamics design choices, 

they also present some details of the usability evaluation that 

was conducted with a proof-of-concept prototype [3]. 

Skyrius et al. defines relations between simple and complex 

informing intended to satisfy different sets of needs and 

provided by different sets of support tools. The paper attempts 

to put together decision support and business intelligence 

technologies, based on common goals of sense-making and use 

of advanced analytical tools. A model of two interconnected 

cycles has been developed to relate the activities of decision 

support and business intelligence. Empirical data from earlier 

research is used to direct possible further insights into this area 

[4]. 

Ferreira et al. present a study, largely based on academic 

practice, a simple illustrative example in Geometry is 

implemented on a distributed system that outsources the 

computing-intensive tasks to remote servers that may be 

located in other universities or companies, linked to grids and 

clusters and so on.  The software stack and software developed 

to support the communication is explained in detail.  The 

architecture developed stresses the interoperability of the 

software, and a suitable high degree of decoupling between 

components hosted in various locations.  The results of this 

study motivate further work and serve a practical purpose that 

may be useful to everyone doing scientific computing [5]. 

Castillo et al. presents an agent-based solution for data 

fusion in Homeland Security. The research is focused on 

obtaining a Multi-agent system able to inference future 

enemyôs actions or behaviors from data received from 

heterogeneous sensors.presents a revision and an analysis of 

the Open Data initiative situation in Spain. The analysis looks 

at origins and concepts, the legal framework, current Initiatives 

and challenges that must be addressed for the effective reuse 

of public information industry [6]. 

Kertész shows an improvements of the native software 

development environment (Open-R SDK) provided to program 

AIBO are presented in the paper. More enhancements are 

implemented in the core components, some software 

methodologies are applied to solve a number of restrictions 

and the achievements are summarized in the contribution [7]. 

De La Fuente et al. presents a desk research that analysed 

available recent studies in the field of Technology Enhanced 

Learning. This research will be used as a basis to better 

understand the evolution of the sector, and to focus future 

research efforts on these sectors and their application to 

education [8]. 

 

Dr. Rubén González Crespo 
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Abstract ð Several Multi-Criteria Decision Making (MCDM) 

methods involve pairwise comparisons to obtain the preferences 

of decision makers (DMs). This paper proposes a fuzzy group 

prioriti zation method for deriving group priorities/weights from 

fuzzy pairwise comparison matrices. The proposed method 

extends the Fuzzy Preferences Programming Method (FPP) by 

considering the different importance weights of multiple DMs. 

The elements of the group pairwise comparison matrices are 

presented as fuzzy numbers rather than exact numerical values, 

in order to model the uncertainty and imprecision in the DMsô 

judgments. Unlike the known fuzzy prioritization techniques, the 

proposed method is able to derive crisp weights from incomplete 

and fuzzy set of comparison judgments and does not require 

additional aggregation procedures. A prototype of a decision tool 

is developed to assist DMs to implement the proposed method for 

solving fuzzy group prioriti zation problems in MATLAB. 

Detailed numerical examples are used to illustrate the proposed 

approach. 

 
Keywords ð Fuzzy Non-linear Programming, Fuzzy 

Preferences Programming Method, Multiple Criteria Decision 

Making, Triangular  Fuzzy Numbers.  

 

I. INTRODUCTION 

HERE are various techniques for deriving priorities/weights 

for decision elements (e.g. attributes/criteria) from a 

decision maker (DM) or group of DMs, some of which are 

reviewed by Choo and Wedley [1] and Ittersum et al. [2]. Most 

techniques are based on either direct weighting or on pairwise 

comparison. In direct weighting, the DM is directly asked to 

give values between 0 and 1 to each decision element to assign 

their importance. Some methods for deriving attributes/criteria 

weights by direct assigning techniques are: the Simple Multi-

Attribute Rating Technique (SMART) [3], SWING weighting 

methods [4], and SMART Exploiting Ranks (SMARTER) [5].  

When the DM or the group of DMs are unable to directly 

assign decision elementsô weights, the Pairwise Comparison 

(PC) method proposed in [6] can be used. 

Psychological experiments have shown that weight 

derivation from PC is much more accurate than direct 

weighting [7]. Therefore, the PC methods are often used as an 

 
 

intermediate step in many MCDM methods, as Analytic 

Hierarchy Process (AHP) [7], Analytic Network Process 

(ANP) [8], PROMETHEE [9], and Evidential Reasoning (ER) 

[10]. 

The PC methods require construction of Pairwise 

Comparisons Judgment Matrices (PCJMs). In order to 

construct a PCJM, the DM is asked to compare pairwisely any 

two decision elements and provide a numerical/linguistic 

judgment for their relative importance. Thus, the DM gives a 

set of ratio judgments to indicate the strength of his/her 

preferences, which are structured in a reciprocal PCJM. Then, 

the weights or priority vectors of the decision elements can be 

derived from the PCJM by applying some prioritization 

methods. 

There are numerous Pairwise Comparisons Prioritization 

Methods (PCPMs), such as the Eigenvector Method [7], the 

Direct Least Squares Method [11], the rank-ordering method 

[7], the Logarithmic Least Square Method [12], and the Fuzzy 

Programming Method [13]. Choo and Wedley [1] summarised 

and analysed 18 PCPMs for deriving a priority vector from 

PCJMs. They discussed that no method performs best in all 

situations and no method dominates the other methods.  

However, in many practical cases, in the process of 

prioritization the DMs are unable to provide crisp values for 

comparison ratios. A natural way to deal with the uncertainty 

and imprecision in the DMsô judgments is to apply the fuzzy 

set theory [14] and to represent the uncertain DMsô judgments 

as fuzzy numbers. Thus, Fuzzy PCJMs can be constructed and 

used to derive the priority vectors by applying some Fuzzy 

PCPMs. Such methods are proposed by Laarhoven and 

Pedryczôs [15], Buckley [14], Chang [16] and Mikhailov [17], 

and applied for group decision making.  

The existing fuzzy PCPMs have some drawbacks. They 

require an additional defuzzification procedure to convert 

fuzzy weights into crisp (non-fuzzy) weights. However, 

different defuzzification procedures will often give different 

solutions [17].  

The linear and non-linear versions of the Fuzzy Preference 

Programming (FPP) method [17] do not require such 

defuzzification procedures, but their modifications for group 

decision making situations assume that all the DMs have the 

same weight of importance. However, in real group decision 

making problems, sometimes some experts are more 

A Fuzzy Group Prioritization Method for 

Deriving Weights and its Software 

Implementation 

Tarifa Almulhim, Ludmil Mikhailov and Dong-Ling Xu 

Manchester Business School, University of Manchester, Booth Street East, Manchester 
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experienced than others [18-19]. Therefore, the final results 

should be influenced by the degree of importance of each DM. 

In order to overcome some of the limitations of the group 

FPP method, a new group version of the FPP method is 

proposed by introducing importance weights of DMs in order 

to derive weights for decision elements in group decision 

problems. The proposed method has some attractive features. 

It does not require any aggregation procedures. It does not 

require a defuzzification procedure. It derives crisp 

priorities/weights from an incomplete set of fuzzy judgments 

and incomplete fuzzy PCJMs. Moreover, the proposed method 

considers the DMs weights.  

For applying the proposed method and solving prioritisation 

problems, a Non-Linear FPP Solver is developed based on the 

Optimization Toolbox of MATLAB , in order to overcome the 

complexity of programming. This decision tool is 

demonstrated by solving a few numerical examples. 

The remainder of this paper is organised as follows. In 

Section II, representation of the fuzzy group prioritization 

problem is briefly explained. Then, the proposed method is 

presented in Section III and illustrated by numerical examples 

in section IV. The developed Non-Linear FPP Solver is 

presented in section V, followed by conclusions.  

II.  REPRESENTATION OF THE FUZZY GROUP PRIORITIZATION 

PROBLEM 

Consider a group of K  DMs ( KkDM k ,...,2,1, = ) that 

evaluate n  elements 
nEE ,..1

(in MCDM, these elements 

could be clusters, criteria, sub-criteria or alternatives). With 

respect to some fixed preference scales, each DM assesses the 

relative importance of any two elements 

)( , ji EE ),..,2,1,( nji =  by providing a ratio judgmentijka , 

specifying by how much iE is preferred/not preferred tojE .  

In a fuzzy environment, suppose that each DM provides a 

set of y  fuzzy comparison judgements }~{ ijk

k
aA = , 

21)/n(ny -¢ , where  ,1,..,2,1 -= ni  ij =  , 

Kknj ,..,2,1  ,,.....3,2 ==  and those judgments are 

represented as Triangular Fuzzy Numbers (TFNs) 

),,(~
ijkijkijkijk umla = , where ijkl , ijkm and ijku  are the lower 

bound, the mode and the upper bound, respectively. Fig. 1 

shows the TFN ijkijkijkijk umla ,,(~ = ). 

The set 
k

A  can be used to form a Fuzzy PCJM of the form 

(1):       
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Then, the fuzzy group prioritisation problem is to determine 

a crisp priority vector (crisp weights)
T

n
wwww ),...,,(

21
= from 

all 
k

A , Kk ,...,2,1= , which represents the relative 

importance of the n  elements. 

III.  GROUP FUZZY PREFERENCE PROGRAMMING METHOD 

The non-linear FPP method [17] derives a priority vector  
T

nwwww ),...,,( 21= , which satisfies: 

 

 ijjiij uwwl ¢¢
~~

                                                                (2) 

 

where ¢
~

 denotes ófuzzy less or equal toô. If M  is the 

overall number of fuzzy group comparison judgments, then 

M2  fuzzy constraints of the type (3) are obtained.  

 

0
~

0
~

¢-

¢+-

ijji

ijji

uww

lww
                                                                   (3) 

 

For each fuzzy judgment, a membership function, which 

represents the DMsô satisfaction with different crisp solution 

ratios, is introduced:  
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The solution to the prioritization problem by the FPP 

method is based on two assumptions. The first, requires the 

existence of a non-empty fuzzy feasible area P
~

 on the 

)1( -n dimensional simplex 
1-n

Q ,  

 

}1,0),,...,,{(
1

21

1
== ä

=

-
n

i
iin

n
wwwwwQ =                          (5) 

 

The fuzzy feasible area P
~

 is defined as an intersection of 

the membership functions (4). The membership function of the 

fuzzy feasible area P
~

 is given by:  

 

Fig. 1.  Triangular Fuzzy Number ),,(~
ijkijkijkijk umla =  
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The second assumption identifies a selection rule, which 

determines a priority vector, having the highest degree of 

membership in the aggregated membership function (6). Thus, 

there is a maximizing solution 
*

w (a crisp priority vector) that 

has a maximum degree of membership 
*
l in P

~
 , such that :  

                          

]w(w)}(w),...,ɛMax[Min{ɛ)(wɛɚ
n

i
iM

*

P

*
ä ===
=1

21~ 1\         (7) 

 

A new decision variable l is introduced which measures 

the maximum degree of membership in the fuzzy feasible 

areaP
~

. Then, the optimization problem (7) is represented as  

                            

ijnjni

ww

w

ts
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n
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The above max-min optimization problem (8) is 

transformed into the following non-linear optimization 

problem:  

 

niww

ijnjni
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wlwwlm
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n
i ii
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The non-linear FPP method can be extended for solving 

group prioritization problems. Mikhailov et al. [20] proposed 

a Weighted FPP method to the fuzzy group prioritization 

problem by introducing the importance weights of DMs. 

However, the Weighted FPP method requires an additional 

aggregation technique to obtain the priority vector at different 

a- thresholds. Consequently, this process is time consuming, 

due to several computation steps needed for applying the a- 

threshold concept. Therefore, this paper modified the non-

linear FPP method [17], which can derive crisp weights 

without usinga- threshold and by introducing the DMsô 

importance weights.   

When we have a group of K  DMs, the problem is to derive 

a crisp priority vector, such that priority ratios ji ww are 

approximately within the scope of the initial fuzzy judgments 

ijka  provided by those DMs, i.e. 

 

ijkjiijk uwwl ¢¢
~~

                                                            (10) 

 

The ratios ji ww  can also express the satisfaction of the 

DMs, as the ratios explain how similar the crisp solutions are 

close to the initial judgments from the DMs.  

The inequality (10) can be represented as two single-side 

fuzzy constraints of the type (3): 

 

k
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The degree of the DMsô satisfaction can be measured by a 

membership function with respect to the unknown ratio 

ji ww : 
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We can defineK fuzzy feasible areas,kP
~

, as an intersection 

of the membership functions (12) corresponding to the k -th 

DMsô fuzzy judgments and define the group fuzzy feasible 

area kPP
~~
1= .  

By introducing a new decision variablekl , which measures 

the maximum degree of membership of a given priority vector 

in the fuzzy feasible areakP
~

, we can formulate a max-min 

optimisation problem of the type (8), which can be represented 

into: 

 

k
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For introducing the DMsô importance weights, let us define 

kI  as the importance weight of the KkDM k ,...,2,1; = . For 

aggregating all individual models of type (13) into a single 

group model, a weighted additive goal-programming (WAGP) 

model [21] is applied. 

The WAGP model transforms the multi-objective decision 

making problem to a single objective problem. Therefore, it 

can be used to combine all individual models (13) into a new 

single model by taking into account the DMsô importance 

weights.  

The WAGP model considers the different importance 

weights of goals and constraints and is formulated as:  

 

1
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Where: 

S
zm  are membership functions for the pïth fuzzy 

goal pszS ,...2,1, = ; 

r
gm  are membership functions of the h -th fuzzy constraints 

hrgr ,...2,1, = ; 

x  is the vector of decision variables; 

s
a  are weighting coefficients that show the relative important 

of the fuzzy goals;  

rb  are weighting coefficients that show the relative important 

of the fuzzy constraints. 

A single objective model in WAGP is the maximisation of 

the weighted sum of the membership functions 
S

zm and
r

gm . 

By introducing new decision variables sland 
rg, the model 

(14) can be transformed into a crisp single objective model, as 

follows: 
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(15) 

 

      In order to derive a group model, where the DMs have 

different importance weights, we exploit the similarity between 

the models (13) and (15). However, the non-linear FPP model 

(13) does not deal with fuzzy goals; it just represents the non-

linear fuzzy constraints. Thus, by taking into account the 

specific form of 0
~
¢WR

k

q  and introducing the importance 

weights of the DMs, the problem can be further presented into 

a non-linear program by utilising the WAGP model as: 
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Where the decision variable kl  measures the degree of the 

DMôs satisfaction with the final priority 

vector
T

nwwww ),.......,,( 21= ; kI  denotes the importance 

weight of the k -th DM, .,...2,1 Kk=  

In (16), the value of Z can be considered as a consistency 

index, as it measures the overall consistency of the initial set of 

fuzzy judgments. When the set of fuzzy judgments is 

consistent, the optimal value of Z is greater or equal to one. 

For the inconsistent fuzzy judgments, the maximum value of 

Z takes a value less than one. 

    For solving the non-linear optimization problem (16), an 

appropriate numerical method should be employed. In this 

paper, the solution is obtained by using MATLAB 

Optimization Toolbox and a Non-linear FPP solver is 

developed to solve the prioritization problem. 

IV.  ILLUSTRATIVE EXAMPLES 

The first example illustrates the solution to the fuzzy group 

prioritization problem for obtaining a priority vector and a 

final group ranking. The second example demonstrates how 

the importance weights of DMs influence the final group 

ranking. 

A. Example 1 

This example is given to illustrate the proposed method and 

also the solution by using the Non-linear FPP Solver. 

We consider the example in [20], where three DMs ( 3=K ) 

assess three elements ( 3=n ) and the importance weights of 

DMs are given as: .5.0;  2.0;  3.0
321
=== III   

The DMs provide an incomplete set of five fuzzy 

judgments, presented as TFNs: 

 

DM 1: )4,3,2(  );3,2,1(
131121
== aa . 

 

DM 2: )5,4,3(  );5.3,5.2,5.1(
132122
== aa . 

 

DM 3: )4,3,2(
123
=a . 

 

The group fuzzy prioritization problem is to derive a crisp 

priority vector 
T

wwww ),,(
321

=  that approximately satisfies 

the following fuzzy constraints: 

 

For DM 1: 4
~~

2   ;  3
~~

1
3121
¢¢¢¢ wwww .  

 

For DM 2: 5
~~

3   ;  5.3
~~

5.1
3121
¢¢¢¢ wwww . 

 

For DM 3:  4
~~

2
21
¢¢ ww . 

 

Using the above data and the non-linear model (16), the 

following formulation is obtained: 
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Regarding the judgments of this example, the results have 

been conducted by the Non-Linear FFP Solver. The solution to 

the non-linear problem (17) is:  

 

. 167.0,212.0  ,  621.0 321 === www  

This solution can be compared with the crisp results from 

the example in [20] as shown in Table I. We may observe that 

we have the same final ranking 321 www == , from applying 

the two different prioritization methods. However, the 

Weighted FPP method [20] applies an aggregation procedure 

for obtaining the crisp vector from different values of priorities 

at different a- threshold. While, the proposed non-linear 

group FPP method does not require an additional aggregation 

procedure. 

If the third DM, who has the highest important weight, 

provides a new fuzzy comparison judgment )3,2,1(323=a , 

which means that the third element is about two times more 

important than the second element, the weights obtained by 

using the proposed Non-Linear FFP method are: 

292.0  , 170.0  ,  538.0
321
=== www  and the final ranking 

is 231 www == . Consequently, it can be observed that the 

third DMôs judgments strongly influence the final ranking. 

However, if the importance weight of the third DM is lower 

than the first two DMsô weights, then the new fuzzy 

comparison judgment does not change the final ranking. Thus, 

we can notice the significance of introducing importance 

weights of the DMs to the fuzzy group prioritization problem. 

The computation time of the proposed method has been 

investigated by using the Non-Linear FFP Solver. It was found 

that the group non-linear FFP method performs significantly 

faster compared to the Weighted FPP [20] with different a- 

thresholds ( 1 , 8.0 , 5.0 , 2.0 ,0=a ), as seen in Fig. 2. 

We can conclude that the average computation time 

(Minutes) for the Weighted FPP method highly increases as the 

number of decision elements n  increases, compared with the 

proposed method. Hence, these results showed that the method 

proposed in this paper is more efficient, with respect to the 

computation time. Therefore, the proposed method in this 

paper demands less computation time than the Weighted FPP 

method [20].  

B. Example 2 

This example shows that the importance weights of the DMs 

influence the final group ranking.  

Consider that two DMs ( 2=K ) assess three criteria 

( 3=n ). The DMs provide an incomplete set of four fuzzy 

judgments ( 4=m ) presented as TFN: 

DM 1: ).4,3,2();3,2,1(
131121
== aa  

DM 2: ).4,3,2();5,4,3(
312212
== aa  

Two situations are investigated when both DMs have 

the following different weights:  

1. 8.0   ,   2.0
21
== II  

2. 2.0   ,   8.0
21
== II  

For both situations, the final rankings for both individual 

DMs are shown in Tables II and III respectively. The final 

group rankings are also shown in Tables II and III (the third 

row of each table). The results are obtained by using the Non-

Linear FFP Solver. Each final group ranking is obtained by 

solving a non-linear program of type (15), which includes 

eight non-linear inequality constraints corresponding to the 

given DMsô fuzzy comparison judgements. 

It can be observed from Tables II and III that the final group 

ranking tends to be the individual ranking of the DM who has 

the highest importance weights. In more detail, it can be seen 

TABLE I 

RESULTS FROM THE TWO PRIORITIZATION METHODS 

Methods 
1w  2w  3w  

Weighted FPP method a 0.615 0.205 0.179 

Non-linear FPP method b 0.623 0.216 0.161 

a The method proposed in [16] with applying a- threshold.  
b The method proposed in this paper without applying a- threshold. 

  

 

 

 
 

Fig. 2.  Average Computation Time (Minutes)  
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from Table II that the judgements of the second DM with the 

highest importance weight ( 8.02 =I ) influence, more 

strongly, the final group ranking. On the other hand, the final 

group ranking in Table III is dependent on the first DM, who 

has the highest importance weight ( 8.01=I ). 

From examples 1 and 2, we can observe the importance of 

introducing importance weights of the DMs to the fuzzy group 

prioritisation problem. It is seen that the final group ranking 

depends on the DMsô importance weights. 

V. SOFTWARE IMPLEMENTATION USING MATLAB  

MATLAB is a numerical computing environment, which 

allows matrix manipulations, plotting of functions and data, 

implementation of algorithms, creation of user interfaces, and 

interfacing with programs written in other languages, including 

C, C++, Java, etc. [22]. This development environment 

includes many functions for statistics, optimization, and 

numeric data integration and filtering [23]. 

In this paper, we use the Optimization Toolbox and the 

Graphical User Interface (GUI) of MATLAB  as the 

development tools for implementing the proposed group non-

linear FPP method, because these tools provide powerful 

numerical functions, optimisation procedures, good 

visualisation capabilities and programming interfaces. 

Essentially, there are three steps for programming and 

developing the Non-Linear FFP solver: 

Step 1: Coding the model into the system. A number of 

functions are available in the Optimization Toolbox-MATLAB 

to solve the non-linear programming problem. In our 

prototype, the optimisation problem is solved using the 

sequential quadratic programming procedure [19].  

Step 2: Creating a basic user interface. In this step, the 

interface is designed, so that it can run in the MATLAB 

command window. The aim of this user interface is to obtain 

the input information from the DMs.  

Step 3: Developing the system based on the GUI functions. 

In this step, the MATLAB GUI functions are employed to 

develop a more user-friendly system.  

Regarding the given data in example 1, the input 

information which should be acquired includes the total 

number of decision elements, the names of these elements and 

the total number of DMs, as shown in Fig.3. Then, the 

pairwise judgments for each DM can be entered by the user, as 

illustrated in Fig. 4. According to example 1, the fuzzy 

judgments for the DM 1 are illustrated in Fig. 4. Thus, the 

main feature in the developed interface is that the user can 

input the fuzzy judgments into the system directly and easily. 

 

However, if the user is unable to provide fuzzy comparison 

judgments between two elements, then he/she can click on the 

óMissing Dataô button and the system temporarily puts 1-  

for this comparison. The negative value is not a true judgment 

in the real world; it just indicates that those elements should 

not be included in the further calculations. For instance, in the 

given example, the judgment 231a is missing for DM1 and it is 

TABLE II 

INDIVIDUAL AND GROUP RESULTS ( 8.0   ,   2.0 21 == II ) 

DMs 
1w  

2w  3w  Final ranking 

DM 1 0.545 0.273 0.182 
321 www ==  

DM 2 0.117 0.530 0.353 
132

www ==  

Group 0.117 0.529 0.354 
132

www ==  

 

 

 TABLE III  

INDIVIDUAL AND GROUP RESULTS ( 2.0   ,   8.0 21 == II ) 

DMs 
1w  2w  3w  Final ranking 

DM 1 0.545 0.272 0.181 
321 www ==  

DM 2 0.117 0.530 0.353 
132

www ==  

Group 

 
0.402 0.397 0.201 

321 www ==  

 

 
Fig. 3.  The criteria setting window 

 
Fig. 4.  The fuzzy comparison judgments window for the DM 1 
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recorded as )1,1,1( ---  in Fig. 4. 

After entering the fuzzy judgments from all DMs, the user 

can set the DMsô importance weights into the system. 

According to the given data in example 1, the importance 

weights of the three DMs are entered, as shown in Fig. 5. 

 

Finally, the Solver finds the optimal solution and visualises 

it graphically ï Fig. 6. 

VI.  CONCLUSIONS 

This paper proposes a new method for solving fuzzy group 

prioritisation problems. The non-linear FPP is modified for 

group decision making by introducing DMsô importance 

weights. The proposed method derives crisp priorities/weights 

from a set of fuzzy judgements and it does not require 

defuzzification procedures. Moreover, the proposed method is 

capable of deriving crisp priorities from an incomplete set of 

DMsô fuzzy pairwise comparison judgments. Comparing with 

the Weighted FPP method, the proposed method is efficient 

from a computational point of view. Hence, the proposed 

method is a promising and attractive alternative method to 

existing fuzzy group prioritisation methods. 

Another contribution of this study is the development of a 

Non-Linear FPP Solver for solving group prioritisation 

problems, which provides a user-friendly and efficient way to 

obtain the group priorities. 

Future work includes presenting the importance weights for 

the DMs as fuzzy numbers, not just as crisp numbers, in order 

to model the uncertain importance weights of DMs. Moreover, 

we would like to incorporate the proposed method into other 

MCDM methods such as the Fuzzy Analytic Hierarchy 

Process, the Fuzzy Analytic Network Process and the 

Evidential Reasoning approach for complex decision problem 

analysis.  
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Abstract ð Several mobile acceptance models exist today that 

focus on user interface handling and usage frequency evaluation. 

Since mobile applications reach much deeper into everyday life, it 

is however important to better consider user behaviour for the 

service evaluation. In this paper we introduce the Behaviour 

Assessment Model (BAM), which is designed to gaining insights 

about how well services enable, enhance and replace human 

activiti es. More specifically, the basic columns of the evaluation 

framework concentrate on (1) service actuation in relation to the 

current user context, (2) the balance between service usage effort 

and benefit, and (3) the degree to which community knowledge 

can be exploited. The evaluation is guided by a process model that 

specifies individual steps of data capturing, aggregation, and final 

assessment. The BAM helps to gain stronger insights regarding 

characteristic usage hotspots, frequent usage patterns, and 

leveraging of networking effects showing more realistically the 

strengths and weaknesses of mobile services. 

 
Keywords ð Mobile services, technical acceptance model, log-

data analysis, human-computer interaction  

 

I. INTRODUCTION 

SER acceptance in field trials is still mostly evaluated 

through questionnaires and focus interviews. Mobile 

applications are, however, much stronger related to real mobile 

behaviour as people carry their devices with them. Because of 

the dependency of mobile applicationsô functionalities on the 

user situation answers to general questions about the 

application can often not easily be given. 

A relative new approach for mobile services is the 

observation of application usage through data loggers. A data 

logger records application events or errors jointly with other 

usage or system related metadata. To support daily activities 

successfully, mobile applications should not interrupt the 

activities, provide a reasonable interaction/benefit ratio to the 

user, and provide community leveraging beyond exploitation 

of personal experience. Analysing usage hotspots, usage 

frequency and usage type allow researchers to speculate about 

potential strengths, weaknesses or even problems for the 

surveyed service.  

In this work, we present a behaviour assessment framework 

 
 

that describes the systematic collection of behaviour data and 

guides researchers in their log data analysis. With such an 

analysis approach researchers can gain more insights about 

first and long term service impressions, acceptances issues 

correlated with the user experience and the success of 

subsequent product evolvement steps.  

The article is structured as follows. The next section discusses 

related works. Section 3 describes the method how to capture, 

aggregate, and represent data. In Section 4 the behaviour 

assessment model is defined. A preliminary case study is given 

in Section 5. Section 6 concludes the article.  

 

II.  RELATED WORK 

In order to perform a study focused on mobile services the 

first step is to compare, analyse and find the differences and 

connections between existing data loggers, concepts and 

conclusions related to the mobile services evaluation field. 

Lab-based evaluation frameworks log information in a 

controlled environment using specific devices and specific 

users. The main advantages of the lab-based frameworks are 

the highly controllable environment and the collection of data, 

which is cheap and easy. However, the context, which is the 

most influential factor in the mobile services field, is not 

considered and it can hardly be simulated. Many simulation 

tools produce highly inaccurate results because of the context. 

Furthermore, several agents also alter the results of user 

experiments. The experts who lead the experiment and the 

tasks performed by the users can not only alter the execution 

of experiments but also evoke situations that would never 

happen in real environments. The users may also add biased 

results during the execution of the experiments [1] because 

they suffer several problems such as test-anxiety [1]: during 

the task performance the highly test-anxious person divides his 

attention between self-relevant and task-relevant variables; due 

to the self-focussed attention the user of the mobile service 

may not show real behaviour. Further, in many tasks such as 

phone calls, it would be subjectively annoying for many users 

to be in a room with observing researchers. 

On the other hand the field-based evaluation frameworks 

(see Table 1) capture information in real environments. They 

commonly use added cameras and human observers to capture 
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information from the interactions. Furthermore, this kind of 

framework tries to bring the lab to the field. For example, the 

Usertesting platform [2] not only brings methods like the 

think-aloud verbal protocol but also records the userôs 

feedback with a webcam; finally it reproduces the interaction 

again enabling the annotations during it. Using this kind of 

techniques means that although the task is performed in real 

environment, it is changed and consequently, the interaction 

altered. Another tool related to Usertesting is the Morae 

Observer [3] tool. It captures all the interaction data and 

indexes it to one master timeline for instant retrieval and 

analysis; it generates graphs of usability metrics. Both tools are 

focused on the interaction because they are centred on capture 

of screen interaction and the userôs feedback through filming 

the face or recording comments. Another group of tools such 

as ContextPhone [4] and RECON [5] are focused on the 

context capture. They capture the surrounding environment 

through mobile sensors. This capturing technique retrieves a 

lot of real data without influencing the interaction but the 

userôs feedback is lost. In order to fill the lack of the userôs 

feedback other tools like MyExperience [6] and SocioXensor 

[7] use techniques like self-reports, surveys and interviews 

mixed with the context capture. These tools are quite powerful 

and flexible because the user has at any time the complete 

control about when participate in an application acceptance 

survey. In case, he has been interrupted in the survey he can 

resume it to a later point of time.  

To sum up, to acquire valid interaction data about mobile 

services, it is essential to capture objective information to 

solve questions like when, where, how long, etc. users are 

really interacting with a service. These questions can hardly be 

determined with a lab-based framework. The field-based 

evaluation frameworks can provide deeper and more objective 

information, but the added agents such as cameras and 

invasive evaluation methods (e.g. think-aloud verbal 

protocols) have to be removed. In order to do so, the best way 

to capture interaction data is by registering information 

through a mobile device using a tiny capture tool. This tool 

should log the context via the built-in mobile sensors and 

logging the key interaction events. 

III.  MOBILE SERVICE ASSESSMENT THROUGH BEHAVIOR 

ANALYSIS 

A framework for automatically logging and processing data 

for evaluation has been developed. In the following we briefly 

explain the different behaviour capturing and aggregation 

phases and the architectural requirements. 

A. Data Logging and Aggregation Overview 

As can be seen in Fig. 1 the framework distinguishes four 

main phases: 

1. Data Capture: A data logger component installed 

separately on the mobile device records event and error data 

triggered by the mobile service. Examples for logging data are: 

service start and stop times, UI events e.g. buttons pressed, 

screen transitions, any changes in settings and erroneous data 

entries, exceptions and any unexpected system behaviour. 

These data are complemented with additional user contexts 

(e.g. provider and subscriber data), service information (e.g. 

queries/results, content data, screen stay duration) and device 

contexts (e.g. location data) for further evaluation. 

2. Transfer Protocol:  Logging data is periodically (e.g. 

daily) transferred to an analysis component hosted on the 

Internet. To minimize the influence on mobile service 

performance the transfer process is only started if the mobile 

device remains in an idle execution state.  

3. Data Aggregation: The analysis component parses the 

incoming logging data and interprets the raw data log format 

with a parser. A filter process removes out-of-bound values, 

spatio-temporal inconsistencies, and entries that do not 

conform to preset criteria. Following this filtering step the log 

data are aggregated through clustering analysis. 

 

 

TABLE I 

PROPERTIES FOR THE LOGGING TOOLS 

Tool Capture Techniques Data 
 

Report 

Usertesting Screen, webcam and microphone  Interaction, user information 

and userôs feedback 

Reproduce the screen 

interaction 

Morae Observer Screen, webcam and microphone, observer Interaction, user information 

and userôs feedback 

Reproduce the interactions and 

calculate graphs 

ContextPhone Mobile sensing and interaction event logging Interaction, device status and 

environment 

Mobility patterns detection 

RECON Interaction event logging and mobile sensing Interaction, device status, user 

information, userôs feedback, 

and environment 

Trace Data analysis Engine 

MyExperience Wearable hardware sensing, mobile sensing, 

audio recording and user surveys 

Interaction, device status and 

environment 

Performance analysis, SMS 

usage and mobility analysis 

SocioXensor Interaction event logging, survey, interview Interaction, user, device status 

and environment 

SQL database 
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4. Data Visualization: From the results tables, graphs and 

diagrams are generated for the researcher. Furthermore, the 

entire log is automatically annotated so that each entry is 

written out for human readability and annotated to get basic 

derived information such as duration and transitions. 

 

 
Fig. 1.  Graphical description of the data logging, visualization and 

aggregation process. 

 

B. System Architecture  

The Neurona evaluation framework [8] was extended to 

meet the BAM requirements. This platform shown in Fig. 2 is 

based on three main components: the mobile device 

component, the connector component, and the analysis server 

component. 

The Mobile Device component is software installed in the 

userôs mobile and logs user interactions; it is formed by the 

Logger/App interface, Logger Module and Context 

Information Module. The Logger/App interface is a tiny 

software library used to send interaction events to the logger 

module. The logger module stores the interaction data and 

shows brief questionnaires about the interaction experience to 

capture the userôs feedback; these questionnaires are shown at 

the end of the interaction to not disturb the experience. 

Another element is the context information module, which 

provides context information acquired from the built-in mobile 

sensors and the mobile Operative System. 

The Analysis Server component is hosted in a web server; 

this component is formed by the Data Aggregation Module, 

the Visualization Module, the Applications Manager and the 

Usergroup Administration. The Data Aggregation Module 

receives logged data and calculates normalized information to 

store it in the system database. The expert who wants to check 

the normalized information can do it using the Visualization 

Module; which shows advanced graphs. The Applications 

Manager enables the expert to register into the system, update 

and remotely configure prototype applications. The Usergroup 

Administration module registers users and devices, assigns 

applications and exposes several administration options related 

to the relations between users, applications and experts. 

Finally, the connector between the explained elements 

transfers the logged information generated by the Mobile 

Device component to the Analysis Server component. It is 

divided in two main elements: the mobile interface and the 

server web service. Basically the mobile interface checks the 

state of the device and if the user is not interacting with the 

device it sends logged data to the web service hosted in the 

Analysis server. To minimize the required transfer bandwidth 

logging data is encoded in memory saving format and decoded 

later to a human readable format when the logging data has 

been received by the Analysis Server. 

 

 
Fig. 2.  System architecture of Neurona Tool. 

 

C. Integration with IES Cities through PhoneGAP 

For the IES Cities project the Neurona framework has been 

extended with an additional integration plugin using the 

PhoneGap tool. The IES Cities mobile applications are 

developed using the PhoneGap technology. PhoneGap is a 

framework for building cross-platform mobile apps with 

standards-based Web technologies. Developers who use 

PhoneGap may only use HTML, CSS, and JavaScript to 

implement several applications to remotely access existing 

backend and cloud processes while the device is connected to 

the Internet. In particular, thought this framework the 

developed applications which can access to the IES Cities 

services. 

Among the variables which are relevant to the model 

presented by this work several sources for completing the 

model information should be studied as well as the different 

kind of information sources which can be found inside a 

mobile device (in particular, in Android OS operating system 

devices). It is important to mention that this model captures 

and handles sensitive information (e.g. location of the user). 

Consequently, applications which use BAM model should ask 

for several Android permissions: The INTERNET permission 

to open network sockets, check the weather and upload the 

logged information to the main server. The 

ACCESS_FINE_LOCATION permission to access precise 

location from location sources such as GPS, cell towers, and 

Wi-Fi. The RECORD_AUDIO permission is used to measure 

the noise level. With ACCESS_NETWORK_STATE our 

capturer accesses detailed information about networks. Finally, 

the ACCESS_WIFI_STATE permission is used to retrieve 

information about Wi-Fi networks. 

PhoneGap applications cannot access sensors, in order to 

solve so; a PhoneGap plugin has been developed. PhoneGap 
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Plugins need to be implemented for each platform, to validate 

the system the data capture in focused on Android platforms. 

The developed plugin is made up by a JavaScript file which 

contains functions to call from the IES Cities mobile 

application and log interaction events, including the current 

context. There are two main steps to including the developed 

plugin in IES Cities mobile application: referencing the 

explained JavaScript file and importing the native code (the 

extended Neurona evaluation framework library) that will be 

called through the JavaScript file. 

This plugin has only 6 main functions: log_start_task, 

log_pause_task, log_resume_task, log_end_task, 

log_interaction and log_error. These functions capture the 

timestamp of the interaction, the current context and the object 

with witch user is interacting. They only require three 

parameters: the event type, which will be explained bellow, the 

identification of the visual structure for a user interface and 

last but not least, the object (i.e. buttons, textboxesé) the user 

is interacting with. 

A task can pass through four main states: When a task is not 

started yet (NOT STARTED), when a task is started and its 

user is interacting to achieve the goal of the task (STARTED), 

when a task is started but its user is not interacting to achieve it 

(PAUSED) and when the task is finally terminated (END). 

After seeing the main states we will see several events which 

can be triggered to change the state of a task, these events 

should be generated by the mobile applications using the 

plugin functions. During a task performance a user can trigger 

two main events: START_TASK (at the beginning of the task: 

log_start_task) and END_TASK (at the end of the task: 

log_end_task). Additionally but not compulsory there exist 

two others: if user leaves the task (e.g. because of an incoming 

phone call) PAUSE_TASK event (log_pause_task) is 

produced. Where user decides to continue the task 

RESUME_TASK event (log_resume_task) is triggered. When 

a task is started two events related to the interaction of the user 

can be triggered. The INTERACTION event (log_interaction) 

means that a user is interacting in the right way. This event 

should be triggered when a user is achieving little 

microchallenges inside the goal of the task. The ERROR event 

(log_error) means that a user has made a mistake during the 

interaction process.  

IV.  THE BEHAVIOUR ASSESSMENT MODEL 

A proven performance assessment method considering 

concurrent aspects has been the Balanced Scoreboard (BSC) 

approach. Aligning each of the dimensions systematically 

helps get a better impression about different influencing 

factors. 

A. Dimensions of the Behaviour Assessment Model 

This leads to following six different dimensions illustrated 

in Fig. 3: 

1. Remote service search: This dimension is based on the 

categories Planned Execution Scenario and Service Actuation. 

In order to fulfill end-users need to plan activities ahead of a 

trip; users require the capability to explore the service offer 

according to given properties. The retrieval quality depends on 

the query power e.g. different search concepts and the query 

success rate. An example is a map based discovery tool, which 

retrieves services according to locations selected on a map.  

2. Nearby service discovery: The dimension founds on the 

categories Spontaneous Execution and Service Actuation. As 

mobile services are much stronger correlated with the daily life 

of end-users an important requirement is to raise their attention 

to an adequate service offer in a seamingless manner. A 

successful implementation depends on the reasoning power 

(that compare the current usersô context and the intended 

service context) and the number of directly consumed services 

(reasoning success).   

3. Service creation/provision: The categories Planned 

Execution and Service Interaction define this dimension. 

Complex mobile services require often too much knowledge 

from the user to execute them easily on the spot. Therefore, 

services should offer any type of service creation, 

personalization or reservation functionality so that they can be 

consumed better in time constrained situations. The editing 

complexity and the service content quality are important 

indicator examples to determine this dimension.    

4. On-the-spot service consumption: The dimension is 

constructed through the categories Spontaneous Execution and 

Service Interaction. Since users on the move often follow other 

real-world activities it is important that the attention needed to 

execute the service is kept to an absolute minimum. The 

navigation complexity (effort) and the quality of the content 

provided by the service are important indicator examples. 

5. General platform activity services: This dimension stems 

from the categories Planned Execution and Central Provision. 

All general service aspects influencing the provision quality 

e.g. power consumption and error handling account for this 

dimension.  

6. Community services: This dimension is founded on the 

category Spontaneous Execution and Community Networking. 

Tools that consider community behaviour can help in 

structuring the knowledge space further and lead to more 

transparency in the community. Examples are best-of ranking 

lists, member reputation lists and content recommender 

systems. For instance car sharing opportunities can be more 

easily evaluated by users and improve their selection. Suitable 

example indicators are the lurker ratio (active community 

participation) and the degree of community transparency 

achieved with previously mentioned community services.   

 

 
Fig. 3.  Dimensions of Behavior Assessment Model. 
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B. The Balanced Scoreboard Assessment Approach  

These six dimensions focus on realistic service usage. This 

emphasises the valuation of a service by the way how end-

users apply services to solve given problems. Such behaviour 

patterns have the potential to tell us about underlying reasons 

why specific service fail or become well accepted.  Recording 

such behaviourally relevant data also allow the emulation of 

service usage in respect to given user´s context. Both aspects 

are important for developers to continuously improve the 

service.  According to the BSC approach, the intention is to 

find a few aggregated indicators that quantify a given 

dimension. The indicator must meet the requirements of 

reasonability and measurability. A general problem of social 

surveys is to translate the indicators into precise measures. The 

abstract classes of measurement types, correspond hereby with 

different event and error logging data types. To achieve 

comparability between different numerical scales of 

measurements e.g. an event/error frequency scale, a function 

has to be defined which maps selected scale areas on specific 

quality rating values. Since humans perceive the influence of 

various indicators for a given dimension differently, weight 

coefficients are used to balance the influence of individual 

indicators. Both mapping function properties and weight 

coefficients can be obtained through a profiling questionnaire 

prior to the field trials.  

Finally, the results of an analysis and evaluation are 

typically held in a spreadsheet for detailed analysis and 

visualised by a radar chart for a summarised representation 

(see Fig. 4). For visualization by a radar chart, the six 

dimensions are equally arranged. The scaling is adapted 

appropriately according to the distribution of the measurement 

results with its positive orientation towards the origin. For a 

better visualisation of the consequences of the results, each 

scale can be subdivided in fulfilled (positive centre areas), and 

not fulfilled (negative edge areas).  
 

Fig. 4.  Visualization of the behavior model with six dimensions (grey color) 

and example indicators (black color). 

V. THE IES CITIES PROJECT 

The IES Cities project aims at providing an open platform 

so that users are able to use, produce and provide information 

for internet-based services improving their knowledge about 

the cities they live. The project represents an extension of 

other European projects (see m:ciudad, MUGGES, and 

uService) focusing on service creation, mobile peer-to-peer 

services, and the integration of open linked data sources. Open 

linked data refers here to a concept of publishing structured 

data e.g. pollution data provided by the local government so 

that it can be interlinked and become more useful. City 

services, created and provided through the platform enable 

citizens to wrap this type of data. They adapt to the current 

context of a citizen through smartphone embedded sensors. 

End-users may not only to receive information from the city 

but also generate real-time content which complements, 

enriches and updates the data available through the open data 

model associated to the municipality. These services are 

intelligent as they come with business logic to automate the 

management of parking spaces, public transport, pollution, 

health states and many other aspects of urban life, user 

interactions are eased and automated. In order to facilitate its 

usage the platform will be provided as mobile and web-based 

platform. It is assumed that sensor networks are already 

deployed in the cities and become integrated as part of the 

project.  

In the following the screen interaction model for the IES-

Improve Your Neighbourhood service is exemplarily explained 

(see Fig. 6). This screen model includes screen sequences for 

querying the appropriate IES services (dashed box), creating 

and consumption of IES services and the service/report rating. 

In order to create or view IES-Improve Your Neighbourhood 

reports users first have to query for adequate IES service. 

After selecting the IES-Improve Your Neighbourhood service, 

users can decide a) to create a new report, b) look for and c) 

rate existing reports. The IES service obtains user data through 

the screen, retrieve sensor data to personalize IES service and 

open linked data to provide up to date content.  

VI.  CASE STUDY OF THE IES CITIES PROTOTYPE 

A. The Assessment Process 

Applying the BAM analysis technique requires specific 

preparation steps. These include the definition of indicators for 

each dimension, correlating them with available logging data, 

appropriate balancing of these measurements with weight 

factors, the execution of field trials and representing the 

results. Fig. 5 gives a complete overview about the evaluation 

process.  

In the following specific modifications to the BAM model 

in respect to the IES Cities project are presented: 

 

 
 

Fig. 5.  Different phases of the assessment process and correlated activities. 










































































