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I. INTRODUCTION 

 

The artificial intelligence is changing our society. Its 

application in distributed environments, such as the Internet, 

electronic commerce, mobile communications, wireless 

devices, distributed computing, and so on is increasing and is 

becoming an element of high added value and economic 

potential, both industrial and research. These technologies are 

changing constantly as a result of the large research and 

technical effort being undertaken in both universities and 

businesses. The exchange of ideas between scientists and 

technicians from both academic and business areas is essential 

to facilitate the development of systems that meet the demands 

of today's society.  

 

The International Symposium on Distributed Computing and 

Artificial Intelligence (http://dcai.usal.es) is an annual forum 

that will bring together ideas, projects, lessons, etc.. associated 

with distributed computing, artificial intelligence and its 

applications in different themes. This meeting was held in 

Salamanca in parallels with PAAMS'12 in March 28th-30th, 

2012. This symposium will be organized by the Bioinformatic, 

Intelligent System and Educational Technology Reseach 

Group (http://bisite.usal.es/) of the University of Salamanca.  

 

This special issue presents a selection of the best papers 

selected from those that were accepted on the symposium. 

These articles capture the most innovative results and this 

year’s trends: Artificial Intelligent Applications: commerce, 

health care, industry, internet, etc.; Software in Ubiquitous and 

Distributed Computing; Agent technologies for Ambient 

Intelligence; Technologies for Production Systems; Mobile 

computation and mobile Communications.  

 

We would like to thank all the contributing authors, as well as 

the members of the Program Committee and the Organizing 

Committee for their hard and highly valuable work. Their 

work has helped to contribute to the success of this 

symposium. Finally, the Guest Editors wish to thank Editors-

in-Chief of International Journal of Interactive Multimedia and 

Artificial Intelligence for the publication of this special issue, 

that notably contributes to improve the quality of the 

symposium. We hope the reader will share our joy and find 

this special issue very useful. 
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Abstract —Over recent years, Genetic Algorithms have proven 

to be an appropriate tool for solving certain problems. However, 

it does not matter if the search space has several valid solutions, 

as their classic approach is insufficient. To this end, the idea of 

dividing the individuals into species has been successfully raised. 

However, this solution is not free of drawbacks, such as the 

emergence of redundant species, overlapping or performance 

degradation by significantly increasing the number of individuals 

to be evaluated. This paper presents the implementation of a 

method based on the predator-prey technique, with the aim of 

providing a solution to the problem, as well as a number of 

examples to prove its effectiveness. 

 
Key words—Genetic Algorithms, Multimodal Problems, 

Species Evaluation, Predator-Prey Approach 

 

I. INTRODUCTION 

n the Genetic Algorithms [1] there is a simulation of a 

population of individuals that evolves until reaching a 

solution within a given search space. With the aim of 

achieving various solutions in a multimodal environment, that 

is, with several optimal valid values, a division of the 

population into species is carried out, so that each can 

specialize in a solution of the problem. Using this technique, 

the obtained results were satisfactory [2]. However, it has 

some drawbacks. Due to the fact that new species are created 

with each generation, and therefore new individuals, the 

population grows exponentially. The immediate consequences 

are an increased consumption of computational resources, as 

well as a slowing down of the whole system. 

To avoid the created drawbacks, the concept of predator-

prey [3] is introduced in the system applying it to species in 

the area. The technique is firstly designed to distribute 

individuals behaving as prey randomly in an area and then do 

the same with some individuals called predators, which, 

according to some rules, deal with deleting some of the prey in 

the neighborhood. The deleted individual is replaced by 

another, obtained as a result of a mutation of a randomly  

 

chosen nearby prey and predators move around, looking for a 

new victim.  

This technique could be used in a similar way when dealing 

with grouping into species, so that species could compete 

against each other, as preys or predators, according to some 

previously defined rules. The role is assigned dynamically, 

after the meeting of the two species. In the same way, the 

species which enhances the values of the chosen rule is helped 

to continue its evolution, whereas the individuals of the other 

species disappear. The species and individuals that are 

considered dispensable for obtaining solutions will be 

removed from the system. 

The predator-prey method is aimed at overcoming the 

limitations that arise when applying the technique of the 

Genetic Algorithms grouped into species to a multimodal 

problem, obtaining the best results provided by the grouping of 

species, but using the fewest elements possible, so that the 

species could maintain their numbers or even suffer losses 

during the development of the method and as a result the total 

amount of individuals decreases. Hence, the method 

implementation is optimized. 

A first approximation is performed to test the system using a 

multimodal Rastrigin function. This is a preliminary study 

whose aim will be to apply the solution to complex problems. 

 

II. MULTIMODAL PROBLEMS 

Multimodal problems are problems with multiple local 

optima and/or multiple global optima. In the real world, we 

usually wish to know the largest possible number of solutions 

to a problem. This may be due to various factors. On the one 

hand, we may not have total knowledge of the problem and 

when we find a solution, we may ignore how good it really is 

because we cannot be certain that no better solutions are 

available in our search space. On the other hand, we may know 

that our solution is the best response to a problem, but other 

solutions turn out to be better in global terms because they are 

Approach for solving multimodal problems 

using Genetic Algorithms with Grouped into 

Species optimized with Predator-Prey 

Pablo Seoane, Marcos Gestal, Julián Dorado                                                                          
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cheaper, simpler, less cumbersome, etc. The classical functions 

of Rastrigin and Ackey, among others, present this behaviour. 

III. GENETIC ALGORITHMS 

Genetic Algorithms are adaptive methods that are generally 

applied to the search and optimization of parameters and based 

on “sexual” reproduction and the survival of the most apt 

specimen. Following the schemes proposed by C. Darwin [4], 

an initial set of individuals or “population” is created, who 

evolve in the course of several generations, each individual 

representing the solution to a problem. After several 

evolutions, the best individuals are maintained, but so are 

other specimens of less quality, in order to respect diversity 

and guarantee the existence of individuals with diverse 

features that may adapt to possible changes in the 

environment. 

1)  Origins and Biological Bases of Genetics Algorithms 

In nature, the most adapted individuals have the best 

chances to reproduce themselves. Genetic inheritance provides 

descendants with the features of the most adapted progenitors 

and allows the species to evolve. Evolutionary Computation 

arises when researchers try to emulate the good results for 

problem solving offered by nature and is based on certain facts 

of biological evolution with strong experimental evidence: 

 Evolution takes place in the chromosomes, not in the 

individuals. 

 Natural selection is the tool that relates chromosomes to 

their efficiency. The most efficient individuals have 

more possibilities to reproduce themselves. 

 Evolutionary processes take place in the reproductive 

stage (even though some aspects, such as mutation, may 

occur in other stages). 

Traditional Genetic Algorithms do not contemplate the 

possibility of dividing individuals into species in order to 

reach solutions. This article proposes to open up this 

behaviour. 

2) Classification of Genetic Algorithms 

There are several ways of classifying Genetic Algorithms. 

The most common solution consists in classifying them 

according to the obtaining of new generations, which leads to 

the following categories: 

 Generational Genetic Algorithms: the parent generation is 

eliminated in the course of the last reproductive phase, 

and only the new population is maintained. 

 Steady-state Genetic Algorithms: the parents of one 

generation coexist with the children of the next 

generation. Population substitution algorithms are used to 

determine who must be eliminated.  

 Another classification of Genetic Algorithms focuses on 

methods of execution: 

 Sequential Genetic Algorithms: This is the usual way of 

executing an algorithm: one population tries to solve a 

problem by crossing its individuals over several 

generations and evolving towards a solution.  

 Parallel Genetic Algorithms: In nature, when populations 

are geographically isolated from each other, they tend to 

evolve and originate different responses to evolutionary 

pressure. This originates two models that use multiple 

populations concurrently: the Island model and the 

Cellular Model [8]. 

In the Island Model the population of individuals is divided 

into subpopulations that evolve separately, like a normal 

Genetic Algorithm. In the Cellular Model each individual is 

placed in a matrix where it can only reproduce itself with the 

individuals that surround it, choosing at random or picking 

those that are most adapted. 

3) Problem codification 

Any potential solution for a problem can be presented by 

giving values to a series of parameters. All these parameters 

(genes in the Genetic Algorithms terminology) are codified 

into a chain of values called chromosome. This codification 

tends to be carried out, if possible, with binary values, 

although real and entire values are also used. Each bit that 

belongs to a gene is called allele.  

4) Main Algorithm 

The generic functioning of a sequential generational Genetic 

Algorithm is the following one: 

 
Initiate current population arbitrarily 

WHILE the termination criterium is not fulfilled 

create empty temporary population 

WHILE temporary population does not fulfil 

    select parents 

    cross parents with probabilty Pc 

    IF crossing has ocurred  

-Mutate one of the descendants with 

probability Pm 

       -evaluate descendants 

-add descendant to the temporary 

population 

    OTHERWISE 

-add parents to the temporary 

population 

    END IF 

END WHILE 

increase generations counter 

establish the temporary population as new 

current population 

END WHILE 

 

The pseudocode of a steady-state Genetic Algorithm would 

be similar to the above, except that the temporary population 

would be absent and we would have to use substitution 

algorithms. 

One generation is created from a previous generation by 

means of two types of reproduction operators: cross-over and 

copy. Cross-over is a sexual reproduction that originates new 

descendants by exchanging the genetic information of the 

parents; copy consists in passing a certain number of 

individuals to the next generation without any variation. Once 

the new individuals are generated, mutation takes place with a 

Pm probability, and the errors of the genetic copy process are 

imitated.  

The process finishes when there are sufficiently good 

solutions in the shape of better individuals, when all the 

individuals converge towards a similar value, or when the 

largest possible number of generations is reached.  
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 In order for a Genetic Algorithm to function correctly, it 

must dispose of a method that indicates whether or not the 

individuals of the population represent good solutions to a 

given problem. This is the task of the evaluation function, 

which establishes a numeric measurement of the quality of a 

solution. This measurement is called adjustment or fitness.  

 

IV. TECHNIQUES OF GROUPING INTO SPECIES WITH GENETIC 

ALGORITHMS 

The Genetic Algorithm-based approach is able to obtain a 

good approximation to the solution of the problem to be 

solved within a few generations. However, the tendency of 

finding a single solution becomes a disadvantage when dealing 

with multimodal problems, since in such cases it is preferred to 

find several solutions. 

One of the options to try to solve this drawback involves 

using the technique of grouping into species which, broadly 

speaking consists of grouping the initial population of 

individuals into classes with similar characteristics [2]. Hence, 

the aim is that each group will be specialized in a particular 

area of search space. Thus, each species will tend to find an 

existing solution in its area, other than those provided by other 

species. This is an attempt of modeling the species distribution 

of individuals in the natural environment, and their evolution 

separately. For example, there are individuals adapted to live 

in cold areas, others in dry or hot ones, etc. Each group 

manages life in a given environment, adapting to this end 

specific characteristics that differentiate it from the other 

groups. 

However, this technique has its drawbacks. Thus, certain 

conditions are required for proper operation, conditions which 

are not usually obtained in the initial distribution of the 

problem. For example, it would be recommended that the 

population should be evenly distributed throughout the search 

space, and moreover, that groups should be well distributed 

and in accordance with the number of solutions to the problem. 

If there are no such characteristics, there may be unexplored 

areas in contrast to others that are highly explored and in 

which, depending on how the groups are formed, several 

species can coexist.  

To overcome these drawbacks, we use the crossing of 

individuals from different species through several generations. 

In doing so, the offspring resulting from these crosses mix 

knowledge of their predecessors’ species and there emerges 

the possibility of creating a new species in an area different 

from their parents’. In this way, stagnation of species is 

avoided, new areas are explored and new knowledge emerges, 

that is, diversity is achieved in the environment. Once again, 

individuals’ behavior is being modeled in their natural 

environment, whereas migration or expulsion of individuals 

takes place and if they find compatible individuals of other 

groups, they end up creating new species. 

For the implementation of these techniques an initial 

population is created. The overall process - starting from 

creating the initial population - is to carry out successive 

iterations in which the following steps are required: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.  Operation diagram of grouping into species 

 

One of the main criteria is to check whether the number of 

iterations, also called evolutions, reaches the maximum 

number allowed; another is to check whether the population 

reaches its upper bound of individuals. If either of these 

conditions is met, the implementation of the algorithm is 

concluded. Another possible break criterion is that the error 

value of individuals had fallen below a threshold set in 

advance. 

For the second step of the algorithm, there is no standard 

way to divide the population of the Genetic Algorithms into 

species. To solve this problem, techniques of unsupervised 

grouping of individuals are employed, as there is no a priori 

knowledge but simply an input data set. The classification is 

carried out according to some specific parameters of each 

grouping algorithm type. Two of these techniques that could 

be used are the Adaptive Method [5], which is a simple and 

efficient incremental heuristic method using only two 

parameters and Batchelor and Wilkins’ algorithm or the 

Maximum Distance algorithm [6]. In this case, we also deal 

with an incremental heuristic method, but it uses a single 

parameter. 

 

Randomly-created 

population 

Grouping into species 

Implementation of the Genetic 

Algorithm in each species 

Introduction into the population of individuals 

resulting from crossing results between species. 

Remove solitary individuals. 

Break 

criteria? 

END 

YES 

NO 
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V. PREDATOR-PREY INTERACTION METHOD 

Biologically, predation occurs when one of the animals (the 

predator) devours another living animal (the prey) to use the 

energy and nutrients in the body of the prey for growth, 

maintenance or reproduction. Using the predator-prey idea, a 

model was proposed, adapting the predator-prey concept to 

Genetic Algorithms [7].  

There are software projects dedicated to designing and 

analyzing predator-prey models. One of them is PEPPA [8], 

which is a framework for such purpose. The user can work 

with different operating environments as well as set up the 

predators’ behavior and preys’ adaptability. In addition, 

PEP0050A provides tools for visualization and parallelization 

of the program running. 

 The original operation consists of the fact that each 

individual representing a solution in the genetic population 

plays the role of prey and of the fact that other individuals in 

the system play the role of predators, choosing their prey 

according to the objective function and the fitness of each 

prey. The method imitates the natural phenomenon in which a 

predator eliminates the weaker prey, which means that a 

predator eliminates the most unfit individual in the 

environment, which corresponds to the worst value obtained in 

such individuals with the objective function.  

To implement this idea a network was proposed, in which 

the prey are randomly distributed at each node and wherein 

one or more predators are also placed randomly at some of the 

nodes.  

From that moment, each predator evaluates all prey in its 

area and deletes the prey corresponding to the worst objective 

value. Then, a nearby prey is chosen and mutated. The mutated 

individual replaces the deleted prey and the predator moves to 

one of the neighboring nodes. This procedure is followed for 

all predators. As follows, a diagram is shown in Figure 2 [11] 

presenting the network created with prey and predators. 

 

 
 

Fig. 2.  Representation of prey and predators 

 

 

The use of this method is widely associated with the multi-

objective Genetic Algorithms [9]. These are Genetic 

Algorithms which are aimed at finding solutions that optimize 

several objective functions simultaneously. In such a case, one 

or more predators are created for each of the objective 

functions involved; or even a predator that takes into account 

several objective functions involved in the system is created. 

The initial diagram regarding the operation of the classical 

algorithm of the predator-prey approach had already taken this 

aspect into account. Although modifications and optimizations 

have been made since its inception, the diagram we have 

broadly followed is classical [3], as detailed below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.  Operation diagram of  the predator-prey approach 

 

The break criterion is either a maximum number of 

generations or the fact that the objective functions to be 

optimized have an error below a certain threshold. 

Several set-up changes can be performed, as using more 

predators for every objective function, mutate the best 

neighbor after predation or move the predator to the box of the 

best neighbor, instead of moving it randomly. In some cases 

[9], the outcome of the overall population is improved. 
 

VI. PREDATOR-PREY APPLICATION IN GENETIC ALGORITHMS 

WITH GROUPING INTO SPECIES 

In spite of the fact that the Genetic Algorithms provide 

optimal solutions to many problems, they have some 

Prey’s random initialization 

Prey and predator layout 
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Assign to each predator 

its objective function 

Selected prey to be 

deleted and replaced 
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another nearby prey 
Break criteria? 

END 

NO 
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Each predator’s selection 

of the prey to eliminate 

Create descendant by mutating a 

random prey, placed in the 

neighborhood of the chosen one 

Predator 
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drawbacks when used to find several solutions in scenarios 

with multiple optimal points. With the aim of trying to 

overcome these drawbacks, other solutions were searched for. 

Among these solutions we mention the grouping the 

population of individuals into species.  

However, it is verifiable that, in the implementations of 

grouping into species carried out, there are some drawbacks 

which arise due to the fact that both the number of species and 

number of individuals tend to continue to grow indefinitely 

throughout the different evolutions [2]. Such an increased 

number of individuals and species leads to a continuous 

increase of the necessary computational resources. 

In order to optimize the number of elements used in 

computing, we suggest applying the benefits of the predator-

prey approach to the system made up of Genetic Algorithms 

grouped into species. This new system is aimed at reducing the 

number of elements involved in computing, allowing the 

predation of individuals and, if the choice of which ones 

should be deleted is made correctly, maintaining similar results 

to those obtained without the predator-prey approach. 

In order to apply the predator-prey approach to the 

developed system, some changes are necessary, using the main 

idea of the method as base. Thus, the elements involved are as 

follows: 

   Space for action. This refers to the search space itself, 

where individuals are distributed.  

   Prey. Any species in the system can become prey, being 

devoured by a predator, which would mean the removal 

of the species and individuals within it. 

   Predator. Any species in the system can become 

predatory. A prey species devours other prey species. As 

a benefit, individuals of the species that devours, as well 

as the species itself, will be able to continue to evolve. 

   Objective Function. In this approach, the system will use 

only the objective function that the Genetic Algorithm 

employs in each case to calculate the fitness of 

individuals if necessary. 

   Interaction criterion. While in the classical predator-

prey algorithm the predator devoured the worst prey in 

the neighborhood, in this case we need to know the 

criterion involved so that a species can try to devour 

another. An example in this sense would be when the 

species is close enough to the area of another species. 

   Role determination criterion. Besides the classical 

players of the predator-prey approach, it is necessary to 

define a new concept, the winning rules. In the classical 

algorithm, some individuals behaved as prey and others 

as predators. In this case, the same entity – a species – 

can behave as predator on some occasions and as prey 

on others. It is necessary, therefore, to define a rule 

specifying, when appropriate, which of the species will 

behave as predator and which as prey, and therefore to 

know which species will survive (predator) and which 

will be deleted (prey). To this end, the concept of role 

determination criterion is defined. The role 

determination criterion refers to a series of algorithms 

by which it is decided which species would behave as 

predator and which as prey. The direct consequence is 

that the predator species will devour the prey species, 

the latter disappearing from the system. An example in 

this regard would be that the predator species (and 

therefore the survivor) is the one whose individual has 

the best possible fitness. 

The general operation is described below. Once the 

grouping of individuals into species is performed, and before 

applying the Genetic Algorithm to each of them, the predator-

prey algorithm is applied as follows. The flow chart of the 

method is detailed in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Fig. 4.  Flow chart of the predator-prey approach and grouping into species 

 

As shown, two species are chosen from the set created by 

grouping into species. Then, the interaction criterion is 

applied. If the species meet the criterion so that the predator-

prey approach could be applied, we continue with the next 

step; otherwise, we should check again whether there are still 

species that do not meet the interaction criterion. If the species 

interact, the next step is to apply the role determination 

criterion to see the role each species assumes, predator or prey. 

Finally, the predator species is maintained and the prey species 

is deleted. Individuals belonging to the prey species are 

marked for removal. The process is repeated until there are no 

more species that could compete with each other. 

To be able to work with this approach, a type of rules 

should be defined. There will be a more in depth discussion on 

interaction criterion, providing some examples to decide when 

two species should behave as predator and prey, and on role 

determination criterion to indicate how the decision is made 
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compete against each  

other? 

NO 
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regarding which species should be prey and which predator. 

1) Examples Interaction criteria.  

By grouping the individuals of the population into species, it 

is not known whether they should interact so that one becomes 

a prey and the other predator. Thus, the interaction criteria are 

used to decide when two species in the environment should 

establish a predator-prey relationship. 

If the interaction criterion implemented for two species in 

the environment decides which species behave as predator and 

prey, we continue with the next step where it is decided which 

will behave as prey and which as predator. If the criterion is 

not met, the search is continued among the total number of 

species, until finding a pair to which the interaction criterion 

has not been applied yet. If there is no such pair of species, the 

proceedings will be completed. 

An example of interaction criterion is making two species 

face each other if the distance between them is below a certain 

threshold.  

In order to observe an example of interaction criterion of 

distance between species, a hypothetical scenario is shown in 

Figure 5, where a decision is made regarding which species 

will interact with the “E1” specie. With a threshold value of 5, 

only the “E3” specie is below the threshold, so this would be 

the only species that E1interacts with. 

 

 
 

 

Fig. 5.  Example of interaction criterion of distance between species 

 

2) Examples Role determination criteria.  

Unlike the original algorithm of the predator-prey approach 

in which the roles of individuals are static, as there are prey 

and predators from the beginning in the system and there will 

be as long as they are used, in this case we are dealing with a 

dynamic allocation, since any species can behave as prey or 

predator. 

A role determination criterion is an algorithm that decides 

which of the two interacting species survives and behaves as a 

predator and which one behaves as prey and is therefore 

deleted. These rules can be usually generalized to any number 

of species. 

A possible Role Determination Criterion is that of the Best 

Individual. Using this criterion, the winner is the species that 

has the best individual out of the two species. This rule could 

be generalized to choose a predator from any number of 

species. In Figure 6 it is shown an example where the species 

with the best individual is the predator and the one with the 

worst individual is the prey, being thus deleted. In this 

example, the greater is the fitness of the individual, the better it 

is. E3 is the predator specie. 

 

 
 

 

Fig. 6.  Example of role determination criterion - the Best Individual 

 

VII. TESTS 

To check the performance of the predator-prey approach, 

we use a Genetic Algorithm with Grouping into Species and 

the corresponding algorithms of the method are applied 

throughout each evolution. 

Before starting the application, we need on the one hand to 

choose the problem to be solved and on the other hand, 

considering the problem in question, to select the parameters 

to be used both to group the individuals into species and for 

the Genetic Algorithm to be applied to each species in each 

evolution step. The values selected are in the Figure 7. 

 
FEATURES GENETIC ALGORITHM 

Parameter Value 

Algorithm Selection 1/ 

Algorithm Selection 2 

Roulette-wheel/ Arbitrary 

Cross-over algorithm 1 point 

Substitution Algorithm Worse 

Initial size population 200 

Mutation probability/ 

Cross-over probability 

2%/90% 

Number of generations of 

each species in each 

evolution 

100 

 
Fig. 7.  Features of Genetic Algorithm 

 

Hence for a first approximation, the Rastrigin function [10] 
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is chosen, which is widely used to show the effectiveness and 

study of the multimodal problem solving methods. This is a 

function that has many local minimum and maximum values. 

In this test are sought maximums. In Figure 8 it is shown a 3D 

representation of the Rastrigin function. As observed, it has 

many local maximum values (shown in red) and minimum 

values (shown in blue). 

 
Fig. 8.  3D Representation of the Rastrigin Function 

 

To work with the predator-prey approach, the values 

previously used in the Genetic Algorithm as well as the 

Grouping one are set. These are values that obtain satisfactory 

results in the system of Genetic Algorithms with Grouping into 

Species. Once set, we compare the results obtained when using 

or not using the predator-prey approach.  

To show the results of applying the predator-prey approach, 

we implement the distance between species as interaction 

criterion and the best individual as role determination 

criterion. The results are compared to those obtained after 

running the system without using this method. 

Once implemented the predator-prey system, it is run. Are 

only required 10 evolutions to show good results. As follows 

we present the solutions in the contour plot of the Rastrigin 

function. The red dots represent the best individuals of each 

species (the individuals with the least error). Red and green 

contours are maximum. 

 

 

Fig. 9.  Solutions found with the predator-prey approach 

 

To obtaining such results, practically identical to those 

obtained without applying the predator-prey approach, it was 

necessary to employ a number of species and individuals at all 

times lower than those employed in the execution without the 

predator-prey approach, as shown in Figure 7. It is noted that 

in this case the trend in the number of individuals is increasing, 

but to a much lesser extent than when the method is not used, 

since in this case there are deletions of entire species. In Figure 

10, we can see the decrease in the number of species and 

individuals throughout the various evolutions after using the 

predator-prey approach and in Figure 11 the error evolution. 

 
 Without predator-prey With predator-prey 

Evolution Species Individuals Species Individuals 

1 15 70 12 49 

2 19 84 12 61 

5 22 129 16 86 

10 17 210 11 123 
 

Fig. 10.  Increased number of individuals and species 

 

 Without predator-prey With predator-prey 

Evolution Average Individual Average Individual 

1 2,5 1,9 2 1,4 

2 2,5 1,7 1,9 1,4 

5 2,6 1,3 1,7 1,4 

10 2 1,3 1,7 1,4 

Fig. 11.  Evolution of the error and of the best individual’s error 

Note that the error persists, and the number of individuals 

and species is much lower, decreasing approximately 40%. 

The number of solutions reached in this case is slightly lower 

than in the case of not using the predator-prey approach. 

Therefore, the objectives of reducing the number of species 

and individuals under study are fulfilled, maintaining the error 

and optimizing the number of necessary resources. Similarly, 

we found a large number of solutions in any of the two 

executed cases, approaching to the one found without applying 

the predator-prey approach.  

 

VIII. CONCLUSION 

The tests conducted showed that efficiency Genetic 

Algorithm with Grouping into Species for multimodal 

problems was improved. Only a few evolutions were necessary 

to verify the benefits of the application of predator-prey. 

In general, the results were maintained or even improved 

since species in which individuals did not provide good 

solutions and increased the error were deleted of the 

environment. 

After checking the adequacy of the proposed solution, the 

next step would consist of implementing new role 
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determination and interaction criteria that should be more 

appropriate for a specific problem. 

 

In addition, in each interaction there is a prey species and a 

predator species. This could be extrapolated, so that there 

could be an interaction with several preys and/or several 

predators, as well as a number of objective functions to be 

optimized, using them for selecting prey or predators. 

After this preliminary study the next step is to perform 

extensive testing in variable selection problems. Specifically, a 

chemometric problem with previous results in different 

approaches related with the work performed [2]. 
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Abstract — There is a wide range of military and civil 

applications where Wireless Sensor Networks (WSNs) and Multi-

Agent Systems (MASs) can be used for providing context-

awareness for troops and special corps. On the one hand, WSNs 

comprise an ideal technology to develop Real-Time Locating 

Systems (RTLSs) aimed at indoor environments, where existing 

global navigation satellite systems do not work properly. On the 

other hand, agent-based architectures allow building autonomous 

and robust systems that are capable of working on highly 

dynamic scenarios. This paper presents two piracy scenarios 

where the n-Core platform can be applied. n-Core is a hardware 

and software platform intended for developing and deploying 

easily and quickly a wide variety of WSNs applications based on 

the ZigBee standard. In the first scenario a RTLS is deployed to 

support boarding and rescue operations. In the second scenario a 

multi-agent system is proposed to detect the unloading of illegal 

traffic of merchandise at ports. 

 
Keywords— Wireless Sensor Networks, Real-Time Locating 

Systems, Multi-Agent Systems, Maritime Piracy. 
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I. INTRODUCTION 

IRELESS Sensor Networks (WSNs) are used for 

gathering the information useful to build context-aware 

environments, whether in home automation, industrial 

applications or smart hospitals [1]. Nevertheless, the 

information obtained by Wireless Sensor Networks must be 

managed by intelligent and self-adaptable technologies to 

provide an adequate interaction between the users and their 

environment. In this sense, agents and Multi-Agent Systems 

(MASs) [2] comprise one of the areas that contribute 

expanding the possibilities of Wireless Sensor Networks. 

One of the most interesting applications for WSNs is Real-

Time Locating Systems (RTLSs). Although outdoor locating is 

well covered by systems such as the current GPS or the future 

Galileo, indoor locating needs still more development, 

especially with respect to accuracy and low-cost and efficient 

infrastructures [3]. Therefore, it is necessary to develop 

RTLSs that allow performing efficient indoor locating in terms 

of precision and optimization of resources. In this sense, the 

use of optimized locating techniques allows obtaining more 

accurate locations using even fewer sensors and with less 

computational requirements [3]. 

In this sense, Nebusens and the BISITE Research Group of 

the University of Salamanca have developed n-Core [4], a 

hardware and software platform intended for developing and 

deploying easily and quickly a wide variety of WSN 

applications based on the ZigBee standard [5]. n-Core consists 

of several modules, fully integrated among them, which 

provide all the functionalities of the platform through an 

Application Programming Interface (API), including two 

engines to develop specific applications, one to build 

automation applications and another intended for creating 

Real-Time Locating Systems [4]. 

This paper, which is an extension of the work published in 

the proceedings of DCAI 2012 [6], proposes two maritime 

piracy case studies where n-Core can be applied. The first one 

consists of a RTLS that can be deployed to support maritime 

boarding and rescue operations. This system, called n-Core 

Polaris [4] [7] and also developed by Nebusens and BISITE, is 
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based on WSNs and MASs and includes the n-Core’s 

innovative set of locating and automation engines. n-Core 

Polaris is an especially useful tool in environments where it is 

needed to locate people or assets in real-time with a fast 

deployment, such as natural or nuclear disasters. This way, the 

system will support special corps when performing rescue 

operations that involve a hostile boarding. In this regard, the 

system will provide them with real-time information, 

facilitating the coordination of the operation and avoiding 

casualties. 

The second case study consists of a MAS intended for 

detecting the unloading of illegal traffic of merchandise at 

ports. On the one hand, the MAS uses the Global Positioning 

System (GPS) to keep track of the location of ships at a global 

scale. On the other hand, the system makes use of the WSNs 

and the automation and locating engines provided by n-Core. 

This way, the system can detect the proximity of a certain ship 

to a port, identifying automatically the merchandise that is 

unloaded. This information is compared with the assets that 

were loaded at the port of origin, thus detecting and preventing 

illegal traffic situations. 

 The rest of the paper is structured as follows. The next 

section explains the problem description, as well as the 

research areas involved in the development of the n-Core 

platform and the n-Core Polaris RTLS. Then, the main 

characteristics of the innovative n-Core platform and n-Core 

Polaris system are described. After that, two case studies 

where the n-Core platform is proposed to be applied to fight 

against maritime piracy are described. Finally, the conclusions 

and future lines of work are presented.  

II. PROBLEM DESCRIPTION 

In recent years, the problem of maritime piracy has become 

worryingly well-known all over the world due to attacks 

against fishing ships and oil tankers in Indian Ocean’s waters 

near Somalia coast [8]. These attacks imply substantial human, 

social and economic costs for the fishing and merchant 

countries due to military expenses, ransoms, as well as the 

reduction of the international commerce and fishing. In this 

regard, the use of technology can help civilian and military 

personnel both at sea and at ground to face emergency 

situations, reducing drastically the costs derived from an 

eventual rescue intervention, as well as the expenses in 

preventive measures. 

Nevertheless, technology should help users to perform 

surveillance and rescue tasks without distracting them. In 

addition, technology should increase the knowledge about the 

environment by users, have a steep learning curve, as well as 

be non-invasive, context-aware, efficient and inexpensive. 

Some of the research areas and technologies proposed in this 

work to fight against maritime piracy are Wireless Sensor 

Networks, Multi-Agent Systems and Real-Time Locating 

Systems. 

One of the most important technologies used for providing 

context-awareness for systems and applications is Wireless 

Sensor Networks (WSN) [1]. Context-aware technologies 

allow civil and military developments to automatically obtain 

information from users and their environment in a distributed 

and ubiquitous way. The context information may consist of 

many different parameters such as location, the ambient status 

(e.g., temperature), vital signs (e.g., heart rhythm), etc. Sensor 

networks need to be fast and easy to install and maintain. In 

this regard, Wireless Sensor Networks are more flexible and 

require less infrastructural support than wired sensor networks, 

existing plenty of technologies for implementing WSNs, such 

as RFID, UWB, ZigBee, Wi-Fi or Bluetooth [1]. 

Moreover, the information obtained by WSNs can be 

managed by intelligent and self-adaptable technologies to 

provide an adequate interaction between the users and their 

environment. In this sense, the development of agents is an 

essential piece in the analysis of data from distributed sensors 

and gives them the ability to work together and analyze 

complex situations, thus achieving high levels of interaction 

with humans [2]. Furthermore, agents can use reasoning 

mechanisms and methods in order to learn from past 

experiences and to adapt their behavior according to the 

context [9]. 

Tracking the real-time position of people and assets can 

make the difference in a maritime piracy scenario. One of the 

 
Fig. 1. n-Core Sirius devices: Sirius B (left), Sirius A (center), Sirius D (right). 
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most interesting applications for WSNs is Real-Time Locating 

Systems (RTLSs). The most important factors in the locating 

process are the kinds of sensors used and the techniques 

applied for the calculation of the position based on the 

information recovered by these sensors. Besides, there is a 

need to develop Real-Time Locating Systems that perform 

efficient indoor locating in terms of precision and resource 

optimization [3] [10]. This optimization of resources includes 

the reduction of the costs and size of the sensor infrastructure 

involved on the locating system. Real-Time Locating Systems 

can be categorized by the kind of its wireless sensor 

infrastructure and by the locating techniques used for 

calculating the position of the tags (i.e., the locating engine). 

This way, there is a combination of several wireless 

technologies, such as RFID, Wi-Fi, UWB and ZigBee, and 

also a wide range of locating techniques that can be used for 

determining the position of the tags. Among the most widely 

used locating techniques we have signpost, fingerprinting, 

triangulation, trilateration and multilateration [3] [11] [12]. 

However, each of these must deal with important problems 

when trying to develop a precise locating system that uses 

WSNs in its infrastructure, especially for indoor environments. 

III. THE N-CORE PLATFORM AND THE N-CORE POLARIS RTLS 

Nebusens and the BISITE (Bioinformatics, Intelligent 

Systems and Education Technology) Research Group of the 

University of Salamanca have developed the n-Core platform 

[4]. The n-Core platform is based on the IEEE 

802.15.4/ZigBee international standard, which operates in the 

868/915MHz and 2.4GHz unlicensed bands. Unlike Wi-Fi or 

Bluetooth, ZigBee is designed to work with low-power nodes 

and allows up to 65,534 nodes to be connected in a star, tree or 

mesh topology network [5]. The n-Core platform consists of 

several modules, fully integrated among them, which provide 

all the functionalities of the platform. 

At the hardware level, the n-Core platform provides a set of 

radio-frequency devices, called n-Core Sirius A, Sirius B and 

Sirius D (Figure 1). Each n-Core Sirius device includes an 8-

bit RISC (Atmel ATmega 1281v) microcontroller with 8KB 

RAM, 4KB EEPROM and 128KB Flash memory and an IEEE 

802.15.4/ZigBee 2.4GHz (AT86RF230) or 868/915MHz 

(AT86RF212) transceiver, and several communication ports 

(GPIO, ADC, I2C, PWM and UART through USB or DB-9 

RS-232) to connect to distinct devices, such as computers, 

sensors and actuators [4]. 

At the software level, all n-Core Sirius devices are provided 

with a specific firmware that offers all its functionalities. This 

way, developers do not have to write embedded code. They 

can either simply configure the devices functionalities from a 

specific tool or write high-level code using the n-Core 

Application Programming Interface (API) from a computer. 

The n-Core API allows creating easily end-user applications 

from any compatible language and Integrated Development 

Environment (IDE), for example, C/C++, .NET, Java, or 

Python, among many others. n-Core also offers through this 

API different modules/engines to develop specific 

applications, including an automation engine (for controlling 

sensors and actuators), a locating engine (includes innovative 

algorithms to calculate the position of any n-Core device) and 

a data engine (for transmitting general-purpose data frames 

among devices). 

Therefore, the functionalities provided by the n-Core 

Platform allow building systems in a wide range of application 

areas, including home automation (control of lighting and 

HVAC, control of electronic devices, security), healthcare 

 
Fig. 2. The Web Services based architecture of the n-Core Polaris RTLS. 
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(location of patients and medical staff, access control and 

wander prevention), industry (location of workers, monitoring 

of assets and dangerous materials, process automation), 

environment (monitoring of environmental data, irrigation 

systems, animal tracking) or energy (control of energy costs, 

monitoring of consumption patterns), among others. 

Besides, n-Core Polaris is an innovative Real-Time 

Locating System also developed by Nebusens and BISITE 

over the n-Core platform, and features a tested accuracy, 

flexibility and automation integration [4] [7] [13]. Therefore, 

the wireless infrastructure of n-Core Polaris is made up of a set 

of n-Core Sirius devices. In the n-Core Polaris RTLS, n-Core 

Sirius B devices are used as tags, while n-Core Sirius D 

devices are used as readers (i.e., position references). This 

way, n-Core Sirius B devices are carried by users and objects 

to be located, whereas n-Core Sirius D devices are placed 

throughout the environment to detect the tags. Finally, n-Core 

Sirius A devices are used for connecting sensors and actuators 

through their communication ports. 

Figure 2 shows the basic architecture of the n-Core Polaris 

RTLS. The kernel of the system is a computer that is 

connected to a ZigBee network formed by n-Core Sirius 

devices. That is, the computer is connected to an n-Core Sirius 

D device through its USB port. This device acts as coordinator 

of the ZigBee network. The computer runs a web server 

module that offers the innovative locating techniques provided 

by the n-Core API. On the one hand, the computer gathers the 

detection information sent by the n-Core Sirius D devices 

acting as readers to the coordinator node. One the other hand, 

the computer acts as a web server offering the location info to 

a wide range of possible client interfaces. In addition, the web 

server module can access to a remote database to obtain 

information about the users and register historical data, such as 

alerts and location tracking. 

The operation of the system is as follows. Each user or 

object to be located in the system carries an n-Core Sirius B 

acting as tag. Each of these tags broadcasts periodically a data 

frame including, amongst other information, its unique 

identifier in the system. The rest of the time these devices are 

in a sleep mode, so that the power consumption is reduced. 

This way, battery lifetime can reach even several months, 

regarding the parameters of the system (broadcast period and 

transmission power). A set of n-Core Sirius D devices is used 

as readers throughout the environment. The broadcast frames 

sent by each tag are received by the readers that are close to 

them. This way, readers store in their memory a table with an 

entry per each detected tag. Each entry contains the identifier 

of the tag, as well as the RSSI (Received Signal Strength 

Indication) and the LQI (Link Quality Indicator) gathered from 

the broadcast frame reception. Periodically, each reader sends 

this table to the coordinator node connected to the computer. 

The coordinator forwards each table received from each reader 

to the computer through the USB port (or using any other data 

transmission link, such as a military RF/SAT link). Using these 

detection information tables, the n-Core API applies a set of 

locating techniques to estimate the position of each tag in the 

environment. These locating techniques include signpost, 

trilateration, as well as an innovative locating technique that 

takes into account different confidence levels when estimating 

the distances between tags and readers from the detected RSSI 

values (due to multipath effects, some detected RSSI intervals 

are less reliable than others). 

Then, the web server module offers the location data to 

remote client interfaces as web services using SOAP (Simple 

 
Fig. 3.  Web client Graphical user Interface (GUI) of the of the n-Core Polaris RTLS for a maritime scenario. 
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Object Access Protocol) over HTTP (Hypertext Transfer 

Protocol). Figure 3 shows a screenshot of the web client 

Graphical user Interface (GUI). This client interface has been 

designed to be simple, intuitive and easy-to-use. Through the 

different interfaces, administrator users can watch the position 

of all users and objects in the system in real-time. Furthermore, 

administrators can define restricted areas according to the 

users' permissions. This way, if a user enters in an area that is 

forbidden to him according to his permissions, the system will 

generate an alert that is shown to the administrator through the 

client interfaces. In addition, such alerts are registered into the 

database, so administrators can check anytime if any user 

violated his permissions. Likewise, administrators can query 

the database to obtain the location track of a certain user, 

obtaining statistical measurements about its mobility or the 

most frequent areas where it moves. 

Furthermore, users can use one of the general-purpose 

buttons provided by the n-Core Sirius B devices to send an 

alert to the system. Similarly, administrators can send alerts 

from the system to a user or a set of users, which can confirm 

the reception using other of the buttons. The system not only 

provides locating features, but also scheduling and automation 

functionalities. The system can be easily integrated with a wide 

range of sensors and actuators using the variety of 

communication ports included in the n-Core Sirius A devices. 

By means of the automation engine provided by the n-Core 

API, the n-Core Polaris system can schedule automation tasks, 

as well as monitor all sensors in the environment in real-time. 

IV. PROPOSED SCENARIOS 

This section describes two case studies where the n-Core 

Platform is proposed to be applied to fight against maritime 

piracy and illegal traffic. First one presents a scenario where 

the n-Core Polaris RTLS is proposed to be applied to fight 

against maritime piracy and illegal traffic. The second one 

proposes a system that allows monitoring automatically ships' 

merchandise containers. 

A. Real-Time Locating System for Boarding Support and 

Rescue 

The system proposed in this case study consists of a Real-

Time Locating System that can be deployed to support 

maritime boarding and rescue operations. In this scenario, the 

main objective is to avoid casualties, as well as avoid ransom 

payments and discourage further hijackings. As n-Core Polaris 

can be deployed in just few minutes throughout the area of 

interest and works properly indoors, such as buildings or 

tunnels, achieving an indoor accuracy with just 1m error [4] 

[7] [13], these features make it suitable for military 

applications where is required to monitor the position of 

people and objects in real-time and with minimal installation 

and deployment times. 

Figure 4 shows the basic schema of n-Core Polaris running 

in a boarding and rescue scenario. Each member of the rescue 

military troops carries an n-Core Sirius B device so that the 

system can locate him in a certain area at all times, both 

indoors and outdoors. In addition, some soldiers can carry 

additional n-Core Sirius B devices to be used as tags by 

 
Fig. 4.  Schema of the n-Core Polaris RTLS in a boarding and rescue scenario. 
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civilians. This way, soldiers put an additional n-Core Sirius B 

device on each civilian, activating it to be tracked by the 

system. Likewise, some soldiers carry a set of n-Core Sirius D 

devices to be placed as additional beacons in the environment 

and acting as distances references in the system. 

Furthermore, there is an n-Core Sirius A device acting as 

coordinator node in the system and that can be carried by a 

soldier or by a boat close to the rescue area. This n-Core Sirius 

A device is connected to a GPS receiver to obtain its global 

position as the main reference. In addition, this device is 

connected to a remote control center through a military radio-

frequency or satellite link. The remote control center runs a 

Multi-Agent System that includes reasoning mechanisms and 

makes use of the locating techniques provided by the n-Core 

API, as can be seen in Figure 5. The remote control center 

gathers the detection data sent by the n-Core Sirius D acting as 

readers to the coordinator node. 

B. Multi-Agent System for Controlling the Unloading of 

Illegal Traffic of Merchandise 

The second case study consists of a system that allows 

monitoring automatically the containers that are transported 

from port to port by cargo ships. This system makes use of the 

n-Core platform and agent technology. This way, each of the 

containers that are transported by sea carries an n-Core Sirius 

A device that alerts the system if a container is manipulated 

improperly during a travel. The load of each container in each 

ship is controlled when both leaving the source port and 

arriving at the destination port. By means of GPS technology 

and radio and satellite communications, the system can know 

where a container is globally at all times. Thus, the loading 

and unloading tasks are facilitated, preventing in the same way 

the traffic of illegal merchandise, such as drug, arms or 

contraband. 

Figure 6 shows the schema and main components of the 

system. As can be seen, each ship container includes an n-Core 

Sirius A device to identify it, locate it, as well as control if it is 

opened, stolen, lost, or if it should not be in that ship. All these 

features are possible by means of the automation and locating 

engines provided by the n-Core platform. In addition, each 

ship includes an intelligent system with reasoning mechanisms 

running on a local server in order to locate and keep track of 

all containers in the ship (through ZigBee), locate globally the 

ship (using GPS) and communicate with ports and control 

centers (via satellite link communications). Furthermore, every 

ship is registered when leaving and arriving at a port, by means 

of a MAS that makes use of the n-Core API features and an n-

Core Sirius A device for each dock. This way, all containers 

and their seals are also checked at port. Finally, all ships’ load 

is tracked from port to port using a global MAS aimed at 

processing massive data. 

V. CONCLUSIONS AND FUTURE WORK 

Piracy and illegal traffic imply human, economic, social and 

political costs. In this sense, it is necessary to apply non-

invasive, context-aware, efficient and inexpensive technology 

to minimize these costs. Systems based on Multi-Agent 

Systems, Wireless Sensor Networks and Real-Time Locating 

Systems can give support to military and civil authorities to 

deal with these problems.  

There are different wireless technologies that can be used on 

RTLSs. The ZigBee standard offers interesting features over 

the rest of technologies, as it allows the use of large mesh 

 
Fig. 5. Multi-Agent System and reasoning mechanisms in the boarding and rescue scenario. 
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networks of low-power devices and the integration with many 

other applications. 

In this regard, the n-Core platform and the n-Core Polaris 

RTLS can provide an important competitive advantage to 

applications where it is necessary to gather sensing data, 

automate tasks and know the location of people or objects. 

Among its multiple application areas are the healthcare, the 

industrial or the agricultural sectors, as well as those related to 

security. Its optimal indoor and outdoor functioning makes the 

n-Core platform and the n-Core Polaris RTLS flexible, 

powerful and versatile solutions. 

Regarding its performance, the n-Core Polaris indoor 

locating system has been awarded as the winner of the first 

international competition on indoor localization and tracking, 

organized by the Ambient-Assisted Living Open Association 

(AALOA) [13]. These results demonstrate that n-Core Polaris 

is a robust system suitable to be used in indoor environments 

and that can locate users and assets with up to 1m accuracy 

without interfering in the daily-life of people.  

Future lines of work include obtaining ideas from 

specialized military and civilian users to get feedback and 

improve the proposed case study. Then, it will be performed a 

detailed analysis and design process to develop and deploy 

prototypes to test performance and get additional feedback. 
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Abstract —This paper introduces an improved Differential 

Evolution algorithm (IDE) which aims at improving its 

performance in estimating the relevant parameters for metabolic 

pathway data to simulate glycolysis pathway for yeast. Metabolic 

pathway data are expected to be of significant help in the 

development of efficient tools in kinetic modeling and parameter 

estimation platforms. Many computation algorithms face 

obstacles due to the noisy data and difficulty of the system in 

estimating myriad of parameters, and require longer 

computational time to estimate the relevant parameters. The 

proposed algorithm (IDE) in this paper is a hybrid of a 

Differential Evolution algorithm (DE) and a Kalman Filter (KF). 

The outcome of IDE is proven to be superior than Genetic 

Algorithm (GA) and DE. The results of IDE from experiments 

show estimated optimal kinetic parameters values, shorter 

computation time and increased accuracy for simulated results 

compared with other estimation algorithms 

 
Keywords— Parameter Estimation, Differential Evolution 

Algorithm, Kalman Filter, Simulation. 

 

I. INTRODUCTION 

he crucial step in the development of predictive models 

for cells or whole organisms is building  dynamic models 

of biological systems. Such models can be regarded as 

the keystones of Systems Biology, ultimately providing 

scientific explanations of the biological phenomena [1]. Hence, 

one of the major challenges in the age of post-genomics is 
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considered to be the understanding of dynamic metabolic 

behaviour of living cells [2]. Understanding of biological 

pathway’s functions  due to their complexity is difficult. Thus, 

not only we need to determine the components and their 

characteristics but also we need to focus on their continuous 

dynamic changes over time. One method to deal with this 

problem is to study the pathway as a network of biochemical 

reaction and subsequently model them as a system of ordinary 

differential equations (ODEs) [3, 4].  ODE based mathematical 

models can be implemented in various applications such as to 

simulate experiments before actual experiment is being 

performed, to study the phenomena that cannot be solved with 

experimentally, to aid in understanding the functions of a 

system etc. [5]. Design, analysis, optimization, and controlling 

of the biological system can be done with these ODEs. 

Different types of kinetic models such as Michaelis–Menten 

model or power law model are introduced with the purpose of 

studying the dynamic behavior of biological reaction systems 

[6]. Differential equations were used by scientists to simulate 

these dynamic changes in metabolic concentration but they 

require information which is related to the network structure 

and plethora of experimental data such as detailed kinetic rate 

laws, initial concentrations of metabolites and kinetic 

parameters [2]. Several models in metabolic networks 

modeling such as the threonine synthesis pathway in 

Escherichia coli have been developed by researchers [7].  

The expert’s proposition on dynamic model, how it is later 

fitted to the data, and how changes are taken into 

considerations if the predictions were not good enough are the 

process of modelling. Estimation of the parameters’ value in 

the mathematical models for biochemical networks is typically 

done through minimization means [8]. Simulated result 

retrieved from simulation of the mathematical model with the 

aims to compare model results with the experimental data is 

called the forward problem. The inverse problem, on the other 

hand is the process where estimation of parameters of a 

mathematical model is done based on the measured 

observations [5]. This step is called parameter estimation and 

is one of the essential parts of model building. Without 

identifying the model parameters that define the data can cause 

inaccuracy in the conclusion [9]. Only some of these 

parameters in the model can be retrieved from experiments or 
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from the previous works that have been done by other 

researchers and others have to be retrieved by comparing 

model results with experiments data [5]. Gathering data via 

experiments on genomic, proteomic, and metabolomic scales 

are growing generally in biological sciences. An accurate 

model building methods which can handle the high complexity 

is highly needed when the quality and the size of experimental 

data continue to grow rapidly [1]. Nevertheless, when the 

available data is noisy and sparse, i.e. widely and unevenly 

spaced in time, as is generally when measuring biological 

quantities at the cellular level makes the parameter estimation 

problem even more difficult to solve [10]. Noisy data can also 

occur when the collected results differ from each other and this 

is caused by the human error or apparatus limitation.  

Parameter estimation (also known as model calibration) 

aims at finding the parameters of the parameters’ value which 

give the best fit to a set of experimental data [1].  Biological 

data usually are nonlinear and dynamic. This problem is 

considered as a nonlinear programming (NLP) problem which 

generally known to be non-trivial and multimodal. Hence, 

traditional approach such as gradient-based or local 

optimization methods fail to provide optimal solutions. In 

order to overcome this limitation several state-of-the-art 

deterministic and stochastic global optimization methods are 

used by many researches [11]. The subsequent session is the 

explanation of few methods which include basic estimation 

approach and evolutionary algorithms. 

In 1965, The Nelder-Mead algorithm (NM), also known as 

non-linear simplex method [12], is one of the best known 

algorithms for multidimensional unconstrained optimization 

without the need of derivatives information, which makes it 

appropriate for problems with non-smooth functions. NM is 

commonly used to solve parameter estimation problem which 

the function values are uncertain or in the cases where noise 

exists. It can also be implemented in problems with 

discontinuous functions which often occur in statistics and 

experimental mathematics. NM is very effective, particularly 

with a large number of parameters [13]. As a limitation of NM, 

where information regarding the convergence is very 

constrained and many of the iterations can run without a 

significant decrease of function values while the current results 

are still far from the optimal result. Besides that, the location 

of the initial seed for NM may affect convergence of the 

algorithm in the case of a function with more than one 

minimum. 

Simulated annealing (SA) is another method which aimed at 

finding a better approximation to the global optimum in a large 

search space of a given function. SA is a generic probabilistic 

and metaheuristic approach and is implemented where the 

search space is discrete. One of the benefits of SA is its 

capability of not  getting stuck in the local minima and the 

convergence is guaranteed in case of existence of large number 

of iterations [14, 15]. In addition, choosing the initial 

temperature or cooling schedule is challenging in SA. 

Furthermore, waste of computation time result by using too 

high temperature and using too low temperature would cause 

the reduction of quality of the search [14] and as a result, 

solving a complex system problem becomes very slow and 

uses more processor time [16]. Richard and his colleagues 

(2007) did use SA to estimate the relevant kinetic parameter in 

solving biochemical nonlinear parameter estimation problem. 

[17]. 

Genetic Algorithm (GA) is a subclass of evolutionary 

algorithms which is based on inheritance, mutation, selection, 

and crossover. Many scholars and researchers like Katera et 

al., 2004, and Donaldson and Gilbert (2008) used this 

algorithm to solve parameter estimation problem [9, 18]. The 

advantages of GA are its parallel search and searching 

efficiency [19] whereas finding local minima which may not 

be a true solution is considered as a disadvantage of genetic 

algorithm [20]. 

As a parallel search method, the Differential Evolution 

algorithm (DE) optimizes a problem by repeatedly trying to 

enhance a candidate solution with the goal of achieving the 

defined measure of quality. It is generally categorized as 

metaheuristic approach due to the fact that it works on no 

assumptions regarding the problem being optimized and can 

deal with substantial spaces of candidate solutions. The 

advantages of DE are considered to be high speed, efficiency, 

simplicity, and ease of use [21]. It was implemented by 

Moonchai Sompop et al. (2005) to enhance the production of 

bacteriocin, aspartate, beer, and cell process simulation by 

utilizing control and kinetic parameters [22]. DE shows to be 

very sensitive to control parameters: crossover constant (CR), 

population size (NP), and mutation factor (F) [23]. 

We proposed an improved Differential Evolution algorithm 

(IDE), a hybrid of DE and the Kalman Filter (KF), to solve the 

problems regarding the existence of noisy data that leads to 

low accuracy for estimated result and the increasing number of 

unidentified parameters which results in adding to the 

difficulties of the model in estimating the kinetic parameters. 

DE which is a stochastic-based approach, proved to be the best 

optimization algorithm out of the others. Stochastic-based 

approach is more appropriate to implement in the biological 

data in which they are usually non-convex and are easily 

trapped in local minimal [24]. Parameter estimation with DE is 

done without noisy data handling process. IDE takes 

advantage of KF which adds the feedback gathering feature 

from the noisy measurement to improve the performance of 

each output that was resulted by DE which provides higher 

accurate results. Biochemical pathways are regulatory 

pathway, signalling pathway, and metabolic pathway. Cell 

cycle pathway and aspartate biosynthesis pathway are the 

metabolic pathways which are the series of events that 

happened in a cell causing its division and duplication 

(replication) and synthesis aspartate, the essential amino acid. 

These are the symbolic pathways that are studied in this paper. 
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II. PROPOSED ALGORITHM 

A. Experiment Setup 

This paper proposes a hybrid of DE [25] and KF [26], 

which is an improved differential evolution algorithm (IDE). 

In parameter estimation, existing algorithms [22] merely 

implement DE whereas IDE implements a hybrid of DE and 

KF. Fig. 1 shows the details of the IDE. Kinetic parameters 

existed in the glycolysis pathway model for yeast [27] and 

Novak Tyson Cell Cycle in frog egg cell [28] go through IDE 

to estimate its optimal value. Fixed control parameter values 

used in this study are  

i. population size, NP = 10, 

ii. mutation factor, F = 0.5, 

iii. crossover constant, CR = 0.9. 

 

SBToolbox in Matlab 2008a and Copasi are the two main 

software implemented in this study. The mentioned metabolic 

pathways were collected from online database called Biomodel 

which is sustained by European Bioinformatics Institute 

(EMBL-EBI). 

 

B. Improved Differential Evolution Algorithm (IDE) 

In IDE, we added the process of updating the population as 

a new step that improved the conventional DE. This is a self-

adapt approach. In conventional DE, the original population 

which is an m x n population matrix, is generated from the first 

generation (Gen_1) and continues until it reaches the 

maximum generation (Gen_i) in initialization process. m 

represents the number of generations and n represents the 

number of identifiable parameters. In evaluation process, the 

fitness function, J represented as 
2

1

|),0,()0,0,(|



N

i

XYfXXfJ                    (1) 

is applied to evaluate the fitness of each individual. X 

represents the state vector for measurement system, Y 

represents the state vector for simulated system, 0 represents 

a set of original parameters,  represents a set of estimated 

parameters, X0 represents the initial state, N=the ending index, 

and i=the index variable.  

In mutation process, three individuals (Ind1, Ind2 and Ind3) 

first being selected then treated with the formula showed in Fig 

1. In the mutation section, temp_population represents the 

mutated population matrix, F represents the mutation factor, 

and Pop represents the original population matrix. The 

subsequent crossover process is mainly performed based on 

CR, which indicates crossover constant value, and Randb(i) 

which indicates i-th random  evaluation of a uniform random 

number generator [0,1]. If the randb(i) value of the individual 

in mutated population is lower than the CR value then that 

individual becomes the individual for the resultant population 

of the crossover process and vice versa. This is followed by 

the updating process that is performed according to the 

Equation 2. This step updates the population, which is 

generated by the crossover process and it is based on the 

Kalman gain value K, retrieved from the Equation 3. The 

Kalman gain value from the Equation 3 takes into account the 

process noise covariance and measurement noise covariance. 

These noisy data values were obtained from the experiment 

and in this study the noisy data values used are 0.1. After 

handling the noisy data, the updated population once again 

undergoes the evaluation process and the whole process is 

repeated till the stopping criterion is met. The stopping criteria 

are set via predefined maximum loop values or when the 

fitness functions have converged. The updating population 

process is highlighted with the dotted box in Fig. 1 and is 

carried out according to the following formula. 

)''_(_ Kpopulationtemppopulationtemp          (2) 

)'**('** RHPHinvHPK                                      (3) 

Table 1 

Pseudocode for IDE 

Algorithm: IDE 

BEGIN 

STEP 1: Initialize population P based on D and evaluate it.   

WHILE (k<Max)  

FOR (i = 0 ; i < NP ; i++)  

STEP 1.1: Initialization 

Randomly select parents P [i1], 

P [i2], and P [i3] where i, i1, i2, 

and i3 are different. 

 STEP 1.2: Mutation 

Create initial candidate C1[i] = 

P [i1] + F *(P [i2] - P [i3]). 

STEP 1.3: Crossover 

Create final candidate C[i] by 

crossing over the genes of P [i] 

and C1[i] as follows: 

FOR (j = 0 ; j < NP ; j++)  

IF (U(0, 1) < CR) 

C[i][j] = C1[i][j] 

ELSE 

C[i][j] = P [i][j] 

END-FOR 

 

STEP 1.4: Updating Population 

C[i] = inv(inv(C[i]) + K) 

                 K= P*H'*inv(H*P*H'+R) 

 

STEP 1.5: Evaluate C[i] 

IF (C[i] is better than P [i]) 

P’[i] = C[i] 

ELSE 

P’[i] = P [i] 

END-IF 

END-FOR 

P = P’ 

END-WHILE 

END 
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Note: Updating population process is added after the crossover process to 

improve DE performance and it is highlighted with the dotted box. 

 
Fig. 1. Schematic Overview of IDE. 

 

Where  

K = Kalman gain value,  

H = observation matrix,  

Q = process noise covariance,  

D = number of the unknown parameters,  

R = measurement noise covariance,  

B = covariance of the state vector estimate,  

H’ = inverse of matrix H,  

P = population of the current generation,  

P’ = the population to be formed for the next generation,  

C[i] = the candidate solution with population index i,  

C[i][j] = the j’th entry in the solution vector of C[i],  

N = the problem dimensionality,  

U(0, 1) = a uniformly distributed number between 0 and 1,  

k = the scaling factor,  

inv = the inverse function,  

Max = maximum generation. 

III. EXPERIMENTAL RESULT 

Three estimation algorithms (GA, DE, and IDE) are 

compared in this study. Kinetic parameter values in Table 

1and Table 2 are produced by the estimation algorithms and 

collected from literature review [27, 28]. Time series data for 

concentration of adenosine monophosphate (AMP) and Clycin 

were generated in order to evaluate the accuracy of each 

estimation algorithm. AMP and Clycin are significant 

metabolites. AMP acts as an energy regulator and sensor while 

Cyclin acts as a regulator for cell cycle. From the time series 

data, we calculate the average of error rate. The details of the 

accuracy measurement are discussed in this session. 

 
Table 1. 

Kinetic parameter values of IDE compared with GA and DE. 

 Measurement kinetic 

parameter values[27] 

Simulated kinetic 

parameter values  

Kinetic 

parameters GA DE IDE 

k9f  10 26.57 1.12 2.21 

k9b  10 6.184 54.37 10.15 

Note: Table shows the kinetic parameter values used in the calculation of 

average of error rate for metabolite AMP in Table 3. 

  

                                                   Table 2   

            Kinetic parameter values of IDE compared with GA and DE. 

Kinetic 

parameters 

Measurement 

kinetic 

parameter 

values [28] 

Simulated kinetic 

parameter values 

 GA DE IDE 

k1 0.01 0.026 0.028 0.0102 

k3 0.500 0.140 2.028 0.602 

V2p 0.005 0 0.01 0.018 

V2pp 0.250 0.069 0.658 0.347 
 

Note: Table shows the kinetic parameter values used in the calculation of 

average of error rate for metabolite Cyclin in Table 4. 
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temp_population=Pop(individual3)+F*(Pop(individual1)-

Pop(individual2)) 

Ind. 1 

Ind. 2 

Ind. 3 

n 

0.3 0.2 0.1 1.34 2.78 Gen_1 

0.2 0.4 0 2.00 3.12 Gen_2 

  

 

   

0.5 0.2 0.1 2.20 3.72 Gen_i 

 

 

Initialization 
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Selection of the individual with lowest fitness value after 

the fitness function evaluation. Evaluation  

Crossover 

Original  Mutated                                New Population 

0.3  0.2 Randb(1) < CR 0.2 

0.1  0.4 Randb(2) > CR 0.1 

 

 

 

  

 
0.5  0.9 Randb(i) < CR 0.9 

Note: Illustration above shows the crossover for one parameter 

only. 
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Process 

Update Population.  
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Evaluation  

Are stopping 
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Selection between the original population and mutated population.  

Individual with lowest fitness value selected after the fitness 

function evaluation 
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The simulated kinetic parameter values and measurement 

kinetic parameter values were replaced into the ordinary 

differential equations (ODEs) (Equation 4 and Equation 5) of 

AMP and Cyclin respectively. 

 

9reactionAMPflow
dt

dAMP
                            (4) 

321 RRR
dt

dCyclin
                                      (5) 

 

Where  

reaction_9= compartment * (k9f * amp * atp - k9b * 

power(adp,2)),  

AMPflow=compartment * amp * flow,  

compartment=constant value of 1,  

amp=concentration of AMP,  

pyr=concentration for PYR,  

adp=concentration for adenosine diphosphate, 

atp=concentration of adenosine triphosphate,  

R1=+k1,  

R2=+k2*CYCLIN,  

R3=k3* CYCLIN,  

k2=V2p+apcstar*(V2pp-V2p) 

CYCLIN=concentration for cyclin,  

apcstar=concentration of anaphase-promoting complex. 

 

Time series data for concentration of AMP and Cyclin were 

ultimately produced from Equation 4 and Equation 5. The time 

series data contain measurement result, y, and simulated results 

yi for IDE, DE, and GA respectively. Error rate (e) and 

Average of error rate (A) are calculated according to Equation 

6 and Equation 7 respectively. 

 





N

i

yiye
1

2)(                                                             (6) 

N

e
A                                                                               (7) 

 

Table 3 and Table 4 show the average of error rate for AMP 

and Cyclin respectively. 
 

Table 3.  

Average of error rate for AMP. 

Evaluation criteria GA DE  IDE  

Average of  error rate,  A 0.000248 0.059148 0.000010 

Note: Shaded column represents the best results. 

 
Table 4. 

Average of error rate for Cyclin. 

Evaluation criteria GA DE IDE 

Average of  error rate, A 1.156E-

05 

1.338E-

05 

0.001E-

05 
 

Note: Shaded column represents the best results. 

 

For AMP (Table 3), IDE showed the lowest average of error 

rate with 0.000010. DE showed the worst performance with 

0.059148 for the average of error rate. GA showed more 

moderate performance with average of error rate of 0.000248. 

However, for Cyclin (Table 4), IDE once again performed 

better than other estimation algorithms where average of error 

rate is 0.001E-05. The average of error rate for DE and GA are 

1.338E-05 and 1.156 E-05 respectively. Lower average of 

error rate denotes that the simulated results are close to the 

measurement results and this shows the ability of Kalman filter 

to handle noisy data makes the IDE robust to noisy data. 

Table 5 shows execution time of each estimation algorithm 

on a Core i5 PC with 4GB main memory. The result shows 

that DE required the longest time ( 6 minutes and 1 second and 

9 minutes and 30 seconds) to find the optimal value for all 

kinetic parameters compared to IDE which took the shortest 

time (5 minutes and 35 seconds and 6 minutes 55 seconds). It 

is shown that IDE tends to use less computation time than DE 

and GA for glycolysis pathway and Novak Tyson Cell Cycle 

respectively. 

 
Table 5. 

Execution time of IDE compared with GA and DE. 

Execution time (hh:mm:ss) GA DE  IDE  

glycolysis pathway 00:05:42 00:06:01 00:05:35 

Novak Tyson Cell Cycle 00:07:12 00:09:30 00:06:55 

Note: Shaded column represents the best results. 

 

Figure 2 shows the metabolite production graphs for the 

metabolites AMP and Cyclin based on the kinetic parameters 

that are collected from previous works [27, 28] and produced 

by IDE. The results showed that the kinetic parameters 

generated by IDE, enhanced the production rate where the 

dotted simulated lines (generated with the kinetics parameters 

that resulted by IDE) are moved to left when compared to the 

measurement lines (generated with the kinetics parameters that 

retrieved from experimental work). 

 

 
Fig. 2 (a).  Production graph for metabolite HSP (ORI generated with the 

kinetic parameters that retrieved from experimental work and IDE generated 

with the kinetic parameters that was produced by IDE) 
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Fig. 2(b).  Production graph for metabolite HSP (ORI generated with the 

kinetic parameters that retrieved from experimental work and IDE generated 

with the kinetic parameters that was produced by IDE) 

 

Mean (mu) and standard deviation (STD) values are 

calculated according to the equation below. 

 

N

e
mu

N

i  1
                                                                       (8) 

2

1

2

1

))((





 

N

muyiy
S

N

i
                                          (9) 

 

 Table 6 shows the mean and STD values of fitness value 

for glycolysis pathway, and theronine biosynthesis pathway for 

50 runs respectively. Fitness function implemented in this 

study is to minimize the difference between measurement 

results and simulated results. Based on the result from the 

table, STD values for metabolites AMP and Cyclin are 0.0992 

and 0.0182. However, the mean for metabolites AMP and 

Cyclin are 0.0453 and 0.0027. The standard deviation is a 

measure of how widely values are scattered from the average 

value (the mean). The mean and STD values are close to 0 and 

this shows that results produced by IDE are consistent with 

low error rate. Other than that, it can also be analyzed that in 

the 50 runs simulation, the differences between each run are 

small as the STD values showed are close to the mean values 

which is close to 0. This deduces that IDE is a stable and 

reliable algorithm. 

 
Table 6 

Mean and standard deviation (STD) values of fitness value for glycolysis 

pathway, and Novak Tyson Cell Cycle for 50 runs. 

 AMP Cyclin 

Mean  0.0453 0.0027 

STD 0.0992 0.0182 

 
According to Lillacci and Khammash (2010), to ensure 

that the final estimates are guaranteed to be statistically 

consistent with the measurements, chi-square test (X
2
 test) as a 

statistical test is implemented. The degrees of freedom, s and 

confidence coefficient, γ implemented in this paper are 1 and 

0.995. Interval estimates, σ
2
 formed based on s, γ, and the 

formula found in Lillacci and Khammash (2010) is 0.0000393 

< σ
2
 < 9.550.  The hypothesis made here is that the simulated 

results are statistically consistent with the measurement results. 

X
2 

value for metabolite HSP is 0.028956054 and metabolite 

Cyclin is 0.0000563 where both are appeared to be in between 

σ
2
. Therefore, IDE passed the X

2 
test, hypothesis accepted and 

the simulated results are proved to be statistically consistent 

with the measurement results.  

IDE exhibits lesser computation time and possesses a higher 

accuracy when compared to both GA and DE. The 

implementation of DE that aims to estimate the relevant kinetic 

parameters and the additional of Kalman gain value which 

targets to handle the noisy data has improved the 

computational time and accuracy. Hence, the IDE, a stable and 

reliable estimation algorithm, which is a hybrid of DE and KF 

minimizes the computational time and also increases the 

accuracy between the simulated results and measurement 

results. 

 

IV. CONCLUSION 

In this paper, the experiment to compare the performances 

of three different estimation algorithms using glycolysis 

pathway data in yeast [27] and Novak Tyson Cell Cycle in 

frog egg cell [28] showed that an improved algorithm, IDE 

which is a hybrid algorithm of DE and KF performed the best 

with the shortest execution time and the lowest average of 

error rate. It successfully minimizes the high difficulty of the 

system in estimating the relevant kinetic parameters resulting 

in shorter computation time. The ability to handle noisy data 

has contributed to an improved accuracy of the estimated 

results. Besides that, IDE shows that it is a stable and reliable 

estimation algorithm by passing the chi square test (X
2 

test) and 

showing the mean and STD value closer to 0 with 50 runs. In 

conclusion, IDE, a reliable algorithm is shown to be superior 

compared to both GA and DE in terms of computational time 

and accuracy. IDE can be generalized where it can be 

implemented in the areas which its data consists of noisy for 

example electrical and electronic engineering field [29]. 

DE shows to be very delicate to control parameters: 

population size (NP), crossover constant (CR), and mutation 

factor (F) [23]. Thus, for future work, self-adapting approach 

to these control parameters can be implemented to enhance the 

performance of the IDE. Moreover, additional steps can be 

added to the process of generating new populations with the 

aim of improving the performance of IDE.  
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Abstract — Virtual Worlds Generator is a grammatical model 

that is proposed to define virtual worlds. It integrates the 

diversity of sensors and interaction devices, multimodality and a 

virtual simulation system. Its grammar allows the definition and 

abstraction in symbols strings of the scenes of the virtual world, 

independently of the hardware that is used to represent the world 

or to interact with it. A case study is presented to explain how to 

use the proposed model to formalize a robot navigation system 

with multimodal perception and a hybrid control scheme of the 

robot. The result is an instance of the model grammar that 

implements the robotic system and is independent of the sensing 

devices used for perception and interaction. As a conclusion the 

Virtual Worlds Generator adds value in the simulation of virtual 

worlds since the definition can be done formally and 

independently of the peculiarities of the supporting devices. 

 

Keywords — Autonomous robots, virtual worlds, grammatical 

models, multimodal perception.  

 

I. INTRODUCTION 

utonomous robots are physical agents that perform tasks 

by navigating in an environment and by manipulating 

objects in it. To perform these tasks, they are equipped 

with effectors to act on the environment (wheels, joints, 

grippers...) and with sensors that can perceive it (cameras, 

sonars, lasers, gyroscopes...). It should be notice that, in 

general, the environment in which a robot operates may be 

inaccessible (it is not always possible to obtain all the 

information necessary for decision-making in every moment) 

non-deterministic (the effect of the action taken by the robot in 

the environment cannot be guaranteed), non-episodic (the 

action to be performed by the robot depends on the current 

perceptions and on the previous decisions), dynamic (the robot 

and the other elements in the environment may be constantly 

changing) and continuous (the location of the robot and the 

moving obstacles change in a continuous range of time and 

space) [8].  

The growing disparity of available sensors adds complexity 

to systems, but it also allows the control of robots to be more 

accurate. There are several reasons that support the use of a 

combination of different sensors to make a decision. For 

example, humans and other animals integrate multiple senses. 

 
Gabriel López-García, A. Javier Gallego-Sánchez (corresponding author), J. 

Luis Dalmau-Espert, Rafael Molina-Carmona and Patricia Compañ-Rosique 

are in the Group of Industrial Computing and Artificial Intelligence, 

University of Alicante, Ap. 99, 03080 Alicante, Spain (e-mail: [glopez, 

ajgallego, jldalmau, rmolina, patricia]@dccia.ua.es). 

Various biological studies have shown that when the signals 

reach the superior colliculus converge to the same target area 

[9], which also receives signals from the cerebral cortex and 

causes the resulting behavior. A large majority of superior 

colliculus neurons are multisensory. There are other reasons of 

mathematical nature: combining multiple observations from 

the same source provides statistical advantages because some 

redundant observations are obtained for the same estimation. 

The concepts from biology can be extrapolated to the field 

of robotics. In fact, one of the current research fields that 

arouses most interest is the management of several inputs from 

different types, the so called multimodal data. 

Combining data from different sensors is an open field of 

research. In this sense, there are several concepts related to 

this subject that deals with the concept of multimodality from 

different points of view. Signhal and Brown [10] consider that 

two main processes may be performed from several 

multimodal inputs: multisensor fusion and multisensor 

integration. Multisensor integration refers to the synergistic 

use of the information provided by multiple sensory devices to 

assist in the accomplishment of a task by a system. Multisensor 

fusion refers to any stage in the integration process where there 

is actual combination (fusion) of different sources of sensory 

information into one representation format. Other authors 

describe the evidence that humans combine information 

following two general strategies: The first one is to maximize 

information delivered from the different sensory modalities 

(sensory combination). The second strategy is to reduce the 

variance in the sensory estimate to increase its reliability 

(sensory integration) [3]. Another example is set in [11]. They 

consider that, in general, multimodal integration is done for 

two reasons: sensory combination and sensory integration. 

Sensory combination describes interactions between sensory 

signals that are not redundant. That means crossmodal 

integration leads to increased information compared to single 

modalities. By contrast, sensory integration describes 

interactions between redundant signals. This leads to enhanced 

robustness and reliability of the derived information. 

In this paper we deal with the integration of multimodal 

inputs in the sense stated by Signhal and Brown [10], that is, 

the use of data of different nature for decision-making in high-

level tasks performed by a robot. However, the proposed 

system can also deal with the concept of fusion, defined as the 

combination of low-level redundant inputs for the cooperative 

construction of the complete information of the environment, 

reducing, as a consequence, the levels of uncertainty. 

Different architectures have been described for defining the 

behavior of a robot and the combination of sensory 
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information. A robotic control architecture should have the 

following properties: programmability, autonomy and 

adaptability, reactivity, consistent behavior, robustness and 

extensibility [4]. 

To achieve those requirements, most robot architectures try 

to combine reactive control and deliberative control. The 

reactive control is guided by sensors and it is suitable for low-

level decisions in real time. The deliberative control belongs to 

a higher level, so that global solutions can be obtained from 

the data collected by the sensors but also from information 

from an a priori model. They are, therefore, hybrid 

architectures. 

Hybrid architectures arise due to the problems and 

inconveniences of pure reactive approaches, such as the lack 

of planning, and of pure deliberative approaches, such as the 

slow reactions. An example of hybrid architecture is the PRS 

(Procedural Reasoning System). When the hybrid architectures 

face a problem, the deliberative mechanisms are used to design 

a plan to achieve an objective, while the reactive mechanisms 

are used to carry out the plan. The communications framework 

is the base that enables the necessary interaction between 

reactive and deliberative levels, by sending distributed sensory 

information to tasks at both levels and sending actions to 

actuators. Deliberative and reactive tasks can be structured in a 

natural way by means of independent software components 

[6]. 

An example of implementation is the model SWE (Sensor 

Web Enablement), which is applied to systems that are based 

on the use of sensors to obtain the information that is 

processed later [1]. In [7] an architecture based on models 

SWE and DDS (Data Distribution Service) is proposed. DDS 

is a general-purpose middleware standard designed 

specifically to satisfy the performance and Quality of Service 

(QoS) requirements of real-time systems. 

The Virtual Worlds Generator (VWG), our proposal, is a 

grammatical model, which integrates the diversity of 

interaction and sensing devices and the modules that make up 

a Graphics System (Graphics, Physics and AI engines). The 

scene definition is separated from the hardware-dependent 

characteristics of the system devices. It uses a grammar 

definition, which integrates activities, visualization and 

interaction with users. The hypothesis is that it can be used as 

a formal framework to model a robot navigation system, 

including several multimodal inputs, sensor fusion and 

integration, and behavior strategies. 

In section 2, the formal model for the VWG is presented. In 

section 3, the formal model is applied to construct a robotic 

system. Finally, some conclusions are presented in the last 

section. 

 

II. MODEL FOR VIRTUAL WORLDS GENERATION 

In the VWG model, a virtual world is described as an 

ordered sequence of primitives, transformations and actors. A 

primitive is the description of an object in a given 

representation system (typically, they are graphical primitives 

but they could also be sounds or any other primitive in a 

representation space). Transformations modify the behavior of 

primitives, and actors are the components that define the 

activities of the system in the virtual world. The actors may be 

finally displayed through primitives and transformations. To 

model the different actor’s activities, the concept of an event is 

used. Events cause the activation of a certain activity that can 

be processed by one or more actors. 

Each element in the scene is represented by a symbol from 

the set of symbols of the scene. The symbols make up strings 

that describe the scenes, in accordance with a language syntax, 

which is presented as a grammar [2]. 

 

A. Syntax 

A grammar M is a tuple M = <Σ, N, R, s >, where Σ is the 

finite set of terminal symbols, N is the finite set of non-

terminal symbols, R is the finite set of syntactic rules (a 

syntactic rule is an application r: N →W
*
, where W =Σ  N) 

and s  N is the initial symbol of the grammar. In our case, M 

is defined as: 

 

 Σ = P  T  O  A
D

ATTR, where: 

 P: set of symbols for primitives. 

 T: set of symbols for transformations. 

 O = {· ()}: symbols for indicating the scope () and 

the concatenation ·. 

 A
D

ATTR: set of symbols for actors, where D is the 

set of all the types of events generated by the 

system and ATTR is the set of all the attributes 

of actors, which define all the possible states. 

For example, the actor a
H

attr will carry out its 

activity when it receives an event e
h
, where h  

H, H  D and attr  ATTR is its current state. 

 N = {WORLD, OBJECTS, OBJECT, ACTOR, 

TRANSFORM, FIGURE}. 

 Grammar rules R are defined as: 

 Rule 1.  WORLD →OBJECTS 

 Rule 2.  OBJECTS → OBJECT | OBJECT · 

OBJECTS 

 Rule 3.  OBJECT→ FIGURE | 

TRANSFORMATION | ACTOR 

 Rule 4.  ACTOR→ a
H

attr , a
H

attr  AD
ATTR, H  D 

 Rule 5.  TRANSFORMATION → t(OBJECTS),    

t  T 

 Rule 6. FIGURE→ p+, p  P 

 s = WORLD is the initial symbol of the grammar. 

 

M is a context-free grammar. L(M) is the language 

generated by the grammar M: L(M) = {w  Σ
*
 | 

WORLD→
*
w}. 

 

B. Semantics 

Apart from the language syntax, it is necessary to define the 

semantics of L(M). It will be defined with a denotational 

method, that is, through mathematical functions. 
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1) Semantic Function of Primitives (Rule 6) 

Rule 6 defines a figure as a sequence of primitives. 

Primitive’s semantics is defined as a function α, as follows: 

 

P G    (1) 

 

Each symbol in the set P carries out a primitive on a given 

geometric system G. So, depending on the definition of the 

function α and on the geometry of G, the result of the system 

may be different. G represents the actions to be run on a 

specific visual or non-visual geometric system (e.g. the actions 

on OpenGL or on the system of a robot). The function α 

provides the abstraction needed to homogenize the different 

implementations of a rendering system. Therefore, only a 

descriptive string is needed to run the same scene on different 

systems. 

 

2) Semantic Functions of Transformations (Rule 5) 

In Rule 5, two functions are used to describe the semantics 

of a transformation, whose scope is limited by the symbols 

“()”:  

 
:

:

T G

T G








 (2) 

 

β represents the beginning of the transformation. It is carried 

out when the symbol “(” is processed. Function δ defines the 

end of the transformation which has previously been activated 

by the function β. It is run when the symbol “)” is found. These 

two functions have the same features that the function , but 

they are applied to the set of transformations T, using the same 

geometric system G. 

 

3) Semantic Functions of Actors (Rule 4) 

Rule 4 refers to actors, which are the dynamic part of the 

system. The semantics of the actor is a function that defines its 

evolution in time. For this reason, the semantic function is 

called evolution function λ and it is defined as  

 

: ( )D D

ATTRA E L M    (3) 

 

where E
D
 is the set of events for the set of all event types D. 

Some deeper aspects about events will be discussed later. 

 The function λ has a different expression depending on its 

evolution. However, a general expression can be defined. Let 

H = {h0, . . . ,hn}  D be the subset of event types which the 

actor a
H

ATTR is prepared to respond to. The general expression 

for λ is: 

 

 

0 0( )

,
( )

H h

ATTR

n n

H

ATTR

u L M if h h

a e
u L M if h h

a if h H



  



 
 

 

 (4) 

 

where u0, . . . ,un are strings of L(M). This equation means that 

an actor a
H

ATTR can evolve, that is, it is transformed into 

another string ui when it responds to an event e
h
 which the 

actor is prepared to respond to. However, the actor remains 

unchanged when it is not prepared to respond. 

As well as dynamic elements, actors can also have a 

representation in the geometric space G. To be displayed, an 

actor must be converted to a string of primitives and 

transformations. This visualization function is defined as: 

 

: ( ')D V

ATTRA E L M    (5) 

 

where V  D, E
V
  ED

 are events created in the visualization 

process, and L(M′) is a subset of the language L(M), made up 

of the strings with no actors. Let H ∩ V = {v0, . . . ,vn}  D be 

the subset of visual event types which the actor a
H

ATTR is 

prepared to respond to. The expression of Ө is defined as: 

 

 

0 0( ')

,
( ')

H v

ATTR

n n

z L M if v v

a e
z L M if v v

if v H V





 



 
 

  

 (6) 

 

 

4) Semantic Functions of OBJECT, OBJECTS and WORLD 

(Rules 1, 2 and 3) 

 The semantic function of Rules 1, 2, and 3 breaks down the 

strings and converts them into substrings, executing the so 

called algorithm of the system, which performs the complete 

evolution of the system and displays it in the current geometric 

system. It performs several actions, which are described in the 

following paragraphs. 

To display the scene on the geometric system G, the 

function φ is defined, for the set of symbols that can directly 

be displayed: primitives and transformations. Given a string w 

 L(M) and using only symbols of P and T, φ is defined as: 

 

 

( )

( ); ( ); ( ) ( ) ( )

( ); ( ) · , ( )

w if w P

w t v t if w t v v L M t T

u v if w u v u v L M



   

 




     
   

 (7) 

In the case of strings including both displayable elements, 

and actors, two functions must be defined. The first one is the 

so called function of the system evolution η, which requires a 

sequence of sorted events S = e
1
 · e

2
 . . .e

n
, where every e

i
  ED

 

and a string of L(M) including actors, and implements a set of 

recursive calls to the function λ to perform the evolution of all 

the actors in the system at a given frame: 

 

 
( ( , )) ( )

,
( , )

·( , )· ( , )

i

HH i

attrattre S

w if w P

t v S if w t v
w S

if w aa e

if w u vu S v S






 



 

 

 


 




 (8) 

 

The operator ΠeiS λ (a
H

attr , ei) concatenates the strings of 

the function λ.  
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The actors to be displayed in the system must be converted 

to displayable elements, that is, primitives and transformations. 

The second function, returns a string of the language L(M′) 

given a string w  L(M) and a sequence of ordered 

visualization events S′ = e
1
 · e

2
 . . . e

n
, where every e

i
 E

V
 and 

S′  S. This function is called function of system visualization 

π and it is defined as: 

 

 
( ( , ')) ( )

,
( , )

·( , ')· ( , ')

i

HH i

ATTRATTRe S

w if w P

t v S if w t v
w S

if w aa e

if w u vu S v S






 



 

 

 


 




 (9) 

 

 

C. Events and Generators 

The events are the mechanism to model the activity in the 

system. The actors’ activity is carried out when a certain type 

of event is produced. The following event definition is 

established: e
d
c  is defined as an event of type d D with data 

c. 

A new function called event generator is defined as: Let 

C
d
(t) be a function which creates a sequence of ordered events 

of type d at the time instant t, where d  D and D is the set of 

event types which can be generated by the system. This 

function is:  

 
*: ( )d DC Time E  (10) 

 

In the previous definition, it should be noticed that events 

are generated in the time instant t. It is due to synchronization 

purpose. The event generator can generate several or no events 

at a given moment. 

Different event generators can create the same type of 

events. So, a priority order among event generators must be 

established to avoid ambiguities. Given two generators Ci and 

Cj which create the same event, if i < j, then the events 

generated by Ci will have a higher priority. 

 

D. System Algorithm 

Once all the elements involved in the model have been 

defined, the System Algorithm can be established. It defines 

the system evolution and its visualization at every time instant  

t or frame: 

 

1)  w = w0 ; t = 0 

2)  while w ≠ ε do 

- S = collect events from generators C* in order of priority. 

- Z = extract visual events from S. 

- wnext = η(w, S) 

- v = π (w, Z) ; g = φ(v) 

- w = wnext ; t = t +1 

 3)  end while 

 

where w0 is the initial string, C
*
 = {All the event generators 

which generate events of type D}, D = {Set of all the types of 

possible events in the system}, g is the output device, S is a 

sequence of all the events generated by the system at instant t, 

Z is a subsequence of S, and it includes all the events from 

visual devices. These events are the input of the visual 

algorithm π. 

A diagram of the virtual world generation algorithm is shown 

in Fig. 1. 

 

 
Fig. 1. Virtual world generator algorithm. 

 

This formalization of the system has two main consequences. 

First, the scene definition is separated from the hardware- 

dependent characteristics of components. The functions α, β 

and δ provide the independence from the visualization system, 

and the event generators provide the independence from the 

hardware input devices. Secondly, due to the fact that there is a 

specific scheme to define the features of a system, the different 

system elements can be reused easily in other areas of 

application. 

 

III. CASE STUDY 

A. Description 

Let us consider a robot with several sensors that provide 

information about the environment. It is programmed to 

autonomously navigate in a known environment, and to 

transport objects from one place to another. The input data are: 

the data from a range sensor (e.g. a laser to detect obstacles 

and distances), the image from a camera to identify objects and 

places using markers, an internal representation of the 

environment (a map) and a human supervisor who is 

controlling the robot (he can give some high level instructions, 

such as interrupt the current task or begin a new task). The 

information is combined using a multimodal algorithm based 

on priorities, so that the robot can attend to the users’ request, 

select the best way to follow to the destination and use the 

sensors to detect and avoid obstacles, as well as to identify the 

objects and the places. 

A system like this can be modeled using a classical hybrid 

scheme (Fig. 2), based on the combination of a reactive system 
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and a proactive system. This hybrid scheme can be adapted 

using the VWG introduced in the previous section. 

 

 
Fig. 2.  Hybrid scheme for a robotic system. 

 

In this picture the world is the real environment. The world 

model is a map containing the static elements of the 

environment. The reactive system is made of several 

generators, for the sensors and for the user’s orders. The 

proactive system is the AI of the robot. The robot is the only 

actor in the system. The current state is the set of robot 

attributes. The multisensorial integration process is the 

evolution function of the robot. The final action is the result of 

the process of sensor integration and the final action carried 

out by the robot. 

B. Primitives and Transformations 

As it was stated in section 2, primitives are the description 

of objects in the space of representation, and transformations 

are used to modify primitives. In our robotic system, only one 

primitive is needed, the robot, and it is modified by two 

possible transformations: move and rotate (table I). When the 

system is executed in a real environment, the robot primitive 

represents the real robot and the transformations correspond to 

the actual operations performed by the robot. If it is executed 

in a simulator, the primitive and the transformations will 

represent the operations carried out in the simulated robot, that 

is, the operations in the graphics system (GS). The operations 

are performed by the semantic functions α for the primitives 

and β and  for the transformations. 

 
TABLE I 

PRIMITIVES AND TRANSFORMATIONS OF THE ROBOTIC SYSTEM 

 Real Environment  Simulator 

PRobot  No action Draw the robot in the 

GS 

TMove<dist> Move a distance dist Move a distance dist in 

the GS 

TRotate<angle>  Rotate an angle angle  Rotate an angle angle 

in the GS 

 

C. Events and Generators 

Events are used to define the activity in the system. Each 

event is defined by its identifier and some attributes. They 

produce changes on the actors through their evolution 

functions. These events are produced by generators. There is a 

generator for each event type. In the robotic system, five 

generators are needed: 

 gLaser: It generates an eLaser event when the laser 

detects an obstacle, by obtaining the laser data and 

processing them to find the possible obstacles.  

 gCamera: It generates an eCamera event when a 

marker is detected in the camera image. Markers are 

used to identify the rooms in the environment. 

 gDecide: It generates an eDecide event each frame to 

indicate to the robot to make a decision.  

 gExecute: It generates an eExecute event to indicate the 

system to execute the robot actions in the current 

representation space. If the representation space is the 

real environment, the real operations will take place 

(move the robot, rotate the robot...). If the current space 

is the simulator, the operations will take place in the 

graphics system.  

 gObjective: It generates an eObjective event to set a 

new objective marker. This generator is connected to 

the users’ orders. Users can specify a new target room 

simply by selecting its associated marker.  

The generators in our system and their associated events are 

shown in table II.  

 

 
TABLE II 

GENERATORS AND EVENTS OF THE ROBOTIC SYSTEM 

Generator and Events Description Associated data 

gLaser = 

eLaser<dist,angle> if 

obstacle 

Event produced when the 

laser detects an obstacle 

dist: disntace to 

the obstacle 

angle: angle to 

the obstacle 

gCamera = 

eCamera<marker> if 

marker 

Event produced when the 

camera detects a marker 

marker: detected 

marker 

gDecide = eDecide 

each frame 

Event generated each 

frame to indicate to the 

robot to make a decision 

No data 

gExecute = eExecute 

each frame 

It runs the robot action in 

the real environment or in 

the simulator 

No data 

gObjective = 

eObjective<marker> if 

user order 

Event produced by the 

user to set the objective 

marker  

marker: 

objective marker 

 

An order relation must be defined to establish an execution 

priority among generators. In the robotic system, the order 

relation is: gLaser, gCamera, gObjective, gDecide, gExecute. 

Therefore, events related with the acquisition of data have the 

highest priority, compared with the events of decision and 

execution. 
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D. Actors 

The only actor in our robotic system is the robot, which is 

defined as: 

 
, , , ,

, , , , ,

eLaser eCamera eDecide eExecute eObjective

grid row column angle objective actionARobot 
 (11) 

 

where the superscript are the events which it is prepared to 

respond to, and the subscript are the attributes, whose 

meanings are: the grid represents the environment where the 

robot moves in. Each cell stores the registered data obtained 

from the sensors (the detected obstacles and markers). Row 

and column are the position occupied by the robot in the grid. 

Angle is the robot orientation. Objective is the objective room, 

represented by its marker. And action is the string of 

primitives and transformations that indicates the next 

command to be executed by the robot. To simplify, in the 

following equations this actor will be referred as 

ARobot
E

<g,r,c,an,o,ac>. 

 

The evolution function is, probably, the most important 

element in the system, as it defines the way the robot behaves 

in the environment, that is, it defines the artificial intelligence 

of the robotic system. Let e be an event that is received by the 

actor, the evolution function is defined as: 

 

, , , , ,

', , , , , ,

', , , , ,

, ', ', ', , '

, , , , ,

,

( , )

( )

E

g r c an o ac

E

g r c an o ac dist angle

E

g r c an o ac marker

E

g r c an o ac

E

g r c an o ac

g r

ARobot e

ARobot if e eLaser

ARobot if e eCamera

ARobot if e eDecide

ARobot if e eExecute

ARobot





 

   

   

 

 














, , , ',

, , , , ,

E

c an o ac marker

E

g r c an o ac

if e eObjective

ARobot otherwise

  

 







 



 (12) 

 

where the symbol apostrophe (’) on an attribute indicates that 

it has changed as a consequence of the received event. The 

way the attributes change is the following: 

 If e = eLaser<dist,angle>, the grid (g) must be updated to 

indicate that an obstacle has been detected. The cell to 

mark is the one in position (r + dist cos(ang + angle), c 

+ dist sin(ang + angle)). 

 If e = eCamera<marker>, the grid (g) must be updated to 

indicate that a marker has been detected. The cell to 

mark is (r + dist cos(ang), c + dist sin(ang)). 

 If e = eDecide, the current position and orientation of 

the robot (row r, column c and angle ang), must be 

updated, as well as the actions to be executed. This 

function is very important, as it provides the behavior 

of the robot. In the following section, the way to 

introduce intelligent behaviors will be shown. 

 If e = eExecute, the actions of the robot must be 

executed in the representation space, through the use of 

the α function. 

 If e = eOb jective<marker>, a new objective has been set 

by the user, so the objective (o) must be changed to the 

new one (marker). 

 In any other case, the actor must remain unchanged. 

 

E. Initial string 

The initial string in our systems defined as:  

 
, , , ,

, , , , ,

eLaser eCamera eDecide eExecute eObjective

grid row column angleARobot   
 (13) 

 

where the attribute grid is initialized to a set of empty cells, the 

attributes row, column and angle are the initial position and 

orientation, and the objective and the action are empty. 

 

F. Analysis 

A set of tests has been designed to prove the features of our 

model. Specifically, five tests have been carried out. 

 

1) Test of the evolution function 

As it was stated before, the evolution function is the way of 

introducing intelligent behaviors in an actor. Therefore, the 

aim of this test is to prove the suitability of the evolution 

function to introduce new AI algorithms. This test is not to 

obtain the best AI algorithm to achieve the goal, but to prove 

that a new intelligent behavior can be introduced by just 

changing the evolution function. An important question is 

guaranteeing the same conditions for all the experiments, so 

the AI algorithms are introduced with no other modification in 

other parts of the system. 

Two simple decision algorithms have been used to decide 

how the robot should move in the world. The first algorithm 

makes decisions randomly to find the target position. The 

second one is the A
*
 algorithm [5], considering the Euclidean 

distance to the goal as the weights. If there is an obstacle the 

distance is defined as infinite. 

 

2) Test of device independence 

One of the main features of our model is that the system 

definition is independent from the input devices. The aim of 

this test is to prove that the input devices can be replaced 

without changing the definition of the string representing the 

system.  

In our original system, a laser range sensor was used to 

detect obstacles. In this test, a Kinect device is introduced. To 

add this new device, we have just designed a new event 

generator (gKinect) that creates events of the same type that 

the ones generated by the laser generator. That is, it provides 

the same information: the angle and the distance to the 

obstacle. The new device is then introduced with no other 

modification in the system. The Kinect is then used to replace 

the laser device or to obtain redundant information for the 

detection of obstacles. 

 

3) Test to validate the simulation 

The most important achievement in the proposed model is 

the fact that the description for the simulation and for the real 

robot is exactly the same. That is, the command execution for 

the simulated robot can be directly used for the real robot with 

no change in the string that represents the system. 
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To achieve this goal, two generators for the execution of the 

robot commands have been implemented: one for the real 

robot and one for the robot simulation. This way, the 

commands are transparently executed no matter whether the 

robot is real or simulated, just using the appropriate generator. 

As a result, the navigation would be exactly the same for the 

simulated robot and for the real one, if there were not 

odometry errors. A good way to improve the simulation is 

introducing some odometry errors in the motors and in the 

sensor signals, accordingly with the features of the real robot. 

 

4) Test of the system extensibility 

The proposed model is, by definition, easily extensible. The 

updating of the definition string supposes the extension of the 

model and the addition of new features. Moreover, most 

elements can be reused in new definition strings to obtain new 

behaviors with little effort. 

In our case, new instances of the actor symbols (representing 

robots) have been added to the definition string to extend the 

system in an almost immediate way and to create a multi-robot 

system. 

 

5) Test of changes in the environment 

A desired capability in a robot navigation system is, 

obviously, to be flexible enough to work under very different 

conditions. To prove this feature, the system has been tested 

with different maps (Fig. 3, 4 and 5), in the case of the 

simulated robot, and in different real environments, in the case 

of the real robot. 

 

  
 

Fig. 3. Example map in 2D. 

  

 
 

Fig. 4. Example map in 2D. 

 

 
 

Fig. 5. Example map in 3D 

 

IV. CONCLUSIONS 

A new model to formally define virtual worlds, 

independently from the underlying physical layer, has been 

presented. Is has been used to model the control of a mobile 

robot, navigating in a given environment, and using a set of 

multimodal inputs from different types of sensors. 

The model is based on a grammar which consists, on the 

one hand, of symbols to abstract and represent the elements of 

the system (primitives, actors, and so on) and, on the other 

hand, of a set of evolution functions so that all these elements 

can be combined in different ways leading to an infinite set of 

possible strings belonging to the grammar. By definition, each 

string has the ability to represent the interaction between the 

elements (symbols) of the system and their state at any given 

instant. By extension, these strings can also synthesize and 

formally define the system state. 

As in other systems for modeling virtual worlds, the event 

and, in particular, the occurrence thereof, can bring about a 



International Journal of Artificial Intelligence and Interactive Multimedia, Vol. 1, Nº 5.              

 

-37- 

 

change in the state of a particular element and, in general, a 

change in the state of the system. Within the model, the event 

generators are responsible for managing all the possible events 

associated with the elements of the system. 

The result of the events, namely the transition between 

states, involves an evolution of the original string of the system 

to another evolved string, which is obtained from the 

application of certain rules on the first string. These rules are 

defined within the actors, which contain the logic of how to act 

and deal with an event if it is activated. The main restriction to 

design the rules is that they should be able to translate the 

consequence of the events into grammar rules. The grammar 

rules must be applicable to the symbols of the state string and 

the outcome of the rules application must return a consistent 

string, syntactically and semantically possible. 

The evolution function of the actors can be as complex as 

needed. In fact, this function is the vehicle to introduce 

intelligent behaviors in the system. This way, artificial 

intelligence algorithms can be introduced into the evolution 

function of the actor to provide it with the needed behavior. 

Taking into account the diversity of virtual worlds systems 

available nowadays and the wide variety of devices, this model 

seems to be able to provide interesting features. Firstly, it is a 

formal model based on a grammar that allows abstracting and 

representing the states of the system in a general way by 

avoiding the specific features of other existing systems. The 

use of strings facilitates the parallelization and optimization of 

the system processes. It is also a device-independent model, 

therefore, is not linked to the implementation of the system 

with a given set of devices. It also allows the replacement of 

physical devices by simulated ones, and the easy addition of 

new ones. For instance, in the case of our robotic system, the 

definition string of the system is exactly the same for the 

simulator and for the real robot. Finally, it is a flexible model 

since it contemplates the possibility of reinterpreting the 

outputs of the actions. 

In conclusion, it has been achieved the main objective of 

defining a new formal and generic model that is able to model 

general virtual worlds systems by avoiding the specific 

peculiarities of other models existing today.  
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Abstract — Real-time human activity recognition on a mobile 

phone is presented in this article. Unlike in most other studies, not 

only the data were collected using the accelerometers of a 

smartphone, but also models were implemented to the phone and 

the whole classification process (preprocessing, feature extraction 

and classification) was done on the device. The system is trained 

using phone orientation independent features to recognize five 

everyday activities: walking, running, cycling, driving a car and 

sitting/standing while the phone is in the pocket of the subject's 

trousers. Two classifiers were compared, knn (k nearest 

neighbors) and QDA (quadratic discriminant analysis). The 

models for real-time activity recognition were trained offline 

using a data set collected from eight subjects and these offline 

results were compared to real-time recognition rates, which are 

obtained by implementing models to mobile activity recognition 

application which currently supports two operating systems: 

Symbian^3 and Android. The results show that the presented 

method is light and, therefore, suitable for be used in real-time 

recognition. In addition, the recognition rates on the smartphones 

were encouraging, in fact, the recognition accuracies obtained are 

approximately as high as offline recognition rates. Also, the 

results show that the method presented is not an operating system 

dependent. 

 
Key words—Activity recognition, classification, mobile phones 

 

I. INTRODUCTION AND RELATED WORK 

UMAN activity recognition using wearable sensors, such 

as accelerometers, has been widely studied during the 

recent 20 years. Despite several years of study and promising 

recognition results, not many commercial products, besides 

pedometers, exploiting these results are available. There are 
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some exceptions, however, such as Polar Active [17] and 

ActiGraph [1], which can be used to detect the intensity of the 

activity. Nevertheless, in overall, it seems that companies and 

people have not been willing to spend money on technology 

enabling activity recognition. Now, things are about to change: 

Smartphones are sold more and more every year (smartphone 

shipments: 2009: 169 million, 2010: 295 million [23]). 

Smartphones include a wide range of sensors, such as 

accelerometers, magnetometers, gyroscopes, and GPS, all of 

which are sensors used for activity recognition in the past 

studies. Therefore, people already have the technology 

enabling activity recognition and mobile application stores 

(AppStore, Nokia Store, Android Market, etc.) can be used to 

distribute activity recognition applications directly to end-

users. 

In this article real-time user-independent human activity 

recognition is presented. The presented method uses only 

orientation independent features and it is used to recognize 

five every day activities. Article compares the performance of 

two classifiers (QDA and knn) in offline and real-time 

scenarios. Unlike in most of the other studies, in this study the 

recognition models are implemented to mobile phone to see 

how models work in real-life, outside laboratory conditions.  

In addition, models are tested using two different mobile 

phones: Nokia N8 running Symbian^3 operating system and 

Samsung Galaxy Mini which is running Android 2.2.1 

operating system. It is shown that the method presented in this 

study enables accurate recognition results not only when the 

acceleration data is studied offline but also when the whole 

recognition process (preprocessing, feature extraction and 

classification) is done in real-time on device. What is more, it 

is shown that the method is operating system independent. 

Human activity recognition using accelerometers has been 

carried out in various studies, such as [2], [5], [25], [26]. 

These studies were done using accelerometers build for 

research use. Therefore, based on these results, it is not 

straightforward to build a commercial product. There are also 

some articles where activity recognition using mobile phones 

has been studied ([3], [14], [16], [19], [24], [27]). 

In each of these studies, the data is collected using a mobile 

phone and the activity recognition is done afterwards on PC, 
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based on collected data. Thus, the activity recognition 

algorithms are not implemented on the phone, and the 

classification is not done in real-time on a mobile phone as in 

our study. 

An activity recognition system running purely on a 

smartphone is presented in [7]. The presented system can be 

trained on the device and it also does the classification in real-

time on the device. The recognition is based on features 

calculated using geometric template matching and support 

vector machine (SVM) is used as a classifier. Unfortunately, 

the article does not include recognition rates: thus, the 

evaluation of the system is difficult. However, the smartphone 

application is available from Android Market. The system 

described in [13] can also be found from Android Market. It 

seems to recognize activities with high accuracy, but all the 

features used are not orientation independent. In addition, 

personalized mobile activity recognition system for Android 

phones is presented in [8]. In this application user can select 

which activities he wants application to recognize but it 

requires training data collection gathered by the user. 

Activity recognition using mobile phones has some 

limitations. Because smartphones are expensive products, 

people do not want to carry a phone while performing 

activities where there is a danger to break it. Therefore, it is 

not necessary to recognize most of the sports activities such as 

playing football or swimming. Thus, this study concentrates on 

recognizing five everyday activities, walking, cycling, running, 

idling (=sitting/standing) and driving/riding a car. The 

importance of the everyday activity has been shown in several 

studies, for instance, in [4] it is shown that there is a 

relationship between moderate intensity lifestyle activity and 

cardiometabolic health. 

 Although the latest smartphones are equipped with 

processors enabling huge calculation capacity, the activity 

recognition algorithms must nevertheless be light. The mobile 

phone can be running several applications simultaneously and 

the activity recognition algorithms are not allowed to use the 

whole processing power, nor disturb other applications. 

Therefore, the recognition must be done using light methods. 

The paper is organized as follows: Section II describes 

sensors and data sets. Section III introduces the techniques and 

methods used in this study. Models trained using offline data 

and their accuracy are presented in Section IV. Sections V and 

V1 evaluates the accuracy of the activity recognition based on 

models trained using offline data, when detection is done in 

real-time on a mobile phone running Symbian^3 and Android 

operation systems. Finally, conclusions are discussed in 

Section VII. 

 

II. DATA SET 

The data for training the models were collected using a 

Nokia N8 smartphone [15] running Symbian^3 operating 

system, Figure 1. N8 includes a wide range of sensors: tri-axis 

accelerometer and magnetometer, two cameras (12 MP and 0.3 

MP), GPS, proximity sensor, compass, microphones and 

ambient light sensor.  

The models used in this study were trained based on activity 

data collected from eight healthy subjects. The trousers' front 

pocket was fixed as the phone placement, but the subject was 

allowed to determine whether the phone was placed in the left 

or right pocket. The participants performed five different 

activities: walking, running, cycling, driving a car, and idling, 

that is, sitting/standing. The total amount of the data collected 

was about four hours. 

These activities were selected because normal everyday life 

consists mainly of these five activities. Walking and running 

are different from the other three because everyone has a 

personal walking and running style. Other activities are not 

personal, for instance, while cycling, the movement trajectory 

is predefined. Therefore, the models to recognize walking and 

running are most challenging to train. 

The real-time classification using Nokia N8 was tested by 

seven subjects, three of whom were subjects whose data were 

not used to train the recognition models. These subjects 

carried the phone in their trousers' front pocket and performed 

from one to five activities. 

In addition, the real-time classification was tested using 

Samsung Galaxy Mini smartphone running Android 2.2.1 

operating system. Galaxy Mini is a low budget smartphone 

having tri-axis accelerometer, proximity sensor, compass and 

3.15MP camera. It uses 600MHz ARMv6 processor. Galaxy 

Mini was tested by six subjects who carried the phone in their 

trousers' front pocket and performed from one to five 

activities. 

In this study, only the tri-axis accelerometer was used in this 

study to detect activities. Accelerometers were running at full 

speed, which is a phone model dependent feature. However, 

all the samples were not used in activity recognition process. 

The latest value from accelerometer was called every 25 

milliseconds. Therefore the used sampling frequency was 

40Hz, which is much less than the maximum sampling 

frequency. The highest possible frequency was not used 

because it varies between devices and it also varies depending 

what functions of the phone are used. The used method 

enables the same sampling frequency to any smartphone, 

making recognition less phone model dependent. 

The training data were collected by subjects whose age 

 
Fig. 1.  Nokia N8. 
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varied from 25 to 34 years (average 29 years) and height from 

1.65 to 1.90 meter (average 1.78 meter) and real-time 

classification was tested by subjects whose age varied from 27 

to 34 years (average 30 years) and height from 1.65 to 1.90 

meter (average 1.75 meter). They performed activities outside 

the laboratory. Subjects walked inside and outside, mainly on 

flat surface but also in a staircase. Streets where subjects 

walked, run, drove a car, and cycled were normal tarmac 

roads, and the route and speed were determined by subjects 

themselves. Partly the same roads were employed in offline 

and real-time tests. The roads used for collecting driving a car 

data included motorways, as well as roads at the city center. 

Idling consists mostly of office working but includes also 

standing. 

 

III. ACTIVITY RECOGNITION 

In this study, two different activity recognition classifiers 

were compared: quadratic discriminant analysis [10] (QDA) 

and k nearest neighbors [6] (knn). In addition, the recognition 

was performed using three different settings: (1) offline 

recognition, to compare different features, classifiers and to 

evaluate models for online recognition, (2) online recognition 

on the device, to test the models in realistic real-life 

conditions, and (3) on device recognition on different phone 

models to test operating system dependency of the models. 

In each case, the raw data were processed in the same way 

to obtain comparable results. 

A. Preprocessing and feature extraction 

The purpose of this study was to develop a user-independent 

activity recognition method that runs purely on a smartphone 

and gives accurate recognition results also when the system is 

used in non-laboratory conditions. The recognition was 

supposed to work when the mobile phone is placed in the 

trousers' front pocket. However, the mobile phone can lay on 

the pocket in numerous different orientations. There are two 

ways to eliminate the effect of the orientation: (1) by 

recognizing the orientation of the phone, or (2) by eliminating 

the orientation information. On the other hand, the orientation 

is impossible to recognize using only accelerometers. 

Therefore, the effect of orientation had to be eliminated. In the 

preprocessing stage, the three acceleration channels were 

combined as one using square summing to obtain the 

magnitude acceleration, which is orientation independent. 

Moreover, the orientation of the phone has limitations, the 

screen or the back of the phone is always against the user's leg 

when the phone is in the pocket. Therefore, it was tested if 

features extracted from a signal where two out of three 

acceleration channels were square summed would improve the 

classification accuracy. 

The online activity recognition was done using a sliding 

window technique. The signals from the sensors were divided 

into equal-sized smaller sequences, also called windows. From 

these windows, features were extracted and finally the 

classification of the sequences was done based on these 

features. In this study, the windows were of the length of 300 

observations, which is 7.5 seconds, because the sampling 

TABLE I 

THE RESULTS OF OFFLINE RECOGNITION USING QDA. 

Subject/ Activity Idling Walking Cycling Driving Running 

Idling 94.3% 1.2% 0.3% 4.2% 0.0% 

Walking 1.0% 95.6% 2.3% 0.0% 1.3% 

Cycling 0.4% 3.4% 94.3% 1.9% 0.0% 

Driving 3.7% 0.0% 2.2% 94.2% 0.0% 

Running 0.0% 0.0% 0.0% 0.0% 100.0% 

 

TABLE 2 

THE RESULTS OF OFFLINE RECOGNITION USING KNN. 

Subject/ Activity Idling Walking Cycling Driving Running 

Idling 94.5% 1.1% 0.0% 4.3% 0.0% 

Walking 1.0% 90.2% 8.6% 0.0% 0.3% 

Cycling 0.3% 1.7% 94.6% 3.4% 0.0% 

Driving 4.2% 0.0% 2.1% 93.8% 0.0% 

Running 0.0% 0.4% 0.0% 0.0% 99.6% 
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frequency was 40Hz. In offline recognition, the slide between 

two sequential windows was 75 observations, while in online 

recognition, the slide was set to 150 observations. To reduce 

the number of misclassified windows, the final classification 

was done based on the majority voting of the classification 

results of three adjacent windows. Therefore, when activity 

changes, a new activity can be detected when two adjacent 

windows are classified as a new activity. For instance, if the 

slide is 150 observations, a new activity can be detected after 

450 observations, which is around eleven seconds if the 

sampling rate is 40Hz. 

The total number of 21 features was extracted from 

magnitude acceleration sequences. These features were 

standard deviation, mean, minimum, maximum, five different  

percentiles (10, 25, 50, 75, and 90), and a sum and square sum 

of observations above/below certain percentile (5, 10, 25, 75, 

90, and 95). The same features were also extracted from the 

signals where two out three acceleration channels were square 

summed together. It was noted that the combination of x and z 

axis signal channels improved the classification most. 

Therefore, from each window, the total number of 42 

orientation independent features were extracted, 21 features 

from the magnitude acceleration signal and 21 features from 

the signal where x and z were square summed. 

B. Classification 

The classification result was obtained using the decision tree 

presented in Figure 2, which classifies activities using a two 

stage procedure. In the first classification stage, a model is 

trained to decide if the studied subject is currently active 

(walking, running or cycling) or inactive (driving a car or 

idling). In the second stage, the exact activity label is obtained. 

One model has to be trained to classify an active activity as 

walking, running or cycling, and the other to classify an 

inactive activity as idling or driving. 

The models were trained offline using the collected data. 

These models were implemented to a smartphones (Symbian^3 

and Android) and also used in online tests. To compare 

different classifiers, the classification was performed using two 

different classification methods, knn and QDA. The most 

descriptive features for each model were selected using a 

sequential forward selection (SFS) method [9]. QDA 

classifiers were trained using the whole training data set, 

similar to knn classifier for the offline recognition. However, 

because of the limited computational power of the smartphone, 

the activity recognition on the device was performed using 

only a limited number of randomly chosen instances from 

training data. 

 

IV. MODEL TRAINING AND OFFLINE RECOGNITION 

The purpose of the offline recognition is to build and test 

accurate models that can later be implemented on a mobile 

phone to enable user-independent and operating system 

independent real-time recognition of the activities on the 

device. Models were trained for knn and QDA classifiers 

based on the data collected from eight persons. 

A. Results 

To obtain reliable user-independent results, the training was 

performed using the leave-one-out method, so that each 

person's data in turn was used for testing and the other seven 

sequences were employed for model training. 

The results are shown in Tables 1 and 2. 

B. Classification 

The offline recognition results show that the both classifiers, 

QDA and knn, enable accurate results. The average 

classification accuracy using QDA is 95.4%, while knn enables 

?

Active Inactive

Walk Run Cycle Sit/Stand Car

 
Fig. 2.  The decision tree obtained to recognize the type of activity 

TABLE 3 

THE RESULTS OF ONLINE RECOGNITION ON DEVICE USING NOKIA N8 AND KNN 

SUBJECT/ 

ACTIVITY 
IDLING WALKING CYCLING DRIVING RUNNING AVERAGE 

SUBJECT 1 91.5% 99.9% 89.2% 91.4% 87.2% 91.8% 

SUBJECT 2 99.9% 99.9% 93.7% 87.8% 92.4% 94.7% 

SUBJECT 3 76.3% 99.9% 89.6% - 92.8% 89.7% 

SUBJECT 4 - - - 97.6% - 97.6% 

SUBJECT 5 95.6% 99.9% 89.5% 89.4% 97.9% 94.5% 

SUBJECT 6 94.1% 99.9% 93.8% - 99.9% 96.9% 

SUBJECT 7 83.3% 99.8% 98.1% - 99.9% 99.4% 
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an accuracy of 94.5%. It should be noted, however that this 

difference is not statistically significant according to paired t-

test. Also, each of the five activities are recognized with high 

accuracy. 

 

V. REAL-TIME EXPERIMENTS ON DEVICE USING NOKIA N8 

An activity recognition application for Symbian^3 devices 

was build using Qt [18] programming language, Figure 3. 

Every Nokia phone running a Symbian^3 operating system has 

the same kind of accelerometers, and therefore, the results 

presented in this section can be obtained using any Nokia 

Symbian^3 phone. The application uses the activity 

recognition models that were trained using the data presented 

in Section II. It should be noted that offline recognition 

employing knn uses the whole training data set to recognize 

activities from the test data, making the classification process 

complex. As mentioned before, because of the limited 

computational power of the smartphone, the recognition on the 

device was performed using only a limited number of 

randomly chosen instances from training data. In this study, 

eight instances from each activity per subject were chosen as 

instances of knn-based recognition model. QDA -based real-

time classification results were obtained using the very same 

models used in offline recognition.  

A. Results 

The application and the real-time classification were tested 

by seven persons carrying Nokia N8 smartphone on their 

trousers’ front pocket. Three of these were different from the 

eight subjects that collected the data for training the 

recognition models. The recognition results are shown in 

Tables 3 and 4. Both classifiers were running on the device in 

parallel; thus, the results are comparable. 

B. Discussion 

The real-time experiment showed that the application and 

models are running smoothly on the device. When activity 

recognition is done using QDA classifier, the application uses 

under 5% of the CPU's (680Mhz ARM11 processor) capacity. 

Therefore, the application can be employed alongside other 

applications, such as games. The usage of knn as a classifier 

uses slightly more CPU capacity. In addition, the recognition 

rates on the device are around as high as offline. The average 

recognition rate using QDA is 95.8%, while using knn it is 

slightly lower, 93.9%. According to paired t-test, this 

difference is not statistically significant, however. 

Online recognition was tested by subjects (subjects 1, 2 and 

3) whose data was not used for training as well as subjects 

(subjects 4, 5, 6 and 7) whose data was used for training. In 

both cases, the average recognition rate is high. However, 

there are two cases where user-independent classification has 

not succeeded very well. Walking activity of Subject 1 was 

recognized only with the rate of 65.6% when QDA is used as a 

classifier and cycling of Subject 3 using knn was recognized 

correctly only in 76.3% of the cases. In both cases, cycling and 

walking were mixed together. It seems that inner class 

variation of these activities is too low causing 

misclassification. As mentioned above, walking is one of the 

most difficult activities to recognize user-independently, 

because every subject has a personal walking style. In 

addition, not the whole training data were used to train the knn 

model to keep to recognition process light, which may have 

caused the weak recognition rates with Subject 3's cycling 

activity. In overall, the recognition on the device works well, 

TABLE 4 

THE RESULTS OF ONLINE RECOGNITION ON DEVICE USING NOKIA N8 AND QDA. 

SUBJECT/ 

ACTIVITY 
IDLING WALKING CYCLING DRIVING RUNNING AVERAGE 

SUBJECT 1 98.5% 65.6% 95.7% 99.6% 91.5% 90.2% 

SUBJECT 2 99.9% 97.6% 91.2% 88.5% 99.2% 95.3% 

SUBJECT 3 99.9% 97.6% 91.3% - 99.8% 96.9% 

SUBJECT 4 - - - 87.2% - 87.2% 

SUBJECT 5 98.2% 99.3% 97.6% 98.1% 99.9% 98.6% 

SUBJECT 6 99.9% 96.0% 93.8% - 99.9% 97.4% 

SUBJECT 7 99.9% 99.8% 98.1% - 99.9% 99.4% 

 

 
Fig. 3.  Activity recognition application for Symbian^3 smartphones. 
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however. It seems that the first phase of the recognition, where 

observations are classified as active or inactive, appears to 

work almost perfectly. Therefore, to make recognition even 

more accurate, the second phase of the classification should be 

improved. 

The models used in online recognition are user-independent 

and it also seems that they are "car-independent". Two 

different cars were used in the data collecting phase. Although 

during the online test, subjects 1 and 2 used a car  not used to 

train the models,  the recognition rate is still high. On the other 

hand, to make sure that the models are car-independent, more 

tests should be carried out using different cars and road 

conditions. 

 

VI. REAL-TIME EXPERIMENTS ON DEVICE USING ANDROID-

PHONE 

According to the results of the previous section, both tested 

classifiers produce as good results. However, QDA is simpler 

than knn and, therefore, it is lighter and more suitable for be 

used in an application that is supposed to run at the 

background all the time. Android-version of the activity 

recognition application was built after Symbian^3-version 

using Java programming language. Therefore, based on the 

experiences gathered using Nokia phones, it was decided that 

Android-version would use QDA as a classifier. 

A. Results 

Real-time classification on Android device was tested by five 

subjects, again, carrying the phone on their trousers’ front 

pocket. Subject 1’s data was not used in to train the models. 

The data of other five subjects were used to train models but 

data is different to the one used in this section. The results are 

shown in Table 5. The purpose of these experiments was to 

show that the presented activity recognition method is 

operating system independent. 

B. Discussion 

The results show that activity recognition models are accurate 

also when they are running in Android-based smartphone. 

Therefore, the presented method is not an operating system 

dependent. 

 Noticeable is the weak recognition accuracy of the activity 

driving a car. Only 67.8% of the cases were recognized 

correctly when Subject 3 was using the application. However, 

Subject 3 had to stop several times during the data collection 

session because of the red traffic lights, and in this study, these 

stops were considered as driving a car. If these stops are 

considered as idling and therefore removed from driving 

results, the recognition rate of driving would be almost 

100.0%.  On the other hand, in the case of Subject 4, driving 

was recognized with a rate of 98.8%. This subject did not have 

to wait at traffic lights. 

 However, driving was the only activity recognized with a 

low rate. All the other activities were recognized with really 

high accuracy and the average recognition rate is 96.5%. For 

instance, running is recognized perfectly with a rate of 

100.0%. Moreover, the recognition accuracy of walking is also 

nearly 100%. The cycling did mix up with walking a little but 

still the average recognition rate of cycling was as high as 

94.5%. In fact, the average recognition rate on a device using 

Samsung Galaxy Mini is higher than offline recognition rate 

and recognition rate using Nokia N8. However, these results 

are not fully comparable because they are based on separate 

data collections. 

VII. CONCLUSIONS 

Orientation independent real-time activity recognition of 

five everyday activities using a mobile phone was introduced 

in this study. The whole classification process, including 

preprocessing, feature extraction, and classification, was done 

on the device. Recognition accuracies were tested using two 

classifiers (knn and QDA) to compare different classification 

algorithms. In addition, real-time activity recognition using 

QDA as a classifier was tested using two different phones 

(Nokia N8 and Samsung Galaxy Mini) running different 

operating systems (Symbian^3 and Android). These operating 

systems were chosen to this study, because not only they are 

popular, but also they enable real multitasking, unlike some 

other smartphone operating systems, such as iOS and 

Windows Phone 7. User-independent models for online 

recognition were trained offline using a data set collected by 

eight subjects.  

When the recognition rates of on device recognition using 

Nokia N8 are studied in detail it can be seen that using the 

models trained offline, the recognition rates on Nokia N8 

device are around as high as offline recognition results. In the 

offline case, the average classification accuracy based on the 

TABLE 5 

THE RESULTS OF ONLINE RECOGNITION ON DEVICE USING SAMSUNG GALAXY MINI AND QDA. 

SUBJECT/ 

ACTIVITY 
IDLING WALKING CYCLING DRIVING RUNNING AVERAGE 

SUBJECT 1 92.5% 97.1% 100.0% -- 100.0 % 97,4% 

SUBJECT 2 91.7% 100.0% 98.9% -- 100.0% 97.7% 

SUBJECT 3 100.0% 100.0% 90.9% 67.8% 100.0% 91.7% 

SUBJECT 4 -- -- -- 98.8% -- 98.8% 

SUBJECT 5 96,7% 97.8% 87.5% -- 100.0% 95.5% 

SUBJECT 6 98.5% 100.0% 95.2% -- -- 97.9% 
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data used to train the models using QDA is 95.4%, while knn 

enables an accuracy of 94.5%. While performing online 

recognition on Nokia N8, the average recognition rate using 

QDA is 95.8%, while using knn it is slightly lower, 93.9%. 

However, in some cases, user-independent real-time 

recognition results on Nokia N8 are not as high as expected. In 

order to achieve even more accurate online results with every 

subject, the training data should contain more variation. Now it 

seems that in some cases the models for online recognition are 

build using too homogeneous a data set, and therefore, the 

models are not as good as they could be. Nevertheless, the 

results are encouraging. Moreover, activity recognition 

application runs smoothly on N8. It uses under 5% of CPU 

capacity when QDA is employed as a classifier; thus, other 

applications can be run alongside. Using knn as a classifier 

requires more CPU capacity. 

Because of the accuracy and lightness of the QDA classifier 

based activity recognition, Android-version of the application 

was tested only using QDA. Android-version was tested by six 

subjects carrying Samsung Galaxy Mini smartphone on their 

trousers’ pocket. The results are really good with every 

subject. For instance, running is recognized perfectly with rate 

100.0%. All the other activities were also recognized with 

really high accuracy. The only exception was driving a car -

activity, where detection accuracy was lower than expected 

with one test subject. However, the main reason for this was 

red traffic lights which caused long unwanted stops. 

Based on the results it is clear that activity recognition 

works reliably operating system independently. It seems that in 

this study, the on device recognition results using Android-

phone are a little higher than the ones gained using Symbian^3 

phone.  However, subjects did not carry Symbian^3 and 

Android phones at the same time, the real-time recognition 

results of Tables 4 and 5 are not fully comparable. 

Real-time activity recognition on device is working reliably 

on both tested operating systems, Symbian^3 and Android, 

though there are differences in accelerometers between phone 

models and operating systems. The main difference of 

accelerometers is the maximum sampling rate. However, in 

this study, the maximum sampling rate was not used. Though, 

the accelerometers were running at full speed, but still, a new 

value to be used in activity recognition was called every 25 

millisecond. Therefore, the used frequency was 40Hz, which is 

much less than the maximum frequency of most of the 

smartphones. Thus, the presented method can be used with 

every smartphone and it is not dependent on the phone model.  

Real-time recognition on the device was only tested by 

predefined five activities and not when the subject is doing 

something else. Null-data recognition is not included in this 

study, and therefore, such activities cause incorrect 

classifications. Thus, to improve the accuracy of the 

application, null-activity recognition should be included. Also 

building a behavior recognition system based on the activity 

recognition results could reduce the number of 

misclassifications [12]. In addition, it should be tested how 

different trousers affect the results, now every test subject was 

wearing jeans. 

The presented activity recognition application is not body 

position independent. The system is trained to recognize 

activities when the phone is placed to the subject's trousers' 

pocket. Although trousers' pockets are the most common place 

to carry a phone [11], especially among males, a body position 

independent approach should be considered. Body position 

independent recognition is naturally more difficult than 

position dependent, and therefore, most likely the recognition 

rates would not be as high as the ones presented in this study. 

However, high position independent recognition rates are for 

instance achieved in [14]. 

Although, the recognition accuracy on the device is 

excellent, there are still some remaining issues. The 

application uses too much battery and, therefore, even lighter 

methods should be used. For instance, human activities can be 

recognized from lower frequency signals than the ones used in 

this study [21]. Therefore, the sampling frequency could be 

reduced or the number of required classifications could be 

reduced by using periodic quick-test [22]. However, even now 

without memory and processing power optimization, the 

battery of Nokia N8 and Samsung Galaxy Mini lasts over 24 

hours while the application is running at the background. 

In this study, everything except model training is done on 

the device. Other option would be to send the accelerometer 

data to the server, perform the classification process there and 

send the results to a mobile phone. In this case, calculation 

capacity would not be an issue, but on the other hand, privacy 

issues should be handled. Moreover, data transfer is not free 

and can cause exceptionally high costs, especially when the 

mobile phone and application are used abroad. 
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Abstract — Grid infrastructure is a large set of nodes 

geographically distributed and connected by a communication. In 

this context, fault tolerance is a necessity imposed by the 

distribution that poses a number of problems related to the 

heterogeneity of hardware, operating systems, networks, 

middleware, applications, the dynamic resource, the scalability, 

the lack of common memory, the lack of a common clock, the 

asynchronous communication between processes. To improve the 

robustness of supercomputing applications in the presence of 

failures, many techniques have been developed to provide 

resistance to these faults of the system. Fault tolerance is intended 

to allow the system to provide service as specified in spite of 

occurrences of faults. It appears as an indispensable element in 

distributed systems. To meet this need, several techniques have 

been proposed in the literature. We will study the protocols based 

on rollback recovery. These protocols are classified into two 

categories: coordinated checkpointing and rollback protocols and 

log-based independent checkpointing protocols or message 

logging protocols. However, the performance of a protocol 

depends on the characteristics of the system, network and 

applications running. Faced with the constraints of large-scale 

environments, many of algorithms of the literature showed 

inadequate. Given an application environment and a system, it is 

not easy to identify the recovery protocol that is most appropriate 

for a cluster or hierarchical environment, like grid computing. 

While some protocols have been used successfully in small scale, 

they are not suitable for use in large scale. Hence there is a need 

to implement these protocols in a hierarchical fashion to compare 

their performance in grid computing. In this paper, we propose 

hierarchical version of four well-known protocols. We have 

implemented and compare the performance of these protocols in 

clusters and grid computing using the Omnet++ simulator. 

Keywords — Grid computing, fault tolerance, checkpointing, 

message-logging 

 

I. INTRODUCTION 

    Molecular biology, astrophysics, high energy physics, those 

are only a few examples among the numerous research fields 

that have needs for tremendous computing power, in order to 

execute simulations, or analyze data. Increasing the computing 

power of the machines to deal with this endlessly increasing 

needs has its limits. The natural evolution was to divide the 

 
 

work among several processing units. Parallelism was first 

introduced with monolithic parallel machines, but the arrival 

of high-speed networks, and especially Wide Area Network 

(WAN) made possible the concept of clusters of machines, 

which were further extended to large scale distributed 

platforms, leading to a new field in computer science, grid 

computing. 

The first definition of a grid has been given by Foster and 

Kesselman in [40]. A grid is a distributed platform which is the 

aggregation of heterogeneous resources. They do an analogy 

with the electrical power grid. The computing power provided 

by a grid should be transparently made available from 

everywhere, and for everyone. The ultimate purpose is to 

provide to scientific communities, governments and industries 

an unlimited computing power, in a transparent manner. This 

raised lots of research challenges, due to the complexity of the 

infrastructure. Heterogeneity is present at all levels, from the 

hardware (computing power, available memory, 

interconnection network), to the software (operating system, 

available libraries and software), via the administration 

policies. 

From this definition, several kinds of architectures were 

born. One of the most commonly used architecture, referred to 

as remote cluster computing, is composed of the aggregation 

of many networked loosely coupled computers, usually those 

computers are grouped into clusters of homogeneous and well 

connected machines. These infrastructures are often dedicated 

to scientific or industrial needs, and thus provide large amount 

of computing resources, and a quite good stability. 

Today, grid computing technologies make it possible to 

securely share data and programs for multiple computers, 

whether desktop or personal supercomputers. These resources 

are networked and shared through software solutions. In recent 

years, grid technology has emerged as an important tool for 

solving compute-intensive problems within the scientific 

community and in industry. To further the development and 

adoption of this technology, researchers and practitioners from 

different disciplines have collaborated to produce standard 

specifications for creating large-scale, interoperable grid 

system. The focus of this activity has been the Open Grid 

Forum (OGF) [8], but other standard development 

organizations have also produced specifications, such as 
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[9][10], that are used in grid systems. To fully transition grid 

technology to operational use and to expand the range and 

scale of grid applications, grid systems must exhibit high 

reliability; i.e. they must be able to continuously provide 

correct service [11]. Moreover, it is important that the 

specifications used to build these systems fully support reliable 

grid services. With the increase in use of grid technology, 

achieving these goals will be made more difficult as grid 

systems become larger, more heterogeneous in composition, 

and more dynamic.  Many grids are appearing in the sciences, 

production grids are now being implemented in companies and 

among agencies: Grid'5000, TeraGrid, Sun Grid, Xgrid ... Grid 

computing will allow dynamic sharing of resources among 

participants, organizations and businesses in order to be able 

to pool, and thus run compute-intensive applications or 

treatment of very large volumes of data. 

Since the failure probability increases with a rising number 

of components, fault tolerance is an essential characteristic of 

massively parallel systems. Such systems must provide 

redundancy and mechanisms to detect and localize errors as 

well as to reconfigure the system and to recover from error 

states. A fault tolerant approach may therefore be useful in 

order to potentially prevent a faulty node affecting the overall 

performance of the application. Fault tolerance appears as an 

indispensable element in grid computing. Many protocols for 

distributed computing have been designed [1]. These protocols 

are classified into four different classes, namely, coordinated 

checkpointing, communication induced checkpointing, 

independent checkpointing and log-based protocols. 

We have implemented and compare the performance of 

these protocols in clusters and grid computing using the 

Omnet++ simulator [7]. 

Section II describes the protocols implemented in Omnet++. 

In section III, we talk about hierarchical checkpointing for 

grids. The experimental setup and results obtained by 

executing these protocols are presented in Section IV. In 

section V, we present the related work and finally section VI 

concludes. 
 

II. CHECKPOINT AND ROLLBACK-RECOVERY PROTOCOLS 

Checkpointing is a standard method for the repair of faults 

in systems. The idea is to save the state of the system on a 

stable periodic to prevent breakdowns (Fig. 1). That way when 

you restart after a power failure, the state saved newest 

restored and execution resumes its course before the crash. 

The overall status of a distributed system is defined by the 

union of local states of all processes belonging to the system. 

Taking checkpoints is the process of periodically saving the 

state of a running process to durable storage. Checkpointing 

allows a process that fails to be restarted from the point its 

state was last saved, or its checkpoint. If the host processor has 

not failed, temporal redundancy can be used to roll back and 

restart the process on the same platform. As in other systems, 

this method is widely used in grids [36][37][38]. Otherwise, if 

the host has failed, the process may be migrated, or 

transferred, to a different execution environment where it can 

be restarted from a checkpoint (a technique also referred to as 

failover). This section begins by discussing checkpoint and 

process migration methods used in commercial and science 

grid systems that are based on methods used in high-

performance cluster computing. This is followed by discussion 

of new methods being developed or adapted for scaled grid 

environments, together with related issues that need to be 

resolved. Most notable is the issue of finding efficient methods 

for checkpointing many concurrent, intercommunicating 

processes, so that in the event of failure, they can resume from 

a common saved state [39]. Checkpointing can be initiated 

either from within grid systems or within applications. 

 

 
 

Fig 1: Rollback-Recovery 

 

There are two main classes of protocols: coordinated 

checkpointing and message logging.  

 

A. Coordinated checkpointing 

Coordinated checkpointing is an attractive approach for 

transparently adding fault tolerance to distributed applications 

without requiring additional programmer ef- forts. In this 

approach, the state of each process in the sys- tem is 

periodically saved on stable storage, which is called a 

checkpoint of the process. To recover from a failure, the 

system restarts its execution from a previous error-free, 

consistent global state recorded by the checkpoints of all 

processes. More specifically, the failed processes are re- 

started on any available machine and their address spaces are 

restored from their latest checkpoints on stable storage. Other 

processes may have to rollback to their checkpoints on stable 

storage in order to restore the entire system to a consistent 

state. Coordinated checkpointing simplifies failure recovery 

and eliminates domino effects in case of failures by preserving 

a consistent global checkpoint on stable storage. However, the 

approach suffers from high overhead associated with the 

checkpointing process. Two approaches are used to reduce the 

overhead: First is to minimize the number of synchronization 

messages and the number of checkpoints, the other is to make 

the checkpointing process nonblocking. 

The protocol requires processes coordinate their checkpoints 

to form a consistent global state. A global state is consistent if 

it does not include any orphan messages (i.e, a message 

received but not already sent). This approach simplifies the 

recovery and avoids the domino effect, since every process 

always restarts at the resume point later. Also, the protocol 

requires each process to maintain only one permanent 

checkpoint in stable storage, reducing the overhead due to 

storage and release of checkpoints (garbage collection) [1]. 
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Its main drawback however is the large latency that require 

interaction with the outside world, in this case the solution is to 

perform a checkpoint after every input / output. To improve 

the performance of the backup coordinated, several techniques 

have been proposed. We have implemented as non-blocking 

coordinated checkpointing. 

 

1) Non-blocking coordinated checkpointing 

A nonblocking checkpointing algorithm does not require any 

process to suspend its underlying computation. When 

processes do not suspend their computations, it is possible for 

a process to receive a computation message from an other 

process which is already running in a new checkpoint interval. 

If this situation is not properly dealt with, it may result in an 

inconsistency. For example, in Fig. 2, P2 initiates a 

checkpointing process. The example of coordinated 

checkpoint non-blocking is that of Chandy and Lamport 

algorithm [2]. This algorithm uses markers to coordinate the 

backup, and operates under the assumption of FIFO channels. 

In [3], a comparison of protocols for coordinated checkpoint 

blocking and non-blocking has been made. Experiments have 

shown that the synchronization between nodes induced by the 

protocol blocking further penalize the performance of the 

calculation with a non-blocking protocol. However, using 

frequencies of taken checkpoints usual performance of the 

blocking approach is better on a cluster to high-performance 

communications. 

 
2) Communication induced checkpointing 

This protocol defines two types of checkpoints [1]: local 

checkpoints taken by processes independently, to avoid the 

synchronization of coordinated backup and forced checkpoints 

based on messages sent and received and dependency 

information carried 'piggyback' on these posts, so to avoid the 

domino effect of uncoordinated backup, ensuring the 

advancement of online collection. Unlike coordinated 

checkpoint protocols, the additional cost due to the medium 

access protocol disappears because the protocol does not 

require any message exchange to force a checkpoint: this 

information is inserted piggyback on the messages exchanged. 

 

B. Message-Logging protocols 

Message logging (for example [12] [13] [14] [15] [16] [17] 

[18] [19] [20]) is a common technique used to build systems 

that can tolerate process crash failure. These protocols 

required that each process periodically record its local state 

and log the messages it received after having recorded that 

state. When a process crashes, a new process is created in its 

place: the new process is given the appropriate recorded local 

state, and then it is sent the logged messages in the order they 

were originally received. Thus, message logging protocols 

implement an abstraction of a resilient process in which the 

crash of a process is translated into intermittent unavailability 

of that process. 

All message logging protocols require that the state of a 

recovered process be consistent with the states of the other 

processes. This consistency requirement is usually expressed 

in terms of orphan processes, which are surviving processes 

whose states are inconsistent with the recovered state of 

crashed process. Thus, in the terminology of message logging, 

message logging protocols must guarantee that there are no 

orphan processes, either through careful logging of through a 

somewhat complex recovery protocol. 

The logging mechanism uses the fact that a process can be 

modeled as a sequence of deterministic state intervals, each 

event begins with a non-deterministic. An event may be 

receiving a message, or issued or other event in the process. It 

is deterministic if from a given initial state, it always happens 

at the same final state. [1] 

The principle of Logging is to record on a reliable storage any 

occurrences of non-deterministic events to be able to replay 

them in recovering from a failure. During execution, each 

process performs periodic backups of their states, and 

recorded in a log information about messages exchanged 

between processes. There are three message-logging 

categories: optimistic, pessimistic and causal. 

 

1) Pessimistic message-logging 

This protocol was designed under the assumption that a failure 

may occur after any nondeterministic event (i.e. message 

reception). Then, each message is saved on a stable storage 

before to be delivering to the application. 

These protocols are often made reference to the synchronized 

because when logging process logs an event of non-

deterministic stable memory, it waits for an acknowledgment 

to continue its execution. 

In a pessimistic logging system, the status of each process can 

be recovered independently.  This property has four 

advantages: 

 Process can send messages to the outside without using 

a special protocol 

 The process restarted at the most recent checkpoint. 

 Recovery is simple because the effects of a failure are 

limited only on the fail process 

 The garbage collector is simple 

The main drawback is the high latency of communications, 

which results in degradation of the applications response time. 

Several approaches have been developed to minimize 

synchronizations: 

 The use of semiconductor memories such as non-

volatile stable support 

 The sender based message logging (SBML) [14] which 

preserves the determinant or the message in the 

volatile memory of the transmitter, instead of a 

remote memory 

 

2) Optimistic message-logging 

This protocol uses the assumption that the logging of a 

message on reliable support will be complete before a failure 
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occurs. Indeed, during the process execution, the determinants 

of messages are stored in volatile memory, before being saved 

periodically on stable support. The storage stable memory is 

asynchronous: the protocol does not require the application to 

be blocked during the backup memory stable. Induced latency 

is then very low. 

However, a failure may occur before the messages are saved 

on stable storage. In this case, the information stored in 

volatile memory of the process down is lost and the messages 

sent by this process are orphaned. This can produce a domino 

effect of rollbacks, which increases the recovery time. 

 
3) Causal message-logging 

This protocol combines the advantages of both previous 

methods. As optimistic logging, it avoids the synchronized 

access to stable, except during the input / output. As 

pessimistic logging, it allows the process to make interactions 

with the outside world independently, and does not create 

process orphan. Causal logging protocols piggyback 

determinants of messages previously received on outgoing 

messages so that they are stored by their receivers. 

 

III. HIERARCHICAL CHECKPOINTING FOR GRIDS 

The architecture of a grid can be defined as a set of clusters 

connected by a WAN-type network. The cluster consists of 

multiple nodes connected by a broadband network. We adopt a 

hierarchical scheme. In each cluster, there is one leader 

connected to all other nodes of its cluster. All leaders are 

connected together (Fig. 2). 

The leader assumes the role of intermediary in the inter-cluster 

communications. The backup takes place in four phases: 

1) Initialization: an initiator sends a checkpoint-request to its 

leader 

2) Coordination of leaders: the leader transfers the 

checkpoint request to the other leaders 

3) Local checkpointing : Each leader initiates a checkpoint in 

its cluster 

4) Termination: When local checkpoint is over, each leader 

sends an acknowledgement to the initial leader. 

The recovery follows the same rules as the backup: 

coordination phase of the leaders, and a phase of recovery 

limited to the cluster. 

 

 

 
Fig 2: Hierarchical checkpointing for grids 

 

IV. PERFORMANCE EVALUATION 

In the most previous studies, fault tolerance algorithms were 

tested in flat architectures, namely in a cluster. The aim of our 

study is to determine which algorithm best suits the 

architectural grid. To this aim, we implement the seven 

checkpoint algorithms described in Section 2: the 3 main 

messages logging protocols (represented as “ML” in the 

figures), Chandy-Lamport, Communication induced protocol 

(CIC in figures), and blocking coordinated checkpointing.We 

compare the performance of these algorithms in cluster and 

grid environments. We use the Omnet++ simulator [7]. The 

cluster is configured with 25 nodes. For the grid configuration, 

25 nodes were uniformly spread in 5 clusters. The intra-cluster 

delay is fixed to 0.1 ms and the inter-cluster delay is fixed to 

100ms. Our tests were carried out with 50 application 

processes. Messages between processes were randomly 

generated.  

A. Failure free performance 

Fig. 3 presents the performance of the algorithms in both 

configurations. It is obvious that the time taken to run an 

application with checkpointing is greater than the time taken 

for it to run without checkpoint. Protocol overhead checkpoint 

coordinated non-blocking is less compared to other approaches 

to that phase synchronization is limited to the cluster and the 

second concerns only the leaders of each cluster. The 

additional cost of communications-driven approach is due to 

the forced checkpoints during execution. Logging protocols 

are sensitive to characteristics of the application, especially in 

communications-intensive applications. Indeed, they produce a 

large overhead due to the backup of messages on stable 

storage and the increasing size of messages to piggyback 

determinants. 
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Fig. 3:  Failure free performance, Checkpoint interval=180s, Execution 

time=900s 

 

B. Recovery time 

The recovery time depends on the number of checkpoints 

maintained by the protocol and the number of rollbacks. In 

coordinated checkpointing and pessimistic logging, recovery is 

simplified because the system is rolled back only to the last 

recent checkpoint. In the grid approach, the additional cost of 

recovery decreases slightly. Indeed, if the faulty node has no 

dependencies with nodes of other cluster nodes, the fault is 

confined to the cluster node's fault. So all the nodes of the grid 

do not perform the recovery procedure. By cons, if the inter-

cluster communications are intensive, the overhead increases 

as in the case of causal and optimistic logging. 
 

 

 

 

 

 

 

 

 

 

Fig.4: Overhead of recovery,checkpoint interval=180s,execution 

time=900s,numbers of fault=10 

 

 

C. Number of rollbacks 

For coordinated checkpoint protocols, all processes must 

resume during recovery. The logging protocol reduces the 

number of rollback. This number is minimal in pessimistic 

approach since only faulty processes need to be rolled back. 

For the other logging protocol, this number depends on the 

information stored in backups and in the main memory of 

correct processes. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: Number of process, Checkpoint interval=180s, Execution time=900s, 

Numbers of fault= 1 

 

V. RELATED WORK 

Paul et a.l [4] proposes a hierarchical protocol based on 

coordinated checkpoint. This protocol is designed for 

hierarchical networks like the Internet. The experiments were 

made on a network of four clusters of eight nodes. Authors 

consider three roles of the different processes. Initiator is the 

process that initiates checkpoint sessions. One Leader process 

coordinates the activities within each cluster, in line with the 

instructions of the Initiator. Follower are the rest of the system 

processes, they follow the instructions of their Leader. The 

checkpoint protocol is hierarchical in two phases. The first 

phase is the execution of the algorithm coordinated checkpoint 

limited to the cluster. During this phase the processes are 

blocked and establish a consistent checkpoint. The second 

phase is a coordinated checkpoint but the leaders are the only 

participants, with the initiator, which acts as a coordinator. The 

experiments showed that the overhead of checkpointing in the 

hierarchical approach is lower than in the standard “flat” 

coordinated protocol. However the protocol hierarchy is 

sensitive to the frequency of messages between clusters. 

Indeed the extra cost of checkpoint increases progressively as 

the frequency of messages increases, and tends towards that of 

the checkpoint protocol standard. 

Bhatia et al. [5] propose a hierarchical causal logging protocol 

that addresses the scalability problems of causal logging. 

Indeed, the traditional causal logging algorithms are used 

successfully in small-scale systems. They are known to provide 

a low overhead during failure-free executions sending no extra 

messages. But they are not scalable since each application 

process needs to maintain a data structure, which grows 

quadratically with the number of processes in the system.  

Authors reduce the data structure by an exponential amount. 

They propose a hierarchical approach using a set of proxies 

spread on the network that act as a distributed cache. This 

approach highly reduces the amount of information 

piggybacked on each messages. However, the use of proxies 

decreases the performance of recovery since the recovery 

information is spread on the proxies. 
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Monnet et al. [6] propose a hierarchical checkpointing 

protocol, which combines coordinated checkpointing inside 

clusters and a checkpoint induced by communications between 

clusters. Simulation of the protocol shows that it generates a 

high number of forced checkpoints when the communication 

rate between clusters increases. Then, this approach is more 

suitable for code coupling applications where communications 

are mainly local inside clusters. 

Several techniques are used to implement fault tol- erance in 

message-passing systems. Simple replication is not relevant for 

such systems, since if the system is designed to tolerate n 

faults, every component must be replicated n times and the 

computation resources are thus divided by n. The two main 

techniques used are message- logging and coordinated 

checkpoints. A review of the different techniques can be fount 

in [2]. 

Message-logging consists in saving the messages sent between 

the computation nodes, and replay them if a failure occurs. It is 

based on the piecewise deterministic assumption: the 

execution of a process is a sequence of deterministic events 

separated by non deterministic ones [14]. With this 

assumption, replaying the same sequence of non-deterministic 

events at the same moment makes possible the recovering of 

the state preceding a failure. Thus these protocols consist for 

every process to save 

all its non-deterministic events in a reliable manner and to 

checkpoint regularly. When a failure occurs, only the crashed 

process is restarted from its last checkpoint, and it recovers its 

last state after having replayed all saved events. There is no 

need to coordinate the checkpoints of the different processes. 

No orphan processes (i.e. processes that are waiting for a 

message that will never come, since the expected sender is 

more advanced into its execution) are created. The recover 

mechanism is more complex than with coordinated 

checkpoints as a process shall obtain its past events and be 

able to replay them. Moreover the overhead induced during 

failure-free execution decreases the performances in not very 

faulty environments, such as clusters [23]. Furthermore, it can 

lead to the domino effect [24]: a process that rollbacks and that 

need a message to be replayed, asks another process to 

rollback. This process does, and asks another one to do so, etc. 

The execution can be restarted from the beginning because of 

cascading rollbacks and so the benefits of fault tolerance are 

lost. 

Message-logging protocols are classified into three categories : 

optimistic, pessimistic and causal proto- cols. Optimistic 

protocols assume that no failure will occur between the 

moment a process executes a non- deterministic event and the 

moment this event is saved on a reliable storage support. So 

when a process executes a non deterministic event, it sends it 

to the reliable storage support then continues its computation 

without waiting any acknowledgment [22]. The induced 

overhead during failure-free execution is then quite small, but 

the optimistic hypothesis introduces the risk to get an 

incoherent state if it is not realized. Pessimistic protocols do 

not make this hypothesis, and the processes wait for an 

acknowledgment from the reliable storage support to continue 

their execution [23]. The induced overhead during fault-free 

execution is then important. The third category of message-

logging protocols tries to gather the advantages of both 

optimistic and pessimistic protocols: low overhead during 

fault-free execution, and no risk to recover into an incoherent 

state. It consists in saving the causality information on a 

reliable storage, but does not need to wait for the 

acknowledgment from this medium by piggybacking these 

information in the messages until the acknowledgments are 

received. A description can be found in [24], and another 

causal protocol based on dependencies graphs is described in 

[25]. A metric to evaluate the performances of message-

logging protocols can be found in [26]. 

Coordinated checkpointing has been introduced by Chandy 

and Lamport in [27]. This technique requiresthat at least one 

process sends a marker to notify the other ones to take a 

snapshot of their local state and then form a global checkpoint. 

The global state obtained from a coordinated checkpoint is 

coherent, allowing the system to recover from the last full 

completed checkpoint wave. It does not generate any orphan 

processes nor domino effect, but all the computation nodes 

must rollback to a previous state. The recover process is 

simple, and a simple garbage collection reduces the size 

needed to store the checkpoints. 

In blocking checkpointing protocols, the processes stop their 

execution to perform the checkpoint, save it on a reliable 

storage support (that can be distant), send an acknowledgment 

to the checkpoint initiator and wait for its commit. They 

continue the execution only when they have received this 

commit. The initiator sends the commit only when it has 

received all the acknowledg- ments from all the computing 

nodes to make sure that the global state that has been saved is 

fully completed. As claimed in [28], blocking checkpoints 

induce an important latency and non-blocking checkpoints are 

then more efficient. 

Non-blocking coordinated checkpoints with dis- tributed 

snapshots consists in taking checkpoints when a marker is 

received. This marker can be received from a centralized 

entity, that initiates the checkpoint wave, or from another 

computation node which has itself received the maker and 

transmits the checkpoint signal to the other nodes. This 

algorithm assumes that all the communication channels comply 

with the FIFO property. Therefore the computation processes 

do not have to wait for the other ones to finish their 

checkpoint, and then the delay induced by the checkpoint 

corresponds only to the local checkpointing. 

Communication-induced checkpoint protocols (CIC) perform 

uncoordinated checkpoints but avoid the domino effect [29]. 

Unlike coordinated checkpoints, it does not require additional 

messages for a process to know when it has to perform a local 

checkpoint. The information about when a local checkpoint 

must be performed are piggybacked in the messages 

exchanged between the processes. Two kinds of checkpoints 

are defined: local and forced. Local checkpoints are decided 

by the local process, forced ones are decided by the process 

accord- ing to the information piggybacked in the messages. 

The forced ones avoid the domino effect and ensure then the 

progress of the recovery line, i.e. the set of checkpoints of all 

the processes describing a coherent global state. When a 
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failures occurs, all the processes rollback to their last stored 

local checkpoint and then to the last recovery 

line. CIC is an interesting theoretical solution but it has been 

shown in [30], using NPB 2.3 benchmark suite [31], that it is 

not relevant for typical cluster applications. 

Several MPI libraries are fault tolerant. A review can be found 

in [32]. Coordinated checkpointing has been implemented in 

several MPI implementations on different levels of the 

application. 

LAM/MPI [33], [34] implements the Chandy-Lamport 

algorithm for a system-initiated global checkpointing. When a 

checkpoint must be performed, the mpirun process receives a 

checkpoint request from a user or from the batch scheduler. It 

propagates the checkpoint request to each MPI process to 

initiate a checkpoint wave. As in our blocking Chandy-

Lamport implementation, each MPI process then coordinates 

itself with all the others, flushing every communication 

channel, in order to reach a consistent global state. If a failure 

occurs, mpirun restarts all the processes from their last stored 

state. Finally, processes rebuild their communication channels 

with the other ones and resume their execution. 

VI. CONCLUSION 

In this paper, we compare checkpoint protocols and message 

logging in grid computing. We propose a hierarchical 

approach to combine different algorithms. We find that the 

protocols that require the recovery of all processes in case of 

single failure are poorly suited to systems with many 

processes. The message logging protocols are more suitable 

for large configuration with the exception of some causal 

logging approach, which induces communications to all 

processes during the recovery. Non-blocking coordinated 

checkpoint are not sensitive to the rate of communications. 

They therefore represent an attractive solution for applications 

and highly interconnected grid architectures by reducing the 

number of markers sent during the synchronization phase. 
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Abstract — Face recognition is an important biometric method 

because of its potential applications in many fields, such as access 

control, surveillance, and human-computer interaction. In this 

paper, a face recognition system that fuses the outputs of three 

face recognition systems based on Gabor jets is presented. The 

first system uses the magnitude, the second uses the phase, and 

the third uses the phase-weighted magnitude of the jets. The jets 

are generated from facial landmarks selected using three selection 

methods. It was found out that fusing the facial features gives 

better recognition rate than either facial feature used individually 

regardless of the landmark selection method.  

 

 
Keywords—Gabor filter; face recognition; bunch graph; image 

processing; wavelet 

I. INTRODUCTION 

ace recognition approaches can be divided into three 

groups [2]; global, local, and hybrid approaches. In global 

based methods the face image is represented as a low 

dimension vector by being projected into a linear subspace 

[1][2]. The advantages of global based methods are: their 

simple applicability, easy computation, and their general 

function. However, the limitation of global based methods is 

that they do not detect the differences in faces local regions 

and as such are not capable of extracting the local or 

‘topological’ structures of the face. In local based approaches, 

the geometric features such as the position of eyes, nose, 

mouth, eyebrows, measurements of width of eyes, are used to 

represent a face [2][3][4]. There are several ways on how to 

select local features to represent a face, for example; manual 

feature selection by positioning nodes on fiducially points (e.g, 

eyes, and nose), and automatic feature selection. Hybrid 

methods are a combination of global and local approaches. 

The bunch graph method is a local approach that works by 

first locating a landmark on a face, then convolving a sub-

image around each landmark with a group of Gabor filters. 
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This produces a jet from each landmark. These jets will be 

used for face recognition by computing and comparing 

similarity scores between jets of two different images. Wiskott 

et al. introduced a face recognition method called the Elastic 

Bunch Graph Method [3] and compared the EBGM with 

several face recognition methods on the FERET and Bochum 

image databases in different face poses. Their system achieved 

98% recognition rate for frontal images. Bolme [4] also used 

Elastic Bunch Graph Method but he only used one training 

image per person and the jets were computed from manually 

selected training images landmarks. These jets were used to 

find new jet from new image using a displacement estimation 

method to locate the node on the new image. These new jets 

are then added to the existing jets database. By using the 

automatically obtained jets for recognition task an 89.8% 

recognition rate was reported on the FERET database. Sigari 

and Fathy [5] proposed a new method for optimizing the 

EBGM algorithm. Genetic algorithm was used to select the 

best wavelength of the Gabor wavelet. They had tested the 

proposed method on the frontal FERET face database and 

achieved 91% recognition rate. In this paper, a face 

recognition system that fuse facial features extracted using 

Gabor wavelet is presented. In section 2 the theory of Gabor 

wavelet method will be presented while in section 3 the 

application of bunch graph method to extract facial feature is 

presented. Section 4 describes the proposed system, while in 

section 5 the experimental results are discussed before the 

paper  concludes in section 6.  

 

II. GABOR WAVELET TRANSFORM 

Gabor wavelet is the fundamental features extraction tool in 

the bunch graph method. Two dimensional Gabor wavelets 

shown in (1) were used to extract features from landmarks by 

convolving the wavelet on the landmarks of the faces. The 

wavelet has a real and imaginary component representing 

orthogonal directions. These two parts can be formed into a 

complex number or used individually. The magnitude and 

phase of the image content at a particular wavelet’s frequency 

can be computed from the complex number given in (1) 
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Where  sincos' yxx  ,  cossin' yxy  . 

 

  specifies the wavelength of the cosine (or sine) wave. 

Wavelets with a large wavelength will respond to gradual 

changes in intensity in the image. Wavelets with short 

wavelengths will respond to sharp edges and bars.  

   specifies the orientation of the wavelet. This parameter 

rotates the wavelet about its centre. The orientation of the 

wavelets dictates the angle of the edges or bars for which the 

wavelet will respond.   


 specifies the phase of the sinusoid. Typically, Gabor 

wavelets are based on a sine or cosine wave. Cosine wavelets 

are thought to be the real part of the wavelet and the sine 

wavelets are thought to be the imaginary part of the wavelet. 

Therefore, a convolution with both phases produces a complex 

coefficient. The mathematical foundation of the algorithm 

requires a complex coefficient based on two wavelets that have 

a phase offset of /2 . 

  specifies the radius of the Gaussian. The size of the 

Gaussian is sometimes referred to as the wavelet’s basis of 

support. The Gaussian size determines the amount of the 

image that effects convolution. In theory, the entire image 

should effect the convolution; however, as the convolution 

moves further from the center of the Gaussian, the remaining 

computation becomes negligible. This parameter is usually 

proportional to the wavelength, such that wavelets of different 

size and frequency are scaled versions of each other. 

  specifies the aspect ratio of the Gaussian. Most wavelets 

tested with the algorithm use an aspect ratio of 1. 

The value of the parameters used in this paper are the same 

as those used by Wiskott in [3], which give 40 Gabor wavelets 

with different frequencies and orientations.  

 

 
Fig. 1. The real part of the 2D Gabor wavelet mask with different wavelength 

and orientation. 

 

Convolving the same landmark with many Gabor wavelet 

configurations produces a collection of Gabor coefficients 

called jets. Each Gabor coefficient has a real and imaginary 

component. The magnitude and phase of the image’s content at 

a particular wavelet’s frequencies can be computed from the 

complex number. Let J be a complex number Gabor 

coefficient, the magnitude. magnitudeJ  and the phase angle   

of  J  are given as in (2) and (3) respectively.  
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III. BUNCH GRAPH METHOD 

A. Selecting Facial Features 

A face image is represented as a bunch graph. A bunch 

graph is a collection of jets for an image. Fig. 2(a) shows the 

landmarks that were selected as point of interest to be 

convolved with a group of Gabor wavelets. An example of a 

convolution of a Gabor wavelet at the chin of a person is 

shown in Fig. 2(b). Face images are zero padded for the 

convolutions where the wavelet exceeds the image dimensions, 

which normally occur near the edge of the image. 

 
(a) 

 
(b) 

 

Fig. 2. (a) FERET face images with the seven landmarks selected (b) 

convolution of a Gabor kernel at the chin. Face images are zero padded for 

the convolutions where the wavelet exceeds the image dimensions. 
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B. Jet Extraction and Bunch Graph Creation 

The convolution process produces a matrix having the same 

dimension as the Gabor wavelet dimension. According to [7], 

when the mask size of the wavelet comes closer to image size, 

the recognition performance increases. In this paper, the mask 

size was set 51 x 51 dimensions. Assuming that matrix  

contains the complex Gabor wavelet coefficients for one 

landmark given by a single wavelet from a given image. All 

matrices A for a given landmark given by the 4o wavelets are 

concatenated into a single vector. A collection of the 

concatenated version of matrix  for one landmark is called a 

jet. Thus, assuming matrix  represent the Jet then,  = { J1, 

J2, ..., J40} contains the entire Gabor coefficient for one 

landmark. A bunch graph for an image is a collection of jets. 

Let matrix  represent a bunch graph, then Matrix  = { N1, 

N2, ..., N7} will be used for similarity score calculation 

between images. 

 

IV. PROPOSED SYSTEM 

A. Face Recognition System Block Diagram 

 
(a) 

 

 
(b) 

 

 
(c) 

Fig. 3. Bunch graph face recognition system (a) magnitude only (b) phase 

only (c) weighted magnitude 

 

Fig. 3 shows the block diagram of Gabor based face 

recognition system. The seven landmarks as shown in Fig.2(a) 

selected from face images are convolved with group of Gabor 

wavelets. Jets from each landmark were then collected 

together to create a bunch graph as face representation and will 

be use for the matching task. Three systems will be tested.  

1) System A uses the jets magnitude information only 
2) System B uses the jets phase information only 
3) System C uses jets magnitude weighted by similarity of 

the phase between two different jets 

B. Landmark Selection 

The landmark selection for training images was done 

manually. For testing image, three method of landmark 

selection were conducted.  

1) The first method is by manually selecting landmark on the 

testing image.  

2) The second method is by using the mean coordinate from 

all training image landmark coordinates as shown in (4) 
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3) The third method is by using the mode coordinate from all 

training image landmark coordinates as in (5) 

mode_coord={mode(x,y)1,mode(x,y)2,…,mode(x,y)N}  (5) 

 

where M = total of training image, and N = total landmark. 

 

C. Similarity Score 

For bunch graph similarity measurement, three similarity 

measurements are considered [4]; 
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Where G is number of wavelet coefficients in a jet, Ji is the 

magnitude of the jet and i  is the phase angle. B and B’ are 

the jets for two different images. Equation (6) computes jet 
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similarity score using jet magnitude (System A), (7) computes 

jet similarity score using jet phase (system B), while (8) use 

magnitude weighted by similarity of the phase angle to 

compute jet similarity score (System C). To compute the 

similarity score between two bunch graphs, (9) was used and N 

is total number of landmarks. 
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D. Matching 

For the matching task, if the score )',( CCSbunch  produced 

by (9), between the bunch graphs of a test image y and an 

image x  in the training database is larger than a given 

threshold t , then images y  and x  are assumed to be of the 

same person. The scores produced by equation (8) were 

normalized so that 1)',(0  CCSbunch , and the threshold 

t  value can be tuned between 0 and 1. To measure the 

performance of the individual system, several performance 

metrics are used. These are: 

i. For Recall Test 
a. Correct Classification. If a test image yi is correctly 

matched to an image xi of the same person in the 
training database. 

b. False Acceptance. If test image yi is incorrectly 
matched with image xj, where i and j are not the same 
person  

c. False Rejection. If image yi is of a person i in the 
training database is rejected by the system. 

ii. For Reject Test 
a. Correct Classification. If yi, from the unknown test 

database is rejected by the system 
b. False Acceptance. If image yi is accepted by the 

system. 
iii. Equal Correct Rate (ECR). Recall correct classification 

is equal to reject correct classification. 

 

E. Data Fusion 

 
 

Fig. 4. Block diagram of the fusion system 

Fig. 4 shows the block diagram of the fusion of systems A, 

B, and C, mentioned in Section 4(A). The fusion decision 

stage is a module that consists of several rules. 

1) For Recall 

 If both systems give correct matching, then correct 

match is found 

 If one system give correct matching and the other 

system give wrong matching or not found, then 

correct match is found 

 If both systems give wrong matching, then the fusion 

system give wrong matching 

 If one system gives wrong matching and the other 

system give not found, then the fusion system give 

wrong matching 

 If both system give not found, then the fusion system 

give not found 

2) For Reject 

 If both system correctly reject image from unknown 

test database, then the fusion system give correct 

reject 

 If one system correctly reject image from unknown 

test database and the other system accept unknown 

test image, then the fusion system give correct reject  

 If both system accept image from unknown test 

database, then the fusion system give false 

acceptance 

The fusion decision rules can be summarize as an OR 

operator as shown in Table I, Table II, Table III, and Table 

IV.  
TABLE I 

FUSION DECISION RULES 

System A  System B Fusion System output  

0  0  0  

1  0  1  

0  1  1  

1  1  1  

 
TABLE II 

FUSION DECISION RULES 

System A  System C Fusion System output  

0  0  0  

1  0  1  

0  1  1  

1  1  1  

 

TABLE III 

FUSION DECISION RULES 

System A  System B Fusion System output  

0  0  0  

1  0  1  

0  1  1  

1  1  1  

 

TABLE IV 

FUSION DECISION RULES 

System 

A 

System 

B 

System 

C 

Fusion System 

Output 

0 0 0 0 

1 0 0 1 

0 1 0 1 

0 0 1 1 

1 1 0 1 

1 0 1 1 

0 1 1 1 

1 1 1 1 
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The definition of the 0 and 1 result for both Recall and 

Reject test are as follow; 

1) Definition for Recall test 

 0 = Match not found 

 1 = Correct Match found  

2) Definition for Reject test 

 0 = False Acceptance 

 1 = Correct Reject  

 

F. Probabilistic OR Rules 

A modified OR, Probabilistic OR, is proposed. The rules of 

this OR gate takes into account confidence score of each 

individual system during the fusion stage. Table V shows the 

summary of the Probabilistic OR Rules. 

 
TABLE V 

PROBABILISTIC OR RULES 

System A  System C Fusion System output  

0  0  0  

1  0  CSA > CSC  1 

CSA < CSC  0 

0  1  CSA > CSC  1 

CSA < CSC  0  

1  1  1  

 

If all individual system gives no match found, then the 

fusion system output give no match found result. The same 

applies if all individual system gives match found, then the 

fusion system output give match found result. However, when 

one system gives a match is found while the other system gives 

a match not found, then the output will be the state of the 

system having the highest confidence score. The confidence 

score is the modulus of the similarity score between test and 

matched training image, minus the score threshold of the 

individual system as shown in (10). 

 

tSCS   (9) 

 

CS is confidence score, S is similarity score between test 

image and the matched training image, and t is the score 

threshold of the individual system.  

G. Face Database 

A total of 500 images with frontal face of a person were 

selected from the FERET database. They represent 200 

different individuals. 100 individuals are used for training & 

testing, and the other 100 different individuals are used for 

testing only. All the 500 selected FERET images were cropped 

to get only the desired face part of a person (from forehead to 

the chin). All images are adjusted so that both eyes coordinates 

of an individual are aligned in the same horizontal line and the 

dimension for each image is set to 60 x 60 pixels. Three 

images per individual will be used for training. Two testing 

databases were created. The first database, Known Test 

Database, has 100 images of the 100 persons in the training 

database. This database will be used to test the Recall 

capability of the face recognition system. The second database, 

Unknown Test Database, has also 100 images of 100 different 

persons. This database will be used to test the Rejection 

capability of the system. Fig. 5 shows the example of the 

normalized face image and Fig. 6 shows the FERET Face 

database tree chart used for experiments. 

 

       
 

Fig. 5. Examples of the selected FERET face images are cropped from 

forehead to chin, eyes coordinates are aligned and images are converted into 

gray scale format. 

 

 
 

Fig. 6. FERET Face database chart used for experiments 

V. RESULTS AND DISCUSSION 

As stated earlier, the range of the similarity score can be 

between 0 and 1. The threshold also can be tuned so that the 

performance of the system can either have high correct recall 

with high false acceptance rate for application such as boarder 

monitoring or high correct rejection rate for unknown persons 

for application such as access control. For this work, the 

threshold tuning parameter was set so that each system has 

equal correct recall rate and correct rejection rate. Three 

landmark selection criteria were tested and three systems were 

considered.  

 

 
Fig. 7. Recognition rate using magnitude, phase, and magnitude with phase 
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Fig. 7 shows the performance of the system individually.  

 

System A uses the jets magnitude, System B uses the jets 

phase, and System C uses the jets weighted magnitude. The 

manual landmark selection method outperforms the mean and 

mode selection methods for all three systems. Comparing the 

two automatic selection methods (mean and mode), the mean 

outperforms the mode selection criteria for all three systems. 

Comparing the performance of the individual system, system A 

outperforms the other systems in general except system B 

which gives slightly better result for the manual selection 

method.  

 

Fig. 8 shows that the recognition rates for the fusion of all 

possible combination of two or three systems. In general, the 

fusion of two systems or more give better performance than a 

single system alone. In addition, the fusion reduces the effect 

of the landmark selection method. The result in Fig. 8 shows 

that fusion of magnitude and phase gives the best performance 

(system A and system B), thus only the fusion of magnitude 

and phase features of Gabor wavelet will be used for 

Probabilistic OR rules experiment.  

Fig. 9 shows the result of data fusion using Probabilistic OR 

rules. Fusion system that uses the manual landmark selection 

outperforms fusion system that uses the mean and mode 

landmark selection by 15% approximately, while the 

performance between mean and mode selection more or less 

the same. 

 Comparing the Probabilistic OR rules result and the 

original OR rules result, the Probabilistic OR rules perform 

worst than the original OR rules regardless of the landmark 

selection method. When comparing the Probabilistic OR result 

with the individual system, the Probabilistic OR fusion based 

system outperforms all the individual system when using 

manual landmark selection method. However for the automatic 

landmark selection method (mean and mode), the Probabilistic 

OR fusion based system outperformed by System A, but 

outperform both systems B and C. 

 

 
Fig. 9. Recognition rate for data fusion of magnitude and phase (A+B) using 

the Probabilistic OR rules. 

 

The performance of our system is also compared with 

several methods that are based on bunch graph methods and 

use the same database as shown in Table VI. Our system 

performs better than both systems reported in [4] and [5] but 

lower than [3]. This may be due to the fact that [3] uses a 

precise jets extraction instead of just manually selecting a node 

on a face, thus creating a very detailed face graph with high 

precision  as well designing the system specifically for in-class 

recognition task. 
TABLE VI 

COMPARISON OF SEVERAL EBGM-BASED FACE RECOGNITION METHODS ON 

FERET DATABASE. 

 

Methods  Recognition Rate  

Elastic Bunch Graph Method [3] 98% 

EBGM  (automatic facial feature 

selection) [4] 

89.8% 

Gabor wavelength selection based on 

Genetic Algorithm [5] 

91% 

Our proposed method (Original OR rules) 

Mean facial feature coordinate selection 

Mode facial feature coordinate selection 

 

94% (recall), 95% (reject) 

95% (recall), 95% (reject) 

 

VI. CONCLUSION 

In this paper, a system that fuses the outputs of three 

systems is presented. These systems are based on the bunch 

graph method but one use magnitude of the jets only while the 

second one use the phase only, and last one use the magnitude 

weighted with phase. Three methods for selecting the 

landmarks where the jets are generated are used.  It was found 

that selection method did not significantly affect the 

 
Fig. 8. Recognition rate for data fusion. The ‘+’ sign means two or more systems were OR’ed. 



Special Issue on Distributed Computing and Artificial Intelligence 

 

-60- 

 

performance of the fused system. However, the manual 

selection gives the highest recognition rate followed by the 

mean and mode methods. It was also found that the output of 

the fusion system using the OR rules gives higher recognition 

rate than all system individually. We have also introduced a 

fusion stage based on Probabilistic OR rules. However, it was 

found that Probabilistic OR rules perform worst than the 

original OR rules. 

 

APPENDIX 

TABLE XI 

GABOR WAVELET PARAMETERS, WISKOTT [3] 

Parameter  Symbol Values  

Orientation   {0,/8, 2/8, 3/8, 4/8, 5/8, 6/8, 7/8} 

Wavelength   {4, 4√2, 8, 8√2, 16} 

Phase   {0, /2} 

Gaussian Radius 

Aspect Ratio 

  

  

 =  

1 
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Abstract — For predicting the shelf life of processed cheese 

stored at 7-8º C, Elman single and multilayer models were 

developed and compared. The input variables used for developing 

the models were soluble nitrogen, pH; standard plate count, Yeast 

& mould count, and spore count, while output variable was 

sensory score. Mean Square Error, Root Mean Square Error, 

Coefficient of Determination and Nash - Sutcliffo Coefficient 

were applied in order to compare the prediction ability of the 

developed models. The Elman models got simulated very well and 

showed excellent agreement between the experimental data and 

the predicted values, suggesting that the Elman models can be 

used for predicting the shelf life of processed cheese. 

 
Keywords— Artificial Neural Network, Artificial Intelligence, 

Elman, Processed Cheese, Shelf Life 

 

I. INTRODUCTION 

RTIFICIAL neural network (ANN), usually called neural 

network is a mathematical model or computational model 

that is inspired by the structure and functional aspects of 

ANN. ANN based computing method is an adaptive system 

that changes its structure based on external or internal 

information that flows through the network during the learning 

phase. In ANN based intelligent computing, simple artificial 

nodes called "neurons", "neurodes", "processing elements" or 

"units" are connected together to form a network of nodes 

mimicking the biological neural networks. Generally, ANN 

involves a network of simple processing elements that exhibit 

complex global behavior determined by connections between 

processing elements and element parameters. While an ANN 

does not have to be adaptive, its practical use comes with 

algorithms designed to alter the weights of the connections in 

the network to produce a desired signal flow [1].Elman models 

are two layered backpropagation networks, with the addition 

of a feedback connection from the output of the hidden layer to 

its input. This feedback path allows Elman model to learn to 

recognize and generate temporal patterns, as well as spatial 

patterns. The Elman ANN model has tansig neurons in its 

hidden layer, and purelin neurons in its output layer. This 

combination is special in that two layered networks with these 

 
 

transfer functions can approximate any function (with a finite 

number of discontinuities) with arbitrary accuracy. The only 

requirement is that the hidden layer must have enough 

neurons. More hidden neurons are needed as the function 

being fitted increases in complexity. Elman model differs from 

conventional two layer networks in that the first layer has a 

recurrent connection. The delay in this connection stores 

values from the previous time step, which can be used in the 

current time step. Therefore, even if two Elman models, with 

the same weights and biases, are given identical inputs at a 

given time step, their outputs can be different because of 

different feedback states. Because the network can store 

information for future reference, it is able to learn temporal 

patterns as well as spatial patterns. The Elman models can be 

trained to respond to, and to generate, both kinds of patterns 

[2].Shelf life studies can provide important information to 

product developers enabling them to ensure that the consumer 

will see a high quality product for a significant period of time 

after production. Of course, long shelf life studies do not fit 

with the speed requirement and therefore, accelerated studies 

have been developed as part of innovation [3]. Goyal and 

Goyal [4] implemented brain based artificially intelligent 

scientific computing models for shelf life detection of cakes 

stored at 30
o
C. The potential of simulated neural networks for 

predicting shelf life of soft cakes stored at 10
o
C was 

highlighted by Goyal and Goyal [5]. Cascade single and 

double hidden layer models were developed for predicting the 

shelf life of Kalakand, a desiccated sweetened dairy product 

[6]. For forecasting the shelf life of instant coffee drink, radial 

basis artificial neural engineering and multiple linear 

regression models were suggested [7]. Cascade forward and 

feedforward backpropagation artificial intelligence models for 

prediction of sensory quality of instant coffee flavoured 

sterilized drink have been evolved [8]. Artificial neural 

networks for predicting the shelf life of milky white dessert 

jeweled with pistachio were applied by Goyal and Goyal [9]. 

The shelf life of brown milk cakes decorated with almonds 

was predicted by developing artificial neural network based 

radial basis (exact fit) and radial basis (fewer neurons) models 

[10]. Also, the time-delay and linear layer (design) intelligent 

computing expert system models have been developed for 

predicting the shelf life of soft mouth melting milk cakes 

stored at 6
o
C [11]. The computerized models have been 
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suggested for predicting the shelf life of post-harvest coffee 

sterilized milk drink [12]. Neuron based artificial intelligent 

scientific computer engineering models estimated the shelf life 

of instant coffee sterilized drink [13]. The aim of the present 

study is to develop Elman ANN models with single layer and 

multilayer, and to compare them with each other, for 

predicting the shelf life of processed cheese stored at 7-8ºC. 

 

II. METHOD MATERIAL 

 

The input variables used in the network were the processed 

cheese experimental data relating to soluble nitrogen, pH; 

standard plate count, Yeast & mould count, and spore count. 

The sensory score assigned by the trained panelists was taken 

as output variable for developing computing models (Fig.1). 

Experimentally obtained 36 observations for each input and 

output variables were used for developing the models. The 

dataset was randomly divided into two disjoint subsets, 

namely, training set having 30 (80% for training) observations, 

and validation set (20% for testing) consisting of 6 

observations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
            Fig. 1: Input and output parameters for elman models 
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Where, 

expQ  = Observed value; 

calQ  = Predicted value; 

expQ =Mean predicted value; 

n = Number of observations in dataset. 

 

Mean Square Error MSE (1), Root Mean Square Error RMSE 

(2), Coefficient of Determination R
2  

(3)  and Nash - Sutcliffo 

Coefficient E
2
 (4) were applied in order to compare the 

prediction ability of the developed models. Gradient Descent 

algorithm with adaptive learning rate, Powell Beale restarts 

conjugate gradient algorithm, Levenberg Marquardt 

algorithm, Fletcher Reeves update conjugate gradient 

algorithm, and Bayesian regularization algorithms were tried. 

Bayesian regularization mechanism was finally selected for 

training ANN models, as it exhibited the best results. The 

network was trained up to 100 epochs, and neurons in each 

hidden layers varied from 1 to 20.  The network was trained 

with single as well as multiple hidden layers, and transfer 

function for hidden layer was tangent sigmoid, while for the 

output layer it was pure linear function. MALTAB software 

was used for performing experiments. 

 

III. RESULTS AND DISCUSSION 

 

Elman single layer (Table 1) and multilayer (Table 2)  ANN 

models were developed and compared with each other for 

predicting the shelf life of processed cheese stored at 7-8º C. 

 

 
TABLE I 

RESULTS FOR SINGLE LAYER ELMAN MODEL 
 

Neurons MSE RMSE R2 E2 

3 9.13178E-05 0.009556034 0.990443966 0.999908682 

4 0.000314749 0.01774116 0.98225884 0.999685251 

5 0.000449704 0.021206231 0.978793769 0.999550296 

6 9.14141E-05 0.009561074 0.990438926 0.999908586 

7 0.00039364 0.019840363 0.980159637 0.99960636 

8 0.00039364 0.019840363 0.980159637 0.99960636 

9 9.15588E-05 0.009568634 0.990431366 0.999908441 

10 9.1607E-05 0.009571154 0.990428846 0.999908393 

pH 

Soluble 

nitrogen 

Standard 

plate count 

Yeast & 

mould 

count 

Spore 

count 

Sensory Score 
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11 0.000330042 0.018167049 0.981832951 0.999669958 

12 3.34199E-05 0.005780997 0.994219003 0.99996658 

13 0.000188492 0.013729239 0.986270761 0.999811508 

14 4.20792E-06 0.002051322 0.997948678 0.999995792 

15 9.18484E-05 0.009583755 0.990416245 0.999908152 

16 9.18967E-05 0.009586275 0.990413725 0.999908103 

17 9.1945E-05 0.009588795 0.990411205 0.999908055 

18 0.000115845 0.010763139 0.989236861 0.999884155 

19 9.20417E-05 0.009593835 0.990406165 0.999907958 

20 1.87878E-07 0.000433449 0.999566551 0.999999812 

 

 
TABLE 2 

RESULTS FOR MULTILAYER ELMAN MODEL 

Neurons MSE RMSE R2 E2 

3:3 9.1366E-05 0.009558554 0.990441446 0.999908634 

4:4 0.000561383 0.023693521 0.976306479 0.999438617 

5:5 9.14141E-05 0.009561074 0.990438926 0.999908586 

6:6 9.14141E-05 0.009561074 0.990438926 0.999908586 

7:7 9.14623E-05 0.009563594 0.990436406 0.999908538 

8:8 9.14623E-05 0.009563594 0.990436406 0.999908538 

9:9 9.15105E-05 0.009566114 0.990433886 0.999908489 

10:10 4.78872E-05 0.006920061 0.993079939 0.999952113 

11:11 0.000535418 0.02313911 0.97686089 0.999464582 

12:12 0.000554478 0.023547358 0.976452642 0.999445522 

13:13 9.16552E-05 0.009573674 0.990426326 0.999908345 

14:14 9.17035E-05 0.009576194 0.990423806 0.999908296 

15:15 9.17518E-05 0.009578715 0.990421285 0.999908248 

16:16 8.80247E-05 0.009382151 0.990617849 0.999911975 

17:17 3.93431E-05 0.006272407 0.993727593 0.999960657 

18:18 9.18484E-05 0.009583755 0.990416245 0.999908152 

19:19 0.000711004 0.026664661 0.973335339 0.999288996 

20:20 1.17981E-05 0.00343483 0.99656517 0.999988202 

 

Elman single layer and multilayer computerized models were 

developed for predicting the shelf life of processed cheese 

stored at 7-8
o 

C. Single layer model with 5-20-1 combination 

(MSE: 1.87878E-07; RMSE: 0.000433449; R
2
 : 

0.999566551; E
2
: 0.999999812) gave the best result among 

single layer experiments (Table 1); and for multilayer Elman 

models, the best result was with 5-20-20-1 combination (MSE: 

1.17981E-05; RMSE: 0.00343483; R
2
 : 0.99656517; E

2
 : 

0.999988202) (Table 2). The comparison of these two results 

showed that the multilayer model with a combination of 5-20-

20-1 performed better for predicting the shelf life of processed 

cheese. The comparison of Actual Sensory Score (ASS) and 

Predicted Sensory Score (PSS) for Elman single layer and 

multilayer models are illustrated in Fig.2 and Fig.3, 

respectively. 

 

 

 
Fig. 2: Comparison of ASS and PSS for Elman single layer model 

 

 

 
Fig. 3: Comparison of ASS and PSS for Elman multilayer model 

 

From the results, it is observed that Elman models got 

simulated exceedingly well, and are very effective in 

predicting the shelf life of processed cheese stored at 7-8
 o 

C. 

 

IV. CONCLUSION 

 

Elman single and multilayer ANN models were developed and 

compared with each other. The inputs variables of the network 

consisted of soluble nitrogen, pH; standard plate count, yeast 

& mould count, and spore count. The output variable was 

sensory score of the processed cheese stored at 7-8
o
C. The 

modelling results revealed very good agreement between the 
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experimental data and the predicted values, with a high 

determination coefficient, establishing that the developed 

Elman ANN models were able to analyze non-linear 

multivariate data with excellent performance, fewer 

parameters, and shorter calculation time. This Elman model 

might be an alternative low cost and less time consuming 

method for determining the expiration date of stored processed 

cheese, shown on labels and provide consumers with a safer 

food supply [14-20]. 
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