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Abstract — Oceanic and coastal radars operation is affected 
because the targets information is received mixed with and 
undesired contribution called sea clutter. Specifically, the popular 
CA-CFAR processor is incapable of maintaining its design false 
alarm probability when facing clutter with statistical variations. 
In opposition to the classic alternative suggesting the use of a fixed 
adjustment factor, the authors propose a modification of the CA-
CFAR scheme where the factor is constantly corrected according 
on the background signal statistical changes. Mathematically 
translated as a variation in the shape parameter of the clutter 
distribution, the background signal changes were simulated 
through the Weibull, Log-Normal and K distributions, deriving 
expressions which allow choosing an appropriate factor for each 
possible statistical state. The investigation contributes to the 
improvement of radar detection by suggesting the application of 
an adaptive scheme which assumes the clutter shape parameter is 
known a priori. The offered mathematical expressions are valid for 
three false alarm probabilities and several windows sizes, covering 
also a wide range of clutter conditions.   

Keywords — Radar Clutter, CFAR, False Alarm Probability, 
Radar Detectors Performance.

I.	 Introduction

A radar is a device that emits electromagnetic waves and receives 
the echo resulting from their interaction with nearby objects [1]. 

The echoes received from targets of interest are interpreted as useful 
signal, while those originated from the reflection of the emission on 
other entities are considered as a distortion and called clutter [2].

When operating in coastal and offshore environments, the distortion 
signal often comes from the sea surface and is thereby called sea clutter. 
Given the variability of the sea surface, and the influence of others 
factors, the sea clutter usually introduces an important interference in 
the detection [3].

The Weibull [4, 5], Log-Normal [6, 7] and K [8-10] distributions are 
commonly used for sea clutter modeling. They display heavy tails for 
certain configurations of their respective parameters, according to that 
observed in radar readings.

CFAR (Constant False Alarm Rate) processors are widely applied 
for eliminating the effects of the clutter, being the CA-CFAR (Cell 
Averaging-CFAR) the classical alternative [11]. This scheme constantly 
moves a reference window across the coverage area for calculating the 
average of a small region. Then, it decides if the cell at the center of 
the window is a target by comparing its magnitude with a threshold 
calculated from the estimated average [12].

When the CA-CFAR mistakenly classifies a cell with clutter as a 
target, it is said that a false alarm has occurred. Indeed, the false alarm 
probability ( ) is one of the fundamental parameters of a radar detector 

[13]. Therefore, the CA-CFAR includes an adjustment factor ( ) that 
allows establishing the false alarm probability at a predefined level.

In the traditional operation mode, the adjustment factor is kept 
constant the entire operation period [14]. This approach provides 
good results under the assumption that the clutter statistics will remain 
unaffected. However, when variations occur in the statistics, it becomes 
necessary to correct the adjustment factor as it was demonstrated in 
[15]. Otherwise, the operational false alarm probability will deviate 
from the intended design value.

As a solution to this problem, the authors of the current paper obtained 
mathematical expressions that allow making the necessary correction in 
the adjustment factor for a wide range of shape parameters for the Weibull, 
Log-Normal and K distributions. The results were obtained after processing 
several millions samples and performing curve fitting procedures. The 
offered expressions are valid for the false alarm probabilities of 
,  and  and provide an estimation of the factor regardless of 
the CA-CFAR sliding window size. The shape parameter of the statistical 
distributions was assumed to be known in advance, which is acceptable 
given the accurate methods proposed in [16-18].

The found expressions provide a new alternative for solving a 
problem ignored by most common CFAR implementations that usually 
concentrate on modifying the method for estimating the background 
average [19-22]. This paper focuses on canceling the effect of the 
clutter slow statistical variations instead of developing techniques for 
processing non-homogeneities. 

The classical solution for this problem was described in [23] and 
it proposes the use of an empiric formula based on environmental 
conditions. However, the drawbacks of this approach were pointed out 
also in [23], where it was explained that the progress is yet reduced 
because the formulas does not take into account the wind speed and 
the sea state, two conditions of proven influence on the features of 
the measurements. The approximation followed in the current paper 
ignores the complexity introduced by the environmental variables and 
focuses on the processing of the received samples as a direct approach 
to the correction of the adjustment factor.

The paper proceeds as follows. The second section, called 
“Materials and Methods” presents the Probability Density Functions 
(PDF) of the Weibull, Log-Normal and K models. In the same section, 
the executed algorithm is described. Subsequently, the results are 
presented and commented in “Results and Discussion”, including the 
found mathematical expressions from the curve and surface fittings 
which generalize the obtained outcomes. Finally, in “Conclusions and 
Future Research” the main contributions of the study are summarized 
and recommendations are given for ways to continue the investigation.

II.	 Materials and Methods

The probability density functions employed in this project are 
the Weibull (1), the Log-Normal (2) and the K (3). All of them have 
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extensive validation and were categorized as classical distributions in 
[24].

The K distribution is the more widely accepted model for high 
resolution sea clutter observed at low grazing angles [23]. The Weibull 
distribution is a very versatile model that has been applied to ground 
[25], weather [7] and ice clutter [26]; in addition, in [4] it was selected 
as the best model fitting sea clutter data. Lastly, the Log-Normal 
distribution tends to fit data for particular situations such as samples 
corresponding to HH polarization [27], in the assessment of the clutter 
spatial distribution [28], and for cells containing mixed target and 
clutter reflections [4, 7].

	 (1)

	 (2)

	 (3)

In expression (1),  is the Weibull PDF whereas  and  are scale 
and shape parameters respectively. Together, in (2) and (3)  and 

 are the Log-Normal and K PDFs, whereas  are the scale 
parameters and  are the shape parameters. In all cases, the  was 
utilized as the independent variable. Auxiliary expressions such as the 
CDF (Cumulative Distribution Function) and the moment generating 
function can be found in [29-32].

A.	 Description of the Experiments
The basic experiment was carried out to simulate the response of 

a CA-CFAR to one million independent sliding windows filled with 
clutter samples. The total number of involved samples depended on 
the window size; for example, when a 64 reference cells window was 
simulated, there were 65 samples in each essay, which made a total of 
65 million samples for the whole experiment.

In the first iteration, a small adjustment factor such as  
was chosen. This value provoked the occurrence of many false alarms, 
that is, a high number of clutter samples were misclassified as targets. 
Then, the procedure was repeated increasing the  in each new iteration 
until the factor that produced a  was found with less than a 

 deviation. The same process led to the finding of the  factors that 
guaranteed the occurrence of  and .

The three  values extracted from the above algorithm are only 
valid for the distribution obeyed by the processed samples. Therefore, 
if the first sequence corresponded to the Weibull model, then the steps 
had to be repeated for the Log-Normal and K as well.

In addition, three factors are not enough for each distribution 
because they only represent the CA-CFAR response to a given shape 
parameter. The authors chose 19 different parameters ​​from the Weibull, 
Log-Normal and K distributions and re-executed the procedure with 
each one. The shape parameters were taken from intervals validated in 
several studies. For the Weibull case, it was used:  
[4, 33, 34]; for the Log-Normal case:  [7, 25, 27, 
35], and for the K distribution:  [34-36]. The reader 
should note that the scale parameter has no influence in the detection 
mechanism [15].

Although it includes the handling of a large number of samples, 

the previously described algorithm is not yet complete. It needs to be 
repeated for different sliding window dimensions. The authors initially 
used a size of 64 cells and then recalculated the  s for 32, 16 and 8 
cells in the sliding window.

Once completed, the experiments yielded 228  values ​​per 
distribution, for a total of 684 figures. These numbers can be placed 
on a table for searching according to the specifications of a given 
design. However, to facilitate the implementation of the results, the 
authors performed a curve fitting procedure that allowed synthesizing 
the findings into three mathematical expressions per distribution. 
Each expression belongs to one of the three addressed false alarm 
probabilities and allows the direct entry of the window size and the 
shape parameter, returning the  value to be applied.

III.	Results and Discussion

The current section presents the results of the experiments. It 
begins by describing the influence of each simulation variable on the 
CA-CFAR adjustment factor. Subsequently, the curve and surface 
fittings that enabled the generation of the mathematical expressions 
are discussed. The section concludes by characterizing the deviations 
introduced by the expressions, and by discussing the application of the 
paper.

A.	 Influence of the variables on the CA-CFAR factor
Fig. 1 plots the adjustment factors estimated for guaranteeing the 

false alarm probabilities of  ,  and  
for 19 different occurrences of the Weibull shape parameter. The 
information corresponds to that observed for a 64 cells CA-CFAR.

Fig. 1. Adjustment factors found by processing Weibull clutter with a 64 cells 
CA-CFAR.

As it can be seen, the reduction of the false alarm probability 
causes the adjustment factor to rise. This represents a logical behavior 
according on the effect of  on the detection threshold. A high factor 
causes the subsequent elevation of the threshold which provokes the 
occurrence of fewer false alarms, since it is less likely that a sample 
will exceed the defined level.

The effect of the variation of  over  is also visible in Fig. 1. The 
Weibull distribution exhibits heavier tails for the lower figures of the 
shape parameter, forcing the increase of the adjustment factor. It can be 
also noted that as the shape parameter increases, it losses influence on 
the selection of , that is, there is little difference between consecutive 

 values for .
The Weibull distribution shares the above feature with the K model. 

Actually, as it can be seen in Fig. 2 (left), the saturation of the influence 
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of the shape parameter over  is even higher for the K distribution. 
The opposite happens in the Log-Normal case (Fig. 2 right) where the 
increase between consecutive  values is remarkable for the higher s.

Fig. 2 plots the performed estimates for a 32 cells processor and 
variations of the K and Log-Normal shape parameters. Note that what 
was observed in Fig. 1 regarding the relationship between the false 
alarm probability and  also applies to these charts.

Moreover, Fig. 3 displays the effect of modifying the size of the 
sliding window on the adjustment factor selection. The reader may 
notice that the graph placed in the upper right corner is a zoomed view 
of the behavior in the  region.

After processing Weibull samples with CA-CFAR schemes whose 
windows sizes were changed, the need to increase  with the decrease 
of the number of cells in the window became obvious (see Fig. 3). 
A system with fewer cells for computing the background mean will 
produce less accurate threshold estimations. Accordingly, the processor 

will require a higher adjustment factor to maintain its design .
Here ends the description of the influence of the different simulation 

variables on the outcomes. The behavior described for the presented 
examples generalizes that observed in all trials.

B.	 Curve and surface fittings
In order to concentrate the information gathered in all the 

experiments, curve and surface fittings were conducted. Fig. 4 shows 
some of the curve fits made for the  factors obtained from Log-
Normal distributed samples. 

The following fits were tested for each distribution: polynomial 
from first to eighth order; rational from first to fifth order both in 
the numerator and in the denominator; and power fits. It was found 
that the rational fit provided the best results, accurately matching the 
shape parameters relation with  increase. Weibull and K distributions 
were fitted with a second degree polynomial in the numerator and a 

Fig. 2. Adjustment factors extracted from the response of a 32 cells CA-CFAR to K and Log-Normal clutter.

Fig. 3. Adjustment factors found by processing Weibull clutter samples with different window sizes.

Fig. 4. Curve fittings for a 64 cells CA-CFAR operating for Pf=10-3 and facing Log-Normal clutter.
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first degree in the denominator. On the other hand, the Log-Normal 
distribution was fitted with a first degree polynomial in the numerator 
and a second degree in the denominator.

After completing the curve fittings, the authors proceeded to 
execute surface fittings which included the influence of the window 
size on the selection of the  value. A representation of the problem 
at hand is offered in Fig. 5 where a three-dimensional surface relating 

 with the shape parameter of the K distribution and the number of 
cells is presented. Expressions obtained from the surface fitting are 
given in Table 1 that includes nine formulas for different false alarm 
probabilities and distributions, together with their respective values of 
RMSE (Root Mean Squared Error). As it can be seen, an exponential 
term that takes into account the contribution of the number of cells in 
the window was added in all cases.

C.	 Evaluating the quality of the fit
The quality of the fit was measured by generating new independent 

sample sets with a similar structure to those employed in the initial 
simulations. Then, the sets were processed using the  values extracted 
from the formulae provided in Table I. The measured  values that 
were extracted from these experiments proved that the expressions 
guarantee an average deviation of a 32,3% for the Weibull distribution, 
of a 30,4% for the Log-Normal case and of a 37,66% for the K model.

The same experiment was reproduced using expressions obtained 
from the curve fittings instead of those from the surface fittings. The 
average deviation reduced to a 12,1% for the Weibull distribution, a 
17,4% for the Log-Normal and a 15,85% for the K distribution when 
applying formulae from Tables II, III and IV. This indicated that the 
surface fit was unable to correctly adapt to the data at hand without 
losing precision. The drawback of using the curve fit is that it produces 
36 expressions instead of the 9 displayed in Table 1. 

Then, a selection have to be made according on the characteristics 
of the implementation at hand. If a fixed window size is used in the 
receiver, then a curve fit expression can be used for an improved 
precision. On the other hand, if the window size is not known in advance, 
or if it may vary given certain situations, a surface fitting expression 
will provide a good overall performance. Besides, expressions from 

Table I also allow estimating the  values for window sizes different 
from 64, 32, 16 and 8.
Table I. Expressions obtained from the curve fittings for estimating  using 
the shape parameter from the Weibull, Log-Normal and K distributions and 

the window size .

Expressions found through the curve fitting procedure RMSE

K Distribution

- -

1,36

6,641

12,67

Log-Normal Distribution

- -

0,4308

1,564

3,435

Weibull Distribution

- -

0,04264

0,1898

0,1581

Fig. 5. Adjustment factors extracted from the response of a 32 cells CA-CFAR to K and Log-Normal Clutter.
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Table II. Expressions obtained from the curve fittings for estimating  using 
the shape parameter from the K distribution and the window size .

Expressions found through the curve fitting procedure (A; B; C; D)

Table III. Expressions obtained from the curve fittings for estimating 
 using the shape parameter from the Log-Normal distribution and the 

window size .

Expressions found through the curve fitting procedure (A; B; C; D)

Table IV. Expressions obtained from the curve fittings for estimating  
using the shape parameter from the Weibull distribution and the window 

size .

Expressions found through the curve fitting procedure (A; B; C; D)

D.	 Application and assessment of the results
The current research led to the creation of nine mathematical 

expressions that allow selecting optimal CA-CFAR adjustment factors 
for maintaining the false alarm probabilities of ,  and  
for any window size between 8 and 64. The offered formulae take into 
account the contribution of the shape parameter of the Weibull, Log-
Normal and K distributions on the selection of the CA-CFAR factor, as 
well as the influence of the window size of the processor itself.

The research assumed the shape parameter was known a priori for all 
distributions. Its main application is in the improvement of the NATE-
CFAR detector presented in [17, 37]. This detector uses an enhanced 
neuronal parameter estimation technique to obtain a statistical 
characterization of clutter related distributions such as the Weibull [16], 
K [18] and Pareto [38]. The current contribution allows the expansion 
of the NATE method to a CA-CFAR with different numbers of cells 
in the sliding window; the previous NATE implementation was only 
suitable for 64 cells. Moreover, this research is particularly useful in 
the adaptation to statistical clutter changes of CFAR mechanisms that 
modify the size of the window such as the CI-CFAR [39] or TL-CFAR 
[40].

Regarding the accuracy achieved by the expressions, it can be noted 
that previous researches had displayed deviation percentages below 
20% for the false alarm probability [41-44]. However, the authors 
believe that the 33,45% achieved in the current project constitutes 
a positive outcome and justify the augmentation in the percentage 
of mistakes on the inclusion of several window sizes in the essays. 
Indeed, the papers [41-44] were concentrated on a single window 
size. In addition, in order to improve the performance of the presented 
solution, the authors also offered 36 particular expressions that can be 
used for fixed window sizes, reducing the deviation to a 15,11%.
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IV.	Conclusions and Future Research

After processing several million computer-generated samples 
corresponding to Weibull, Log-Normal and K distributions, the 
authors were able to create mathematical expressions relating the shape 
parameter of each distribution with the CA-CFAR adjustment factor 
for several sliding window sizes. By using the values ​​extracted from 
the expressions for correcting the adjustment factor, a cell averaging 
processor can guarantee its false alarm probability will only deviate a 
33,45% from the value conceived in the design even when the clutter 
exhibits statistical variations and the size of the sliding window varies 
from 8 to 64 cells. The system requires a priori knowledge of the shape 
parameter of the clutter distribution; therefore the formulae are to be 
used together with other previously presented mechanisms that include 
the estimation of the parameters.

The authors will focus next on searching a method for generalizing 
the results for false alarm probabilities lower than . The 
reproduction of the study for the popular OS-CFAR processor is also 
a future goal.
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