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Abstract — In a character recognition systems, the segmentation 
phase is critical since the accuracy of the recognition depend 
strongly on it. In this paper we present an approach based on 
Markov Decision Processes to extract text lines from binary 
images of Arabic handwritten documents. The proposed approach 
detects the connected components belonging to the same line by 
making use of knowledge about features and arrangement of those 
components. The initial results show that the system is promising 
for extracting Arabic handwritten lines.

Keywords — Text Line Segmentation, Handwritten Arabic 
Document, Connected Component Analysis, Markov Decision 
Processes.

I.	 Introduction

MANY documents are stored in their original state (as paper) and 
have yet to be exploited to produce their electronic versions. 

There are systems for converting the document image into text version, 
in order to facilitate the access and the search in the document. These 
systems often consist of five steps: pre-processing, segmentation, 
feature extraction, character recognition and post-processing.

Segmentation is the process of partitioning the document into 
homogeneous entities (lines, words or characters), it is a very important 
phase in the character recognition process since the recognition rate 
depends strongly on it. The segmentation of text lines is to assign 
the same label to units that are spatially aligned (pixels or connected 
components) [1].

The Arabic script is naturally cursive, which makes the extraction of 
lines from handwritten Arabic document a real challenge [2]. Among 
the challenges, we have:
•	 The writing styles which differ widely from one writer to another. 
•	 The fluctuation of the base line due to the movements of the pen 

results in different variations within the same text line. 
•	 The cluttered writing style and the ascender and descender 

introduce ligatures between parts of words which make overlap 
the adjacent lines. 

•	 The diacritical points, which lie below or above the words, further 
complicate the task.

To cope with these problems, we propose an approach for the 
detection and the extraction of Arabic handwritten text lines by 
exploiting knowledge about the connected components arrangement 
using Markov Decision Processes. The components that belong 
to the same line are those satisfying some constraints related to the 
knowledge.

The rest of this paper is organized as follows: Section II examines 
some related works. Section III provides insight into Markov Decision 
Processes. Section IV describes our approach for the segmentation of 

Arabic handwritten text lines. Section V gives some results and finally 
Section VI concludes the paper.

II.	 Related Works

In general there are two approaches for the segmentation of text 
lines: either through searching for separating locations between lines, 
or by searching for physical units such as Connected Component (CC) 
constituting a line. 

As mentioned in [3] the extraction techniques can be divided into 
three classes: top-down, bottom-up and hybrid methods.

In the top-down methods, the document image is partitioned into 
regions, often recursively based on the global characteristics of the 
image. These methods are influenced by the large curvatures of the 
lines and the lines of text that touch each other. For the bottom-up 
methods, the basic elements such as pixels or CC are grouped to form 
text line, for that a lot of calculation and heuristic analysis are needed. 
Hybrid approaches combine the two classes of techniques to give best 
results. The works in [4,1], present a revision for existing segmentation 
methods of handwritten text lines. There are also competitions like 
ICDAR [5] and ICFHR [6] that participate in advancing this field of 
research. 

Table I presents an overview of some related methods.

III.	Markov Decision Processes

Markov decision processes (MDP) are defined as controlled 
stochastic processes satisfying the Markov property, assigning rewards 
to state transitions [7,8] They are defined by: 
•	 S, is the state space within which the process evolve;
•	 A, is the space of actions that control the dynamics of the state;
•	 P() are the transition probabilities between states;
•	 r() is the reward function on transitions between states.

The transition probabilities characterize the dynamics of the system 
state. ),/'( assP  represents the probability that the system spends in 
state s’ after executing action a in state s. Conventionally requires that 

1),/'(',, =∀ ∑ assPsas .

As a result of the choice of action a in state s, we receive a reward. 
Positive values of ),( asr  may be regarded as gains and negative 
values as costs. This award may depend on the end state s’; )',,( sasr .

A function AS →Π :  assigning at each time step an action to every 
state is called a (stationary) policy. 

The value function of a policy IRS →Π :υ  is defined so that 

)(sΠυ  represents the infinite horizon, discounted cumulative reward 
attached to a policy Π  applied to a MDP, with initial state s. 
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TABLE I
An overview of some methods of segmentation of handwritten text lines

Ref Methods Description Rate of segmentation

[12] Projection profile and 
K-means

The document is split vertically into several strips, and text is detected based on the 
histogram of the PP. Text blocks are clustered using K-means in three classes; the large 
blocks are split vertically into a number of average text blocks according to the analysis 
of the neighborhood and interline spacing.

96%

[13] Connected Component

The algorithm starts by removing outlier components using a threshold value and 
then characters belonging to tow lines are detected and divided horizontally at the 
half distance. For line detection, a rectangular neighborhood is centered on a current 
component and increases to include those that satisfy certain conditions. The filtered 
components at the beginning are reallocated to the corresponding lines with respect to 
distance from their bounding box.

93.35%

[11] Projection Profile

After removing small components and linking broken characters, Fourier curve fitting 
within the horizontal PP is used to locate the point of separation. The contour is used 
to extract the base line of the CC which allows locating the cut point between different 
adjacent lines. The components are assigned according to the closest line that is 
approximated by a polynomial curve that fits the pixels in the baselines. Finally, lifted 
small size components are reassigned to their line according to the closest CCs nearest 
neighbour in four directions.

93% and 94% for 
MS 95% and 90% 

respectively

[14]
Projection profile 
and morphological 

dilatation

The horizontal PP is used to estimate the skew line. The slop in each zone is used for 
smearing it, using dilation with adaptive structuring element that changes the size and the 
slop according to the zone. In the second stage the big blobs are detected with a recursive 
function that search for the cut point in order to separate the components and match 
them with their lines following attraction and repulsion criterion. Touching components 
are detected and separated using erosion recursively in order to detect the thinness part, 
which corresponds to the cut point.

96% and 97% for 
MS 95% and 90% 

respectively

[15]
Adaptive Local 

Connectivity map 
(ALCM)

The grey-level image produced by the ALCM algorithm is binarized using an adaptive 
thresholding algorithm to detect the location of the text lines (masks). In the second 
step, CCs are grouped into location masks for each text line. Finally, the text lines are 
extracted by superimposing the components with text line pattern mask. For touching 
characters, the contour is divided into pieces of segments and reallocated according to 
the distance from their center of mass with respect to the nearest text line. 

99.5%

[3]
Wigner-Ville 

distribution and 
Projection profile

The image is divided into cells and the orientation within each cell is calculated using 
the Wigner–Ville distribution on the PP histogram. The cells having similar orientation 
are joined. The method exploits the projection peaks and the orientation within each 
area to follow the connected components forming text lines. The diacritical components 
are reassigned to the nearest text line. To separate connected lines, for each touching 
character and from a starting point, the flow continues beyond the intersection and 
the strokes of the same component are recovered by analyzing the angular variation 
corresponding to the curvature of the descending character. 

98.6%.

[16] BreadthFirst Search

The algorithm begins by removing diacritics and then the sparse similarity graph is built 
based on the local orientation of the component. Text lines are represented by a disjoint 
set using BreadthFirst Search (BFS). The affinity propagation clustering method is used 
to assign the blobs to text lines. 

95,6%

[17]
Breadth-first-

search and affinity-
propagation clustering

 After removing small components, the direction of text line is detected at each 
component by locating the region having maximum neighboring components, and then 
the local orientation is estimated by the least square line passing through the centroid 
of the components. After that, a graph is constructed where the nodes correspond to 
components and weights on edges correspond to distance to the estimated orientation 
line. The shortest path-algorithm is used to complete the graph. Two estimations of 
text lines are obtained: the Breadth-first-search and the affinity-propagation clustering 
method. The splitting error are corrected using affinity propagation while merging error 
are corrected using Expectation Maximization. Touching components are localized by 
finding the common tangent of the convex-hull of successive components, and then the 
component is split near the centroid. Finally, the diacritics and accent components are 
reassigned to their closest component. 

98,76% of F1-score 
for 90% MS

[5] Divide image into 
blocks

The Gaussian filter is used and the image is divide into blocks which are then binarized 
using an adaptive threshold with respect to the skew angle estimated in each block. 
Then, the blocks are concatenated to get the path of text lines, and finally text lines are 
extracted by thinning the background of the path image.

94%
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This value can be computed as:
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The expectation is taken over all possible trajectories where 

,...,,...,1,1,0,0 tatsasas from the initial state s, the policy 

Π  is applied. The factor which ensures that the above infinite sum 
converges is the discount factor 10 ≤≤ γ .

The problem of finding an optimal policy with respect to the 
discounted criterion (1) can be written as: ,:* AS →Π  so that: 

SAss ∈Π∀≥ ΠΠ ),()(* υυ .

Let’s consider the Bellman operator β  operating on any value 
function υ  as:

	 (2)

Let *υ denote the value function attached to an optimal policy 

*Π ( Π=υυ* ). It has been shown (see, e.g. [8]) that *υ  can be 
computed as the unique solution of the system of non-linear equations 
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The optimal policy *Π  can then be obtained from *υ :
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There exist several methods for computing the optimal policy *υ . 
In this paper we have used the value iteration algorithm, shown in the 
figure below:

Fig. 1.  Pseudo code of value iteration algorithm.

IV.	Proposed Approach

The methods based on CC analysis use geometric information 
such as shape, orientation, position, and size of CC for grouping them 
in rows. These methods are more suitable for complex documents 
compared to methods based on Projection Profile (PP) [9,10], even if 
they could be sensitive to changes in the size and component structures 
[11].

Firstly the diacritical components are removed from the document 
image using an estimated threshold. At the end of the process, they will 
be reallocated to their corresponding lines. The diagram of the proposed 
system is shown in Fig.2.

We represent the environment by a set of CCs which are connected 
to each other, in such way that allows us to link only those which 
probably belong to the same line.

For this purpose, a circle with an estimated radius is centered on 
each CC, and from all the components that are located inside the circle, 
we take only those that are located between 145 ° and -145 ° relative to 
the current component (Fig. 3).

The radius of the circle is estimated taking into consideration the 
average distance between words which is estimated by:

2*1

m

W
D

m

i
i

w

∑
== 	 (5)

iW  represents the width of the Ith component and m represents the 
total number of components in the image after removing diacritics.

We found that there are some components that are connected with 
others while these latter do not participate in the same line. To solve 
this problem we introduce in the next paragraph the concept of field 
of vision.

Fig. 2.  Block diagram illustrating the sequence of treatments in the proposed 
approach.

Fig. 3.  Example of links (in blue) between components of two lines 
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A.	 Field of Vision Function
To detect the components that are in the left side of another (which 

probably belong to the same line), the algorithm loops through pixels 
in rows and columns from the left side of the current component, and 
for each line, the index of the first black pixel is added to a list. 

Thus, we denote )(CFV  the function of field of vision for the 
component C, such as for the example in Fig. 4, we have:    

{ FVحص{ )(د,, =ر

To improve the previous results we add the criterion of field of 
vision to keep only the components that are directly visible from the 
current component. The Fig. 5, illustrates the result of this 
improvement.

The field of vision function improves the environment, which can 
be used to extract the lines.

The problem now is to choose for each component the one that most 
likely belong to the same line as the previous component.

In the next paragraph, we will show that this problem could be 
resolved using MDP, where the environment can be considered as 
an oriented graph, in which the connected components represent the 
nodes and the edges represent some measures of alignment between 
the nodes.

B.	 Proposed Solution
So, from this point of view, we consider the following:

1.	 The States correspond to connected components:

{ } { } miCCS ii ...1, ==

2.	 The Actions correspond to transitions from a given state source 

iS  to other possible states 
ijS ' :

{ }iji SSA ')( =

3.	 The Transition Probabilities; For the example in Fig. 6, the 
transition probabilities are computed as follows:

( ) ( ) ( ) ( )3,12,11,111,1 '*1.0'*1.0'*8.0,' SSSSSP υυυ ++=

( ) ( ) ( ) ( )3,11,12,112,1 '*1.0'*1.0'*8.0,' SSSSSP υυυ ++=

4.	 The Reward Function, is estimated as a combination of the 
Euclidean distance between the state S and the next state S’, 
and the percentage of participation of S’ related to S.

If we consider that:

•	 SSP /' , The percentage representing the portion of component S’ 
which is included in the field of vision of component S (Fig. 7).

•	 SSP /'' , The percentage representing the portion of component S’ 
which is included in the field of vision of component S, relatively 
to S’ (Fig. 7).

(a) (b)

(c) (d)

Fig. 7.  The values of   and  respectively for a (55%, 0.48%) , for b (0.38%, 
0.38%) , for c (0.96%, 0.68%) and for d (0.61%, 100%). S’ represents the 
green rectangle and S represents the blue rectangle, the gray part represents the 
portion in S’ included in S.

So the Reward Function ),'( ssr , can be estimated by: 

3/)'*2( /'/' SSSS PPport += 	 (6)
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After several experimental tests, we found that the value 0.95 for the 

Discount Factor gives the best results.
At the end of the execution of the value iteration algorithm, we get 

a list that contains the states and their successors (the next state having 
maximum utility value). So from this list we recover all the linked 
components participating to the same line.

Fig. 8, illustrate the result of the value iteration algorithm for a given 
image.

In order to extract the components with their diacritics, we first 
search for the polyline that goes through all the pixels of the lower 
contours of the components. This polyline is then shifted down 
vertically in order to include diacritical points that are below the words. 
Secondly we define a polygon which is bounded by the polyline and 
the two top corners of the image. Finally we extract and suppress the 
portion of the image represented by this polygon (as shown in Fig. 8.d).

This treatment is executed iteratively for each line, until there are no 
more rows to be extracted.

Fig. 4.  Example of field vision function.

Fig. 5.  Example of links (in blue) between components of two lines after 
using field of vision criterion 

Fig. 6.  Example of links (in blue) between components (red dots) of two lines 
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V.	 Experimentation

For experimentation, we have used a subset of the publicly available 
data set “Handwritten Arabic Proximity Datasets”, which contains 125 
images of Arabic handwritten document [18].

To evaluate the performance of the system, we used the criterion 
Matching Score (MS) [19] which is calculated as follows:

	 (9)

With MS(ri,gj) is a real number between 0 and 1 which represents 
the matching score between the zone ri resulted from the algorithm and 
the zone gj in the ground truth. P corresponds to pixels that represent 
the foreground (text) and   T is an operator that counts the number of 
pixels in each zone. 

If the MS for a zone is found above a threshold, this is counted as 
true positive (TP). The resulted zones that do not match any zone in 
the ground truth are counted as false positive (FP) and the zones in 
the data set that are left unmatched are considered false negative (FN). 
Therefore, we count precision, recall and F1-score as follows: 

 	 (10)

	 (11)

	 (12)

According to the tests we obtained a F1-Score respectively of 95.8 
% and 90.5 % for the MS-threshold values of 90% and 95%. Table II 

compares the score of the proposed method with other methods tested 
on the same data set.

Fig. 9 illustrates some visual results of our approach for segmentation 
of Arabic handwritten documents text line.

As can be seen in Fig.9.e, even though this proposed approach has 
been adapted here for Arabic script it could be used in the extraction of 
text lines for Latin script, by just changing the angle parameter and the 
field of vision direction.

TABLE II
Results obtained on the original data in [18]

Methods
F1-Mesure

MS=90 MS=95

The method in [16] 95.6 90.9

The method in [17] 98.8 Not reported

The proposed method 95.8 90.5

(a) (b)

(a) (b) (c)

(d)
Fig. 8.  Example of result of value iteration algorithm, (a) the initial state of the environment, (b) the result of value iteration algorithm, (c) connected component 
grouping. (d) Example of components detection, diacritics assignment and line extraction
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VI.	 Conclusion

In this paper we presented an approach based on connected 
components analysis for extracting text lines from the binary Arabic 
handwritten documents. We formulate the problem in such a way that 
allows us to use Markov Decision Processes to solve it, which has 
given promising results.

In the future work we estimate to improve the diacritical assignment 
in the process of line extraction and to incorporate a preprocessing 
phase concerning the segmentation of touching and overlapping lines to 
accurately separate the different strokes belonging to different characters.
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