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Abstract

COVID-19 is an infectious disease that spreads quickly from person to another. The pandemic, which spread 
worldwide over time, presents huge risks in terms of blood clotting, breathing problems and heart attacks, 
sometimes with fatal consequences if not detected early. The PCR test, CT scans, X-rays, and blood tests are 
methods commonly employed to detect the disease, though the PCR test is, without question, considered the 
gold standard. The American Center for Disease Control and Prevention (CDC) reports that the PCR has an 80% 
accuracy rate. An alternative to the PCR is clinical data, which is less expensive, easy to collect, and offers better 
accuracy. Machine learning, with its rich feature selection and classification methods, helps detect COVID-19 at 
the earliest stages, using clinical test results. This research proposes a clinical dataset and offers a comparative 
analysis of feature selection and classification algorithms for detecting COVID-19. Filter-based feature selection 
methods such as the ANOVA-F, chi-square, mutual information and Pearson correlation, along with wrapper-
based methods such as Recursive Feature Elimination (RFE) and Sequential Forward Selection (SFS) were used 
to choose a subset of features from the feature set. The selected features were thereafter applied to the Support 
Vector Machine (SVM), Naïve Bayes, K-NN (K-Nearest Neighbor) and Logistic Regression(LR) classification 
algorithms to detect Coronavirus Disease. The experimental results of the comparative study show that the 
clinical dataset provides better accuracy at 94.8%, with mutual information and the SVM classifier.
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I.	 Introduction

In December 2019, the novel coronavirus caused a public health crisis 
which spread rapidly worldwide. The disease is transmissible, striking 

healthy individuals who come in contact with droplets from an infected 
individual [1]. The infected person is sometimes asymptomatic, while 
others develop symptoms like cough, fever, shortness of breath and 
body pain, as well as loss of taste and smell. The Reverse Transcription 
Polymerase Chain Reaction (RT-PCR) has been followed as the gold 
standard in diagnosing COVID-19 [2]. Notwithstanding its popularity, 
the test has certain intrinsic flaws in that it is consumes more time, 
expensive, requires specially designed laboratory devices, and has a 
false negative rate of 20% [3]. Blood tests, X-rays, CT scans and breath 
sound analysis have been used as alternative procedures in COVID-19 
diagnosis.  Even though positive results are obtained using chest X-ray 
and CT scans images based on machine learning [4], the downside of 
these tests is exposure to high doses of radiation.  Given that recent 
studies have shown that the blood features of COVID-19 patients 
change dramatically [5]–[10], hence early detection of the virus can 

be done by recognizing and working with these parameters. The blood 
tests results are ready in quick time and are relatively cheaper than 
other tests.

A decision support system is most useful in predicting COVID-19 
using clinical data in the early stages so appropriate decisions can be 
made in good time.  Clinical data includes biochemical parameters, 
obtained through blood tests that are made easily available in little 
time. The parameters include C-reactive protein (CRP), lymphocytes, 
DC:Neutrophils and D-Dimer, among others, which show changes 
due to coronavirus infection. As a result, the most common clinical 
findings, such as biochemical and hematological parameters, play an 
important role in COVID-19 preliminary screening [11].

Researchers in Artificial Intelligence use machine learning as a 
tool to assist healthcare workers diagnose disease. Machine learning 
classification and clustering algorithms give the best results when it 
comes to building such decision support systems.  Machine learning 
provides algorithms that handle large datasets in a minimum runtime 
by selecting appropriate attributes. Further, it provides excellent 
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detection methods [12]. Machine learning models speed up information 
analysis and help make efficient disease prediction decisions. A model 
designed using machine learning recognizes patterns in blood samples 
and uses them to diagnose COVID-19. The objectives of this paper 
are (i) to propose a new clinical dataset to predict whether the person 
is affected by COVID-19 or not, and (ii) to find an optimal feature 
selection method and classifier for COVID-19 prediction.

II.	 Related Work

An analysis of the literature highlights similar work on COVID-19 
prediction using blood test datasets. A tool was designed by Wu et al. 
[13] using the random forest algorithm to predict COVID-19. A total of 
253 samples of data were collected for this purpose from 169 suspected 
patients. Each instance of data had 49 parameters, with 24 and 25 of 
those relating to the hematological and biochemical, respectively. 
In all, 11 parameters were extracted with the help of random forest 
algorithm. The overall performance of the tool in terms of accuracy 
in COVID-19 prediction was measured at 95.95%. Bastug et al. [14] 
undertook a comprehensive analysis of laboratory and clinical attribute 
for detecting COVID-19. The severity of the illness is predicted by 
training the model with the information from 191 coronavirus affected 
patients, admitted at an Ankara city hospital. In all, 29 blood routine 
parameter features were statistically analyzed.  Kolmogorov-Smirnov 
test was used to check the normality of variables and to predict disease 
severity binary logistic regression was applied. 

Brinati et al. [15] developed two machine learning models for 
COVID-19 detection. The study collected 279 blood samples from 
177 COVID-19 positive and 102 COVID-19 negative individuals. 
The missing values were handled using Multivariate Imputation 
by Chained Equation (MICE) and feature Importance was used to 
select the best features. Five different machine learning algorithms, 
including the extremely randomized trees, logistic regression, 
decision tree, k-nearest neighbors, Naïve Bayes and random forest 
were compared to detect COVID-19. Of these, the two models 
designed using random forest algorithm outperformed with the 
accuracy of 82% and 86% respectively. Kukar et al. [16] used data 
from the University Medical Center in Ljubljana, Slovenia, to train 
a machine learning model to detect COVID-19. Blood samples from 
5333 patients with viral and bacterial infections and 160 COVID-19 
positive patients were included in the dataset. Feature selection 
was carried out using the feature importance scoring feature 
of the XGBoost machine learning algorithm, and the predictive 
model designed using the algorithm yielded an AUC of 0.97 in 
detecting COVID-19. Chadaga et al. [17] used data from Brazil’s 
Albert Einstein Hospital to build a model for COVID-19 diagnosis. 
This model used SMOTE balancing technique to balance the 
dataset through oversampling, along with correlation analysis and 
feature importance to select the best features. The random forest, 
k-nearest neighbors, logistic regression, and XGBoost classifiers 
were compared using this dataset, and the best accuracy (92%) was 
produced by random forest algorithm. 

Aljame et al. [18] proposed the “ER-CoV” machine learning 
model to predict the incidence of COVID-19 using hematological 
and demographic parameters. Data collected from 5644 patients of 
the Albert Einstein Hospital, Brazil, were preprocessed using the 
KNNImputer algorithm to handle null values and the SMOTE to 
balance the dataset. The SHAP technique was used to select 18 features 
from a total of 108. The proposed model has two level classifiers. The 
first level had the random forest, logistic regression and extra trees 
classifiers, and the output from this level was given as input to the 
second-level extreme gradient boosting classifier to detect COVID-19. 
The proposed model achieved 99.88% overall accuracy. The authors of 

[19] proposed a model using five ML algorithms such as gradient boost 
trees, SVM, logistic regression, neural networks, and random forest 
for the diagnosis of COVID-19. A dataset was created using the data 
collected from Brazil’s Albert Einstein Hospital. The dataset contains 
235 blood samples with 102 confirmed cases of COVID-19. From the 
dataset, 15 relevant characteristics were chosen for research. In this 
study, the SVM produced the best classification results with very little 
significance, with AUC, sensitivity, and specificity of 85%, 68%, and 
85%, respectively, when compared to previous work. A study [20] 
analyzed and applied six state-of-the-art methods like the SVM, MLP, 
NB, RT, Bayesian Networks (BN), and RF to a dataset from the Brazil’s 
Albert Einstein Hospital which consists of 564 samples, including 559 
COVID-19 positive samples. The SMOTE was used for oversampling 
due to limited size of the dataset.  Two PSO-based algorithms, the 
evolutionary search algorithm, and a manual method were all used for 
feature selection. The BN model performed the best overall, achieving 
accuracy, precision, specificity, and sensitivity values of 95.159%, 
93.8%, 93.6%, and 96.8%, respectively.

Almansoor and Hewahi [21] collected Kaggle data with patient 
information from the Brazil’s Albert Einstein Hospital, containing 
5644 instances and 111 features. Data preprocessing was carried out 
using a one-sided selection technique to balance the data. The SVM, 
AdaBoost, random forest and k-nearest neighbour classifiers were 
used to detect COVID-19. Cabitza et al. [22] compared the performance 
of their model using the random forest, logistic regression, k-NN, 
SVM and Naïve Bayes algorithms. Three types of datasets, namely, 
the CBC, OSR, and a COVID-19-specific dataset were utilized.  It was 
observed that the random forest and SVM performed the best with 88% 
accuracy for the OSR dataset, while the k-NN and SVM outperformed 
other algorithms on the COVID-19 specific dataset. The CBC dataset 
produced good results with the k-NN algorithm.  

Akhtar et al. [23] used various machine learning algorithms like 
the k-NN, SVM, Naïve Bayes, multi-layer perceptron and decision tree 
to detect COVID-19 using the CBC dataset uploaded on the Kaggle 
website.  The CBC dataset contains the CBC parameters of 5644 
patients. Performance-wise, the multi-layer perceptron outclassed 
other algorithms. Abayomi-Alli et al. [24] introduced an ensemble 
learning model for COVID-19 detection using blood test samples. 
They combined custom convolutional neural networks (CNN) with 
15 supervised machine learning algorithms. This ensemble model, 
incorporating DNN and ExtraTrees, achieved a remarkable accuracy 
of 99.28% and an AUC of 99.4% on the San Raffaele Hospital dataset, 
outperforming other COVID-19 diagnostic methods. Gong et al. [25] 
present a methodology for achieving explainable AI-driven rapid 
COVID-19 diagnosis. They employed ensemble learning algorithms 
to analyze data collected from 1,737 participants hospitalized at San 
Raphael Hospital during the period of February to May 2020. The study 
applied four distinct ensemble learning algorithms, namely random 
forest, adaptive boosting, gradient boosting decision tree (GBDT), 
and extreme gradient boosting (XGBoost). Notably, the GBDT model 
demonstrated superior performance, achieving an accuracy of 86.4% in 
effectively distinguishing COVID-19 patients from the control group. 
Roy and Singh [26] introduced a framework employing the weighted 
average of predictive accuracy from individual transfer learning 
models, including ResNet50V2, DenseNet201, and InceptionNetV3. 
The framework demonstrated exceptional performance in detecting 
COVID-19 from Chest X-ray images, achieving an impressive F1-score 
of 0.997. 

Andueza et al. [27] used ARIMA and SARIMA Machine Learning 
models to predict the impact of COVID-19 on tobacco sales in Spain 
(January 2020 to December 2021) in euros, packs, and per capita 
packs. The study highlights a significant decline in cigarette sales, 
particularly in provinces popular among tourists and those sharing 
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borders with France. Sales during border closures were up to 66.74% 
lower than the initial forecasts, emphasizing the notable impact 
of COVID-19 restrictions on provincial tobacco sales in Spain. 
This suggests a disruption in the typical patterns of tourism and 
cross-border purchases between Spain and France, as well as Spain 
and Gibraltar. Cowley et al. [28] suggested a novel approach that 
integrates the outcomes of supervised random forest classification 
with unsupervised clustering to forecast patient risk. The model 
demonstrated superior performance, achieving an accuracy of 92%.

A.	Motivation and Justification
COVID-19, a communicable disease that has spread throughout 

the globe, has such common symptoms that it has facilitated the 
publication of numerous open source clinical datasets. The literature 
review makes it plain that clinical parameters help in early screening 
of the disease. A person infected by the coronavirus shows variations 
in blood components. Given that the C-Reactive Protein (CRP), 
DC:Neutrophils, D-Dimer,  and the lymphocytes vary rapidly from 
their normal values, they help identify infected individuals with early 
screening and have thus motivated the creation of an open source 
clinical dataset.  The proposed clinical dataset contains COVID-19 
patients’ blood test results, and it is anticipated that it will help 
researchers develop a tool for an initial screening of the disease.

It is clear from the literature survey that the datasets used for 
the research have missing values and are imbalanced. The two 
issues are addressed by machine learning techniques such as the 
Multivariate Imputation by Chained Equation (MICE), KNNImputer, 
and SMOTE.  The two factors above have motivated the creation of an 
open source clinical dataset with balanced data and with no missing 
values.  Secondly, it is seen that feature selection is vital to improved 
performance. The two types of feature selection algorithm that is 
widely used are filter and wrapper based methods. The filter based 
method selects features with a score greater than the threshold. The 
wrapper method selects a subset of features for classification, following 
which the subset with the best accuracy is selected as the best feature 
set. Reducing the number of features by selecting optimal ones helps 
improve the performance of the model.  This research is justified in 
that it carries out numerous experiments, using the proposed clinical 
dataset, to perform a comparison in the accuracy of the classifier with 
and without feature selection. Machine learning algorithms such as 
the ANOVA-F, chi-square, mutual information, Pearson coefficient, 
SFS and RFE are used for feature selection.

The literature review revealed that machine learning classifiers 
such as the random forest, XGBoost, logistic regression, extra trees, 
SVM, Naïve Bayes, and multilayer perceptron help predict the disease 
most accurately. This research uses the Naïve Bayes, SVM, k-NN and 
logistic regression to predict the disease using the features selected 
from the feature selection algorithms mentioned above. To summarize, 
machine learning algorithms may be used in prediction by training the 
dataset and incorporating the given input data with the trained data 
for classification. Most healthcare applications, therefore, use machine 
learning approaches for prediction.

 Classification techniques such as the logistic regression, SVM, 
k-NN and Naïve Bayes are used to classify the selected features. The 
findings indicate that the performance of the classifier is enhanced by 
only using selected features that are picked following the application 
of feature selection. The prediction model, built with the selected 
features and classification algorithms in machine learning, produces 
good accuracy. This research work undertakes a comparative analysis 
of several feature selection and classification algorithms to discover 
the most effective feature set and classifier respectively, for detecting 
COVID-19 using the proposed clinical dataset.

B.	Outline of the Work
The overall working of the research process is shown in Fig. 1. 

Firstly, the dataset is preprocessed to handle missing values, eliminate 
redundant values and convert categorical values into numerical 
values. Then the dataset is checked for outliers, the identified outliers 
are removed, and the dataset is balanced using SMOTE algorithm. 
Secondly, from the preprocessed dataset, significant features are 
selected using feature selection algorithm. Thirdly, the data in the 
selected features are subject to several classification techniques to 
identify the persons affected by COVID-19. Finally, based on the 
performance metrics of various classification techniques, best feature 
selection and classification algorithm is selected. 

Detecting COVID-19
Using Best Classifier
with Best Feature Set

Performance
Evaluation

Accuracy
Precision

Recall
F1-Score

AUC

Classifiers

SVM
NB

KNN
LR

Data Preprocessing

One hot encoding
Iforest
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ANOVA-F. Chi-Square test,
Feature Importance,
Pearson correlation

Filter Method

RFE, SFS
Wrapper Method

COVID-19
Laboratory

Data

Trained
Classifier

Testing
Dataset
(20%)

Training
Dataset
(80%)

Fig. 1. Outline of the Work.

C.	Organization of the Paper
The rest of this research paper is organized as follows. Section 

3 discusses the methodology of the model. Section 4 describes the 
procedure for COVID-19 prediction. Section 5 presents the findings 
of the experiments and discusses them, while Section 6 concludes the 
paper and offers directions for future research.

III.	Methodology

A.	Proposed Dataset Construction
There are, currently, only a few clinically available COVID-19 

datasets which, for the most part, however, cannot be used by 
researchers directly, given that most of the features presented therein 
have missing values. Data need to be preprocessed. When missing 
data are handled during preprocessing, a particular feature is either 
dropped or filled by using statistical formulae. Such procedures, then, 
fail to produce accurate results. In most clinical datasets, information 
on positive and negative COVID-19 patients is not balanced. Therefore, 
a new clinical dataset was constructed using information on 2000 
patients with COVID-19 symptoms, all of whom had taken a blood 
test between August 2020 and August 2021, at a private hospital in 
Thoothukudi, Tamil Nadu, India. Patient data privacy is maintained 
by excluding the patient’s name and any other personal information. 
Instead, a fictitious patient number is linked to the collected blood 
sample data. Based on the values of the 27 features in the blood test, 
the final result was noted as COVID-19 positive or negative. Table I 
provides a description of the clinical dataset. Following the acceptance 
of the paper, the entire dataset will be made accessible publicly via the 
link: https://github.com/merviname/COVID-19.

B.	Data Preprocessing
The data acquired are preprocessed by checking for missing values 

and duplicate entries. The dataset contains no missing value. The 
duplicate entries in the dataset are removed. The dataset contains 
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TABLE I. Covid-19 Clinical Dataset Description

S.No Field Data Type Description Normal Range values
1 AGE Numerical Patient Age >0

2 GENDER Categorical Patient Gender
M-Male
F-Female

3 HB Numerical
It is the measurement of Hemoglobin in blood. COVID-19 patients have a 
decrease in HB which indicates the low oxygen carrier in blood.

Male-13.5– 17.0 g/dl
Female–12.0–15.5 g/dl

4 TC Numerical
It stores the count of white blood cells. Patients affected by COVID-19 have a 
significant increase of white blood cells.

4000-11000 cells

5 DC:NEUTROPHILS Numerical
It stores the count of neutrophils in the blood. Patients affected by COVID-19 
have increase in neutrophil count.

40-65 %

6 LYMPHOCYTES Numerical
It stores the lymphocytes count. The lymphocytes count decrease in 
COVID-19 patients.

30-50 %

7 EOSINOPHILS Numerical
It stores the Eosinophil count in the blood to measure the allergic disease, 
infections etc.COVID-19 patients has a decrease in eosinophil count.

100-400 cells/mL

8 MONOCYTES Numerical
It is a kind of white blood cell which fight against disease and infections. 
COVID-19 patients has a decrease in Monocytes count.

200-800 /mL

9 BASOPHILS Numerical
It is used to measure the allergic reaction. COVID-19 patients has a lower 
basophils count.

0-300 /mL

10 ESR
(60 MIN)          

Numerical
Erythrocyte Sedimentation Rate-It is used to measure and identify the 
inflammation. There is an increase of ESR in COVID-19 patients. 

Male :  0-17 mm/hour
Female : 1-25 mm/hour
Children : 0-10 mm/hour

11 PC Numerical
It stores the average platelets count in the blood. COVID-19 patients has a 
lower platelet count.

150 - 410 thousands/cmm

12 PCV Numerical
Packed Cell Volume - It stores the Red Blood Cells proportion in blood. 
Patients affected by  COVID-19 have  a decrease in PCV. 

Male : 40-52%
Female : 35- 47%

13 MCV Numerical
Mean Corpuscular Volume – It stores the size of Red Blood Cell. Patient 
affected by COVID-19 has low MCV value.

80-95 fL

14 MCH Numerical
Mean Corpuscular Hemoglobin – It stores the Hemoglobin amount in Red 
Blood Cell. Patient affected by COVID-19 has low MCH value.

27.5 - 33.2  pg/cell

15 MCHC Numerical
Mean Corpuscular Hemoglobin Concentration – It stores the average amount 
of hemoglobin in the group of Red Blood Cells. Patient affected by COVID-19 
has low MCHC value.

32 – 36 b/dL

16 RBC Numerical
It stores the number of Red Blood cells in the blood. In severe COVID-19 
affected patients shows low RBC.

Male: 4.7 – 6.1 million cells/microliter
Female: 4.2– 5.4 million cells/microliter

17 Numerical
Red Cell Distribution Width – It stores the variances in the size and volume of 
Red Blood Cells. Severe COVID-19 affected patient shows high RDW-CV count.

Male : 11.8 – 14.5 %
Female : 12.2 – 16.1 %

18    RBS Numerical
Random Blood Sugar Test. It stores the level of Blood Sugar of a non-fasting 
person. COVID-19 patients will have increase in the blood sugar level.

< 140 mg/dL

19 UREA Numerical
It stores the amount of Urea in the Blood sample. Urea level in blood is high 
for COVID-19 patients.

6 – 24 mg/dL

20 CREATININE Numerical
It stores the measure of creatinine in the blood sample. Creatinine in blood 
sample has an increase in COVID-19 patients.

Male :0.74 – 1.35 mg/dL
Female : 0.59 – 1.04 mg/dL

21 CRP Numerical
It stores the measure of C-reactive protein in the blood. There is significant 
increase in the CRP value for COVID-19 patients. 

0-5 mg/L

23 D-DIMER Numerical
It stores the measure of protein fragments of blood clots floating in the blood. 
COVID-19 patients have a higher D-Dimer value.

< 500 mg/mL

24 LDH Numerical
It stores the amount of Lactate Dehydrogenase in the blood. There is 
significant increase in the LDH amount for COVID-19 patients.

125 – 343 U/L

25 DIRECT 
BILLIRUBIN

Numerical
It stores the measure of conjugated bilirubin. There is an increase in the direct 
Bilirubin value for COVID-19 patients.

0 – 0.3 mg/dL

26 BILLIRUBIN T Numerical
It stores the sum of Direct and Indirect Bilirubin. There is an increase in the 
Indirect Bilirubin value for COVID-19 patients.

0.1–1.2 mg/dL

27
INDIRECT 
BILLIRUBIN

Numerical
It stores the measure of unconjugated bilirubin There is an increase in the 
Indirect Bilirubin value for COVID-19 patients.

0.2–0.8 mg/dL

28 SGOT Numerical
Serum-Glutamic-Oxaloacetic-Transaminase – It stores the measure of enzyme 
found in liver, heart and other tissues.  There is an increase in the SGOT value 
for COVID-19 patients.

8–45 units/litre
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categorical and numeric values. Machine learning algorithms works 
well with numerical data. Hence, to convert categorical values into 
numerical values, one-hot encoding is used. The outliers in the dataset 
are removed using iForest algorithm and then the dataset is balanced 
using SMOTE algorithm.

1.	 One-Hot Encoding
Features with string values refer to categorical data, while most 

machine learning algorithms work with numerical values. Hence, 
these categorical values have to be mapped with numerical values. 
This conversion helps the algorithm for better prediction [29].  In this 
study, the categorical feature, ‘gender’ is converted into a numerical 
feature by creating two columns, Gender_1 and Gender_2 by using 
one-hot encoding method. 

2.	iForest
Anomalies in a dataset differ from normal records both in terms 

of quantity and quality. Removing these outliers can significantly 
enhance the performance of a classification model. In the context of 
this study, the Isolation Forest (iForest) [30] technique was employed 
to identify and eliminate outliers from the proposed COVID-19 clinical 
dataset. iForest identifies outliers by calculating the average path 
lengths for instances within its tree structures, with outliers being 
instances having notably shorter average path lengths.

iForest demonstrates efficient performance when used with a 
relatively small subsample size and an appropriate number of trees. 
The ‘contamination’ parameter serves the purpose of specifying the 
proportion of outliers present in the dataset. For this particular study, 
the chosen parameter configuration led to the detection of 24 outliers 
in the dataset mentioned above. After the removal of these outliers, the 
subsequent step involved addressing the issue of dataset imbalance. 
Imbalanced data can significantly impact the performance of a 
classification model, especially during training. Imbalanced data often 
causes the classification model to exhibit bias toward the majority 
class, leading to an increased occurrence of both false positives and 
false negatives. This, in turn, diminishes the overall performance of 
the classification model. Therefore, to enhance the performance, the 
proposed classification model balanced the COVID-19 data.

The clinical dataset proposed for this study displayed a significant 
imbalance, consisting of 997 COVID-positive cases and 999 being 
COVID-negative cases. This stark imbalance tilted the dataset heavily 
toward negative cases. To address this imbalance, the proposed model 
employed the Synthetic Minority Over-sampling Technique (SMOTE) 
to randomly generate minority class instances, effectively oversampling 
the minority class and rebalancing the dataset. Then, the entire dataset 
was randomly split into an 80% training set and a 20% test set.

C.	Feature Selection
The columns/attributes in the dataset are termed features and 

only essential ones are needed to train an optimal model Feature 
selection, which is the process of choosing essential features, is 
critical to building a machine learning model because it reduces 
data redundancy and thus maximizes the model’s performance.  The 
objectives of feature selection techniques are (i) to reduce the model’s 
complexity by removing irrelevant features, (ii) to help the machine 
learning algorithm train a model faster, and (iii) to avoid overfitting 
by reducing the dimensions [31]. Based on its interaction with the 
classifier, the feature selection algorithm is divided into three types 
they are: (i)filter method, (ii)wrapper method and (iii)embedded 
method. This study makes use of filter and wrapper methods.

1.	Filter Methods
Statistical techniques are used in the filter method to assess the 

dependence between the input variable and the target variable. 

Statistical measures such as Fisher score, mutual information, chi-
square test, correlation coefficient and variance threshold identify 
important features [32]. The techniques calculate the scores based 
on variance, correlation, consistency and distance, depending on 
the data’s intrinsic properties. Thereafter, the features are ranked 
from best to worst, based on the said scores [33]. Fig. 2. shows the 
operation of the filter method. This paper employs the following four 
filter-based feature selection methods: (i) ANOVA-F (ii) chi-square (iii) 
mutual information (iv) Pearson correlation. 

Set a threshold value for the feature set

For each feature do

Find the Relationship with the Target

Assign score to the feature
using ranking criteria

The Output Feature Subset is
appended with the Feature that has

score greater than the threehold.

Input: Entire
Feature Set

Output: 
Feature subset

Fig. 2. Filter Method [41].

a)	 ANOVA-F:
ANOVA (Analysis of Variance) analyses each feature individually 

to examine the feature - target relationship. Features with a tenuous 
relationship with the target are eliminated. The F-Test is a statistical 
function that computes the ratio of the variance values. The variance 
denotes the dispersal measure of the data points from the mean. 
The ANOVA-F is used for the numerical input variable with the 
classification target variable [34]. Based on the test results, the best 
features with a high F-statistic score are selected. Features with a low 
F-statistic score, which are independent of the target variable, are 
removed from the dataset.

b)	 Chi-Square:
The chi-square test identifies attributes that are highly dependent 

on the target variable. It measures dependencies by examining the 
deviation of the expected count from the observed count. The chi-
square value is small when the observed count is close to the expected 
count, indicating that the input feature is independent of the response. 
The higher chi-square value shows that the dependencies between the 
feature and response is high [35]. The chi-square feature selection 
algorithm selects features by calculating the chi-score and the p-value. 
The most significant features have a high chi-square score and a low 
p-value. 

c)	 Mutual Information:
Mutual Information calculates the entropy for each feature with 

reference to the target feature [36]. Mutual information is calculated 
for each independent feature, following which the features are ranked, 
based on the calculated information gain for each feature. A threshold 
is set for selecting features with information gain above the threshold 
value.  Mutual information thus helps find the most useful features 
that differentiate the target class.
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d)	 Pearson Correlation:
Pearson correlation constructs a correlation matrix that measures 

the linear association between two features. The values in the matrix 
range from -1 to 1. Values closer to -1 and 1 indicate strong negative 
correlation and positive correlation, respectively. Values closer to 0 
indicate weak correlation, while features with a value of 0 have no 
correlation [37]. A threshold is set to select the best features, and those 
with a higher score than the threshold is selected while others are 
removed from the dataset.

2.	Wrapper Methods
The wrapper-based feature selection technique selects the best 

feature subset by producing a number of candidate feature subsets 
whose accuracy is evaluated using a classification algorithm. The best 
feature set is defined as the feature subset with the highest accuracy 
[38]. Fig. 3 shows the working of the wrapper-based feature selection 
method. The wrapper method such as Recursive Feature Selection 
(RFE) and Sequential Forward Selection(SFS) are used in this research.

a)	 Recursive Feature Elimination (RFE):
The Recursive Feature Elimination (RFE) algorithm first determines 

the most significant features and subsequently removes the least 
important ones, one at a time, in each iteration. The features are 
eliminated repeatedly until an optimal threshold is obtained from the 
classification algorithm.  The final feature set obtained is the best [39]. 
Each feature is ranked using the rfe_ranking and features with ‘1’ in 
the rfe_ranking column are selected for classification.

b)	 Sequential Forward Selection (SFS):
The Sequential Forward Selection (SFS) algorithm initially has an 

empty set of features, with features added on to the feature set at each 
iteration. The best feature set is obtained when the iteration yields a 
reduced misclassification rate [40]. The average score for each feature 
subset is calculated. Initially, the average score starts with a single 
feature and, at each iteration, another feature is added to the subset. 
The feature subset with the highest average score is selected as the 
best, and the features within it are selected for classification.

Generate a Candidate Feature Subset

Run a Classification Algorithm
with the Feature Subset

Is Optimal
Feature Subset

found?

Input: Entire
Feature Set

Output: 
Feature subset

Measure the Performance
of the Classification Algorithm

Yes

No

Fig. 3. Wrapper Method [41].

D.	Classifiers
A classifier is a machine learning algorithm that can be used to 

identify the class of given input data.  It takes the input data and outputs 
discrete class labels that define a set of possible classes. Classifiers, once 
trained with machine learning classification algorithms, can be used to 

make predictions on new data points and identify the class to which 
a training set belongs [42].  Several machine learning classification 
algorithms are used in this paper to predict COVID positive cases 
based on patients’ blood test results. 

Supervised machine learning models such as the SVM, Naive Bayes, 
KNN and logistic regression are applied for learning the preprocessed 
data after selecting the best features.  The dataset is divided into 
training and testing data in 80:20 ratio. The classifier algorithm is used 
to train the model using training set. After that 20 percent of the set is 
used as testing data. The implementation process of the models used 
in this study follow below.

1.	Support Vector Machines
The support vector machine is a statistics-based supervised 

machine learning algorithm that is used for classification and 
regression [43], which enables it to predict COVID-19 with its features 
The SVM creates a decision boundary known as the hyperplane which 
differentiates between COVID-19 positive and negative classes.  The 
selected features from the clinical dataset are trained using the SVM 
algorithm. The training process results in a set of support vectors and 
a decision boundary. A predictive analysis is carried out using w*xi-c 
= +1 and w*xi-c = -1 (where ‘w’ is the vector which is normal to the 
hyperplane and ‘c’ the offset) by dividing the points on the hyperplane 
[44]. The SVM classifies the given new input vectors by calculating the 
distance from the decision boundary. The distance (d) from the point 
(a0,b0) to the line Mx+Ny+ O is calculated using Eq. 1. 

	 (1) 

Similarly, the distance between the hyperplane 𝑤𝑇 (Φ (x)) + c and 
the given vector Φ(𝑎0) is given by Eq 2.

	 (2)

where ‘w’ is the vector that is normal to the hyperplane, ‘b’ the 
offset and ||w||2 the length of w in the Euclidean norm. ||w||2 is given 
by ||w||2 = sqrt(w12 + w22 + w32 +….wn2).

For better accuracy using the SVM, the algorithm maximizes the 
distance and gives space to the hyperplane. Hence, to maximize the 
minimum distance, Eq. 3 is used.

	 (3)

If a point is substituted in the hyperplane equation (w*x + c > 0) 
and is greater than zero, then the given data is COVID-19 positive. If 
a point is substituted in the hyperplane equation (w*x + c < 0) and is 
less than zero then the given data is COVID-19 negative. 

Pseudocode for the Support Vector Machine
Input: D = [X, Y]; X (dataset with m features), Y (class labels)
Output: Test case class
1.	Initialize the model with random values for the weights, w.
2.	Split the dataset, D, into two parts: a training set, T, and a testing 

set, T1.
3.	For each training data, xi, from dataset T:

3.1 Compute the margin, yi(w) = w^Txi.
3.2 If the margin is greater than 1,  add xi to the support vector 
set, S.

4.	Find the optimal weights, w*, by solving the quadratic optimization 
problem, subject to yi(w) >= 1 for all i in S.

5.	Return the support vector set, S, and the optimal weights, w*.
6.	Assign the test data as positive if the yi(w) >= 1, otherwise 

classify it as negative.
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2.	Naïve Bayes: 
The Naïve Bayes algorithm is a statistical supervised machine 

learning algorithm that predicts class membership using probability. 
The algorithm works well for small datasets but even better for large 
ones, offering high accuracy and speed [45].

Pseudocode for the Naïve Bayes [46]
Input: D = [X, Y]; X (dataset with n features), Y (class labels)
F = (f1, f2, f3, ..., fn)  // features in the testing dataset
Output: Test case class
1.	Split the dataset, D, into two parts: a training set, T, and a testing 

set, T1.
2.	Read the training dataset, T.
3.	Repeat to Compute the probability of fi using the Gauss density 

equation in each class until the probability of all predictor 
variables (f1, f2, f3, .., fn) has been calculated

4.	Compute the likelihood for each class.
5.	Select the greatest likelihood.

The Naïve Bayes algorithm is based on Bayes’ theorem, written as 
in Eq. 4

	 (4) 

where P(C) is the prior probability denoting the probability 
of occurrence C and P(D) the marginal probability denoting the 
probability of occurrence D. The probability values are independent 
and do not refer to each other. P(C|D) is known as the posterior 
probability which represents the probability of occurrence of C, 
given that D has occurred. This algorithm does not depend on other 
parameters and uses Eq. 5 to predict COVID-19.

	 (5)

Eq. 6 below is used to calculate the highest probability.

	 (6)

3.	K-Nearest Neighbors (KNN): 
The k-NN algorithm is the most fundamental supervised machine 

learning algorithm used for classification. It classifies the given blood 
samples by using the majority of the classes in the clinical dataset’s 
k-nearest neighbors. To find the nearest neighbors for a given data 
point, the algorithm typically employs the Euclidean distance metric. 
The distance metric formula is given in Eq. 7: 

	 (7)

where x = (f1, f2, f3, ..., fn), n is the number of attributes, fk is the kth 
attribute with its weight denoted by wk, and d (xi, xj) is the distance 
between xi and xj [46]. 

Pseudocode for the k-Nearest Neighbor Algorithm [46]
Input: D=[X,Y]; X,Y(class labels)
Output: Test case class 
1.	Initialize the model with random values for the weights, w.
2.	Split the dataset, D, into two parts: a training set, T, and a testing 

set, T1.
3.	Read the training dataset, T.
4.	For i=1 to n, do
        Compute distance d(Ti,T1).
       End for
5.	Compute set1 containing indices for the k smallest distances, 

d(Ti,T1).
6.	Return a majority label for {Yi where i € I}.

4.	Logistic Regression:
Logistic regression predicts using a logistic function. The logistic 

function is a sigmoid function that takes a real-value number as 
input and maps it between 0 and 1 [47]. The 15 features selected 
using the feature selection algorithm are given as input and the class 
membership probability is calculated using Eq. 8 

	 (8)

where the predicted output is denoted by y, b0 is the intercept term, 
and b1 is the coefficient of input x[48]. The binary classification made 
is based on the value of y. Here the binary class value is either 0 or 
1. A class value of 0 is COVID-19 negative and a class value of 1 is 
COVID-19 positive as shown in Eq. 9 and Eq. 10.

	 (9) 

	 (10)

Pseudocode for Logistic Regression
Input: D = [X, Y]; X (dataset with n features), Y (class labels)
Output: Test case class
1.	Initialize the model with random values for the weights, w.
2.	Split the dataset, D, into two parts: a training set, T, and a testing 

set, T1.
3.	Read the training dataset, T.
4.	For each data in the training set, T,

Calculate the probability using the formula in Eq. 8
5.	If y<0.5, assign the class label 0, otherwise assign the class label 1.

IV.	COVID-19 Prediction Procedure

An early screening procedure for predicting COVID-19 is given in 
the form of pseudocode. The blood test values are given as input and 
the output class gives the information whether the person is affected 
by COVID-19 or not. The working of COVID-19 prediction is given as 
a pseudocode below:

Pseudocode for COVID-19 Prediction
Input: COVID-19 Clinical Dataset D with Y classes 

Begin 
D1: Convert categorical values to numerical values using one-hot 
encoding // data preprocessing
X: Select  relevant features from D1 // feature selection
T: 80% samples from X // training set
T1: Remaining 20% of samples from X // testing set
N: Number of samples in T
F: Feature labels from f1 to fn 
C: Classification algorithm 
For each feature in f1 … fn,
      Construct a new label vector for the Y classes. 
Apply T to C  // the classifier is trained using training dataset.
Testing data (T1) is given as input to the trained classifier.
Calculate the confusion matrix for T1. 
Evaluate the performance of the classifier using the confusion 
matrix.
Choose the classifier and feature selection algorithm with the 
best accuracy.

End

Output: Prediction of COVID-19 using the best feature selection 
and classifier algorithm
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V.	 Experimental Findings and Discussion 

This section included several experiments to determine the 
best feature selection and classification algorithm for COVID-19 
prediction. The first experiment was carried out to identify the best 
feature selection algorithm which selects significant features from 
the dataset. The second experiment was carried out to find a suitable 
classifier for the selected features. The clinical dataset taken for the 
experimental set-up is described in the following section. 

A.	Dataset Description
The features of the proposed dataset are age, gender, D-Dimer, 

C-Reactive Protein (CRP), Lactate DeHydrogenase (LDH), total number 
of white blood cells (TC), platelet count (PC), packed cell volume (PCV), 
monocytes, eosinophils, basophils, mean corpuscular volume (MCV), 
mean corpuscular hemoglobin (MCH), mean corpuscular hemoglobin 
concentration (MCHC), erythrocyte sedimentation rate (ESR (60 min)), 
lymphocytes, serum glutamic-oxaloacetic transaminase (SGOT), 
random blood sugar (RBS), billirubin T, direct billirubin, indirect 
billirubin, DC:Neutrophils, emoglobin (HB), red blood cells (RBC), red 
cell distribution width RDW-CV), urea and creatinine The last feature 
‘class’ is used to identify whether the person is affected by COVID-19 
or not, with ‘1’ and ‘0’ indicating COVID-19 positive and negative, 
respectively. Based on the ‘class’ feature, the dataset is divided into the 
types shown in Table II.

TABLE II. Statistical Information of the Dataset

2000 Blood Samples

Positive Negative

1000 1000

Female Male Female Male

408 592 480 520

B.	Ground Truth and Predicted Output Using the Existing 
Classifiers

The details of ten patients were given as input to the existing 
SVM, Naïve Bayes, k-NN, and logistic regression classifiers to predict 
whether the person is affected by COVID-19 or not. The results are 
tabulated in Table III, wherein the actual values correspond to the 
physician’s diagnosis outcome, and the predicted values correspond to 
the target values predicted.

The “actual” values presented in the table signify the outcomes 
provided by a physician, aligning with the model’s predictions. This 
verification in a real-world context serves to showcase the model’s 
practicality and its relevance within a clinical setting.

1.	Performance Metrics
The performance metrics used for selecting the best feature 

selection method and classification algorithm are discussed below. 

TABLE III. Ground Truth and Predicted Output Using Existing Classifiers

Input

Features
Patients

1 2 3 4 5 6 7 8 9 10
AGE 67 35 55 78 74 60 40 28 39 62

GENDER F M F M M F F M M M
HB 10.8 15.9 12.8 15.2 11.9 18.6 18.3 13.6 16.3 14.9
TC 7400 4500 9400 17200 18300 5000 6200 12300 20400 7400

DC: NEUTROPHILS 58 61 70 85 25 85 60 89 23 70
LYMPHOCYTES 23 31 21 15 20 12 38 17 12 27
EOSINOPHILS 2 5 1 0 1 0 0 2 1 1
MONOCYTES 5 6 2 2 1 1 4 2 2 1
BASOPHILS 1 1 1 0 1 1 1 0 0 1
ESR(60 MIN) 25 10 74 57 12 13 15 45 83 43

PC 2.8 1.9 4.3 2.6 1.6 4.4 1.3 2.2 4.5 2.5
PCV 33 48 31 39 36 27 47 37 38 38
MCV 83 89.8 91 88 89 74 86 89 87 85
MCH 30 27.9 31 32 32 24 30 31 31 31

MCHC 35 31.1 35 36 35 32 35 34 35 36
RBC 3.9 5.3 3.3 4.5 4 3.5 5.4 4 4.3 4.4

RDW-CV 15.2 15.5 15.3 15.1 11.8 12.4 12.5 11.5 15.1 18.6
RBS 169 189 196 230 220 169 143 350 467 220

UREA 15 35 37 41 58 22 20 24 60 30
CREATININE 0.8 1.5 1.3 1.2 1.2 1 0.8 1.2 1.3 1.1

CRP 79.8 10 40 60 55 43 3 36 26 15
D-DIMER 550 240 200 150 140 110 115 110 100 600

LDH 112 186 294 289 190 170 190 278 147 282
DIRECT BILLIRUBIN 0.4 0.3 0.3 0.4 0.4 0.6 0.3 0.4 0.3 0.3

BILLIRUBIN T 0.8 0.9 0.5 0.7 0.8 1.5 0.5 0.8 0.5 0.7
INDIRECT BILLIRUBIN 0.4 0.6 0.2 0.3 0.4 0.9 0.2 0.4 0.2 0.4

SGOT 29 25 27 20 35 54 30 39 38 37

Classifier
Output

Actual 1 0 1 1 1 1 0 1 1 1
SVM Predicted 1 0 1 0 1 1 1 1 1 1
NB Predicted 1 1 1 0 1 1 1 1 1 1

K-NN Predicted 1 1 1 0 1 1 1 0 1 1
LR Predicted 1 0 1 0 1 1 1 0 1 1
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The performance of the classifier can be illustrated using confusing 
matrix. Most of the metrics are measured using confusion matrix. The 
accuracy, recall, precision, F1-score, and AUC were used to evaluate 
the results. Table IV displays the confusion matrix for COVID-19 
prediction.

TABLE IV. Confusion Matrix for Covid-19 Prediction

Has COVID-19 
Disease

Does not have 
COVID-19 Disease

Has COVID-19  Disease True positive False Positive

Does not have COVID-19 Disease False Negative True Negative

True Positive (TP) : 

If the actual class is COVID-19 positive and the model also predicts 
the class value as COVID-19 positive, then it is termed as True Positive. 

True Negative (TN):

If the actual class is COVID-19 negative and predicted class value is 
also COVID-19 negative, then it is termed as True Negative.

False Positive (FP):

If the actual class is COVID-19 positive but the predicted class 
result is COVID-19 negative, then it is termed as False Positive

False Negative (FN):

If the actual class is COVID-19 negative but the predicted class 
result is COVID-19 positive, then it is termed as False Negative.

Accuracy:

Accuracy is computed by adding the number of correctly predicted 
positive and negative predictions and then dividing it by all types of 
predictions (TP, TN, FP, FN) [49] as shown in Eq. 11.

	 (11)

Precision: 

Precision is the fraction of number of correctly predicted positive 
instances and the total number of correct or incorrect predicted 
positive instances (TP, FP) [50]. Precision is also termed the Positive 
Predictive Rate (PPR) as shown in Eq. 12.

	 (12) 

Recall:

Recall is the fraction of correctly predicted positive (TP) instances 
and the sum of correctly predicted positive and incorrectly predicted 
negative instances (TP, FN) [50] as shown in Eq.13. It is otherwise 
called the True Positive Rate (TPR).

	 (13) 

F1-score:

F1-score is calculated as the weighted average of precision and 
recall as shown in Eq. 14. Since it takes into account false positive and 
false negative predictions, these metric measures accuracy for uneven 
datasets better [50].

	 (14) 

AUC: 

AUC stands for Area under the curve. It is the measure of how 
well it distinguishes between each class. It is also known as Receiver 
Operator Characteristics (ROC) curve summary. It is used as a metric 
in binary classification problem.

C.	Validation Methods
This section deals with the two types of cross-fold and split dataset 

validation methods used in the research.

K-fold validation: 

The K-fold validation method trains and evaluates the model “k” times 
for different samples [51]. Performance metrics are used to evaluate 
each fold, and the fold with the highest accuracy is selected the best.

Data split validation:

Based on the number of samples, the dataset is divided into a train 
set split and a test set split. The split ratio normally commences with 
80:20, 75:25, and 70:30, and goes on likewise. Metrics are used in every 
split to measure the performance of the model and the split with the 
best accuracy.

D.	Comparison of State-of the Art Benchmarks in COVID-19 
Prediction

In this section, a table is presented to outline the different machine 
learning algorithms employed in preprocessing, feature selection, 
and classification techniques. Table V compiles the state-of-the-art 
benchmarks in predicting COVID-19.

TABLE V. Comparison of State-of the Art Benchmarks in COVID-19 Prediction

Ref. No. Dataset Used
Pre Processing Feature Extraction /

Selection
Classification/ Techniques 

Used
Accuracy 

(%)Noise removal / Handling Outliers 

[15]
IRCCS Ospedale 

San Raffaele 
N/A Feature Importance Random Forest 82

 [17]
Albert Einstein 
Hospital dataset

Highly correlated attributes are 
eliminated to reduce noise in the data.

Pearson Cor-relation and 
feature importance

Logistic regression, random forest, 
k nearest neighbours and Xgboost

92

[21]
Albert Einstein 
Hospital in São 

Paulo, Brazil
N/A

Correlation Matrix and 
The Chi-Squared Test

Ensemble of Support Vector 
Machines, Adaptive Boosting, 
Random Forest and K-Nearest 

Neighbors

69.9

[23]
Albert Einstein 

Hospital (Kaggle)
N/A N/A

K Nearest Neighbor, Radial 
Basis Function, Naive Bayes, 
kStar, PART, Random Forest, 
Decision Tree, OneR, Support 

Vector Machine and Multi-Layer 
Perceptron

88

Proposed 
Clinical Dataset iForest to Handle Outliers Mutual Information SVM 94.8
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Based on the information provided in the table above, it is clear 
that the model using Albert Einstein Hospital (Brazil) dataset and the 
proposed clinical dataset that checks and handle outliers demonstrates 
improved accuracy than other models. Therefore, addressing outliers 
has effectively enhanced the model’s robustness.

E.	 Finding the Best Features Using Feature Selection Methods  
In the feature selection stage, which is indispensable to designing 

the model, the most appropriate features that maximize the model’s 
performance are chosen.   This section shows the results of the 
feature selection algorithm in the process of selecting the features 
from the clinical dataset. Feature selection methods used for the study 
include the ANOVA-F, chi-square, mutual information and Pearson 
correlation filter-based methods, as well as the RFE and SFS wrapper-
based methods.

1.	Chi-Square Test:
The outputs of the chi-squared test are the p-value and the chi 

score. A large p-value shows target-independent input features that 
are not selected for training. Target-dependent features with a high 
chi score, on the other hand, are selected for training. Fig. 4(a) and 
4(b) show the graph representing the chi-square, based on the p-values 
and chi-score, respectively. The threshold for the chi-score is set to 
100 and for the p-value to 0.05. Features selected for training include 
the MCV, MCH, Eosinophils, age, monocytes, urea, ESR (60 min), RBS, 
CRP, D-Dimer, LDH, lymphocytes, DC: Neutrophils, TC, and SGOT. 
These features have a p-value and a chi-score that are less than and 
greater than the threshold, respectively. 

2.	ANOVA-F:
In the ANOVA-F, the impact of the feature with the target variable 

is determined by the feature’s variance. A low score implies that the 
feature has no impact on the target feature. Fig. 5. graphically depicts 
the feature score of all the features in the dataset using ANOVA-F 
feature selection. The top 15 features selected for classification are the 
TC, monocytes, RBS, Direct Billirubin, DC:Neutrophils, lymphocytes, 
basophils, ESR (60 min), MCH, D-Dimer, CRP, LDH, Eosinophils, 
Billirubin T and SGOT.
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Fig. 5.  Feature and its score using ANOVA-F.

3.	Mutual Information:
Mutual information calculates the information gain for each feature. 

Fig. 6. shows the feature score calculated using mutual information 
for each feature. The top 15 features with high information gain are 
selected for classification.  The selected features are DC: Neutrophils, 
Lymphocytes, CRP, Billirubin T, ESR (60 min), Direct Billirubin, 
D-Dimer, LDH, MCV, MCH, RBS, RBC, UREA, Eosinophils, and PC.

4.	Pearson Correlation:
Fig. 7. Depicts the correlation matrix of various clinical dataset 

features. Highly correlated features are selected for classification. The 
selected features include DC:Neutrophils, Eosinophils, ESR (60 min), 
monocytes, basophils, MCV, MCH, RBS, Direct Billirubin, CRP, RDW-
CV, Billirubin T, LDH, SGOT, and D-Dimer.
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Fig. 4. (a) P-Value of the features using Chi-Square. (b) Chi-Score of the features using Chi-Square.
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Fig. 6. Feature and its score using Mutual Information.

5.	Recursive Feature Elimination (RFE):
Table VI shows a list of features selected using Recursive Feature 

Elimination (RFE). The selected features are those with a ‘true’ value 
in the RFE_Support column, while the RFE_Ranking column provides 
information on the rank of each feature. Features with ‘1’ in the RFE_
Ranking and ‘True’ in the RFE_Support are selected as the best which 
include Lymphocytes, DC: Neutrophils, Eosinophils, Monocytes, 
Basophils, ESR(60 min), PC,PCV,MCV, RBS, RDW-CV, urea, creatinine, 
CRP, D-Dimer and LDH.
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Fig. 7.   Correlation Matrix of Clinical Dataset features.

6.	Sequential Forward Selection (SFS):
Table VII shows a list of features and the average score of the 

feature subset selected using the Sequential Forward Selection (SFS) 
algorithm. The Feature_Names column displays a list of features 
selected in each iteration and the Avg_Score column gives the average 

of the feature score of the selected features in each iteration. Features 
selected by the SFS algorithm are Gender_1, Gender_2, HB, TC, DC 
Neutrophils, Lymphocytes, Eosinophils, Monocytes, Basophils, ESR 
(60 min), PC, PCV, MCV, CRP, and LDH.

F.	 Features Selected by Various Feature Selection Method:
The experiments above have selected certain features by different 

feature selection method. Some features are selected by more than one 
feature selection method. Table VIII presents an analysis of the votes 
gained by each feature.

It is found from the above table, features like CRP, DC neutrophils, 
lymphocytes, eosinophils, basophils, ESR (60 min), MCV, RBS, D-dimer, 
LDH, direct bilirubin, and billirubin T have a high vote.

G.	Comparison of Classification Techniques Performance Based 
on Feature Selection Methods

Table VIII shows the comparison of classification technique 
performance based on various feature selection techniques. The 
dataset contains 28 features, of which 15 were selected using the 
ANOVA-F, chi-square test, mutual information, Pearson correlation, 
RFE and SFS feature selection methods. These 15 features are used for 
classifying patients’ with COVID-19. The efficiency of the classifier 
is determined by various performance metrics. The confusion matrix 
helps to view the efficiency of the classifier pictorially. Fig.8, 9, 10, 
and 11 show, respectively, the confusion matrix obtained for the test 
data after training the model using the SVM, Naïve Bayes, k-NN and 
logistic regression classifiers. The classifiers work with the features 
selected using mutual information. 

TABLE VI. Features Selected Using RFE Algorithm

S. No. Feature Name RFE_Support RFE_Ranking
1 AGE False 14

2 GENDER_1 False 13

3 GENDER_2 False 12

4 HB False 9

5 TC False 8

6 DC: NEUTROPHILS True 1

7 LYMPHOCYTES True 1

8 EOSINOPHILS False 2

9 MONOCYTES True 1

10 BASOPHILS True 1

11 ESR (60 MIN) True 1

12 PC True 1

13 PCV True 1

14 MCV True 1

15 MCH False 10

16 MCHC False 11

17 RBC False 6

18 RDW-CV True 1

19 RBS True 1

20 UREA True 1

21 CREATININE True 1

22 CRP True 1

23 D-DIMER True 1

24 LDH True 1

25 DIRECT BILLIRUBIN False 3

26 BILLIRUBIN T False 4

27 INDIRECT BILLIRUBIN False 5

28 SGOT False 7
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Fig. 8.  Confusion Matrix – SVM.
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Fig. 9. Confusion Matrix –Naïve Bayes.
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Fig. 10. Confusion Matrix – k-NN.
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Fig. 11. Confusion Matrix – LG.

Note : 1 - COVID-19 Positive  ; 0 – COVID-19 Negative

TABLE VIII. Features Selection Method And Selected Features

N
am

e 
of

 th
e 

Fe
at

ur
e

List of Selected Features with Feature 
Selection (15)

Filter Method Wrapper 
Method

A
N

O
VA

-F

C
hi

-S
qu

ar
e

M
ut

ua
l 

In
fo

rm
at

io
n

Pe
ar

so
n 

C
or

re
la

ti
on

R
FE SF
S

AGE

GENDER_1 

GENDER_2 

HB 

TC   

DC: NEUTROPHILS      

LYMPHOCYTES     

EOSINOPHILS     

MONOCYTES     

BASOPHILS    

ESR(60 MIN)      

PC   

PCV  

MCV     

MCH    

MCHC

RBC 

RDW-CV  

RBS     

UREA   

CREATININE 

CRP      

D-DIMER     

LDH      

DIRECT BILLIRUBIN   

BILLIRUBIN T   

INDIRECT BILLIRUBIN

SGOT   
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TABLE VII.  Features Selected Using SFS Algorithm

S. No Feature_Names Avg_Score

1 CRP 0.71

2 CRP, LDH 0.75

3 TC, CRP, LDH 0.76

4 GENDER_1, TC, CRP, LDH 0.73

5 GENDER_1, GENDER_2, TC, CRP, LDH 0.76

6 GENDER_1, GENDER_2, HB, TC, CRP, LDH 0.78

7 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, CRP, LDH 0.74

8 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, CRP, LDH 0.75

9 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS, CRP, LDH 0.79

10 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, CRP, LDH 0.78

11 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS, MONOCYTES, BASOPHILS, CRP, LDH 0.81

12 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS, MONOCYTES, BASOPHILS, ESR(60 
MIN), CRP, LDH

0.83

13 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS, MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, CRP, LDH

0.84

14 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS, MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, CRP, LDH

0.86

15 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS, MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, CRP, LDH

0.88

16 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, CRP, LDH

0.84

17 GENDER_1, GENDER,_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC,CRP, LDH

0.81

18 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, CRP, LDH

0.82

19 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, CRP, LDH

0.76

20 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, CRP, LDH

0.74

21 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, UREA, CRP, LDH

0.82

22 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, UREA , CFREATININE, CRP, LDH

0.78

23 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, UREA , CFREATININE, CRP, D-DIMER, LDH

0.79

24 GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, UREA , CFREATININE, CRP, D-DIMER, LDH, DIRECT BILLIRUBIN

0.81

25
GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, UREA , CFREATININE, CRP, D-DIMER, LDH, DIRECT BILLIRUBIN, 
BILLIRUBIN T 

0.79

26
GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, ESR(60 
MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, UREA , CFREATININE, CRP, D-DIMER, LDH, DIRECT BILLIRUBIN, 
BILLIRUBIN T, INDIRECT BILLIRUBIN, SGOT 

0.77

27
AGE,GENDER_1, GENDER_2, HB, TC, DC:NEUTROPHILS, LYMPHOCYTES, EOSINOPHILS,MONOCYTES, BASOPHILS, 
ESR(60 MIN), PC, PCV, MCV, MCH, MCHC, RBC, RDW-CV, RBS, UREA , CFREATININE, CRP, D-DIMER, LDH, DIRECT 
BILLIRUBIN, BILLIRUBIN T, INDIRECT BILLIRUBIN, SGOT

0.77



Regular Issue

- 95 -

TABLE IX.  Performance of Different Classifiers With and Without 
Different Feature Selection Methods

Fe
at

ur
e 

Se
le

ct
io

n 
A

lg
or

it
hm No. of 

Selected 
attribute

C
la

ss
if

ie
rs

Performance Metrics

A
cc

ur
ac

y 
(%

)

Pr
ec

is
io

n

R
ec

al
l

F1
-s

co
re

A
U

C

W
ith

ou
t F

ea
tu

re
 

se
le

ct
io

n

28

SVM 92.7 0.93 0.93 0.93 0.93

Naïve 
Bayes

89.7 0.90 0.90 0.90 0.90

KNN 69.7 0.75 0.70 0.68 0.70

LR 91.7 0.92 0.92 0.92 0.93

Fi
lte

r

A
N

O
VA

-F

15

SVM 93.7 0.94 0.94 0.94 0.94

Naïve 
Bayes

 92.7 0.92 0.92 0.92 0.93

KNN 90 0.89 0.90 0.89 0.90

LR 93.7 0.94 0.94 0.94 0.94

C
hi

-S
qu

ar
e

15

SVM 93.7 0.94 0.94 0.94 0.94

Naïve 
Bayes

90.6 0.90 0.90 0.90 0.91

KNN 89 0.89 0.89 0.89 0.89

LR 91.25 0.92 0.91 0.91 0.92

M
ut

ua
l 

In
fo

rm
at

io
n

15

SVM 94.8 0.95 0.95 0.95 0.95

Naïve 
Bayes

90 0.91 0.90 0.90 0.90

KNN 89 0.89 0.89 0.89 0.89

LR 91.25 0.91 0.92 0.91 0.92

Pe
ar

so
n 

 
C

or
re

la
tio

n

15

SVM 92.7 0.93 0.93 0.93 0.93

Naïve 
Bayes

92.7 0.93 0.93 0.93 0.93

KNN 88.5 0.87 0.89 0.89 0.89

LR 92.7 0.93 0.93 0.93 0.93

W
ra

pp
er

RF
E

15

SVM 91.6 0.92 0.92 0.92 0.92

Naïve 
Bayes

88.5 0.89 0.89 0.89 0.89

KNN 88.5 0.89 0.89 0.89 0.89

LR 91.6 0.92 0.92 0.92 0.92

SF
S

15

SVM 92.7 0.93 0.93 0.93 0.93

Naïve 
Bayes

92.7 0.92 0.93 0.92 0.93

KNN 88.5 0.87 0.89 0.88 0.89

LR 92.7 0.93 0.93 0.93 0.93

It is inferred from Table IX that the features selected by mutual 
information perform the best with the SVM classifier compared to 
other methods, producing 94.8% accuracy

H.	Performance Evaluation of Feature Selection Techniques 
Using K-Fold Validation

According to the results, the SVM classifier paired with feature 
selection technique works well. Fold validation and training-testing 
data split validation helps to improve the efficiency of the model by 
providing us the best fold and split. Table IX shows the comparison 
of various feature selection techniques performance using the SVM 

classifier in COVID-19 prediction. To find the effective fold for all filter 
and wrapper based feature selection methods, cross-fold validation is 
used. This experiment divides the dataset into 5 fold ranging from 
1 to 5 and the above mentioned performance metrics are used for 
evaluation. Table X shows the comparison of various feature selection 
technique performance with the SVM classifier.

It is observed, from the results of Table X that 5th fold gives the 
best results. Moreover, the performance metrics show that the mutual 
information technique outperforms all the others.

I.	 Performance Evaluation of Feature Selection Techniques 
Using Data Splitting Validation

Many researchers do not focus on fold or split validation. The 
importance of data splitting is highlighted in this research, with 
experiments carried out to determine the suitable split for testing 
and training. The above mentioned metrics are used to evaluate the 
performance of feature selection methods with SVM classifier in order 
to determine the best fold and data splitting range for predicting 

TABLE X. Comparison of Feature Selection Methods Performance 
With SVM Classifier Based on Fold Validation

M
et

ri
cs Feature 

Selection 
Algorithm

Comparison of  Feature Selection Methods 
Performance Based on Fold Validation

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

A
cc

ur
ac

y 
(%

)

ANOVA-F 61.6 65.04 76.5 88.62 89.3

Chi-Square 72.4 71.04 81.9 90.6 91.7

Mutual 
Information

94.1 93.9 94.08 93.9 94.5

Pearson 
Correlation

92.1 91.9 92.08 91.9 92.4

RFE 89.1 88.8 89.1 88.8 89.8

SFS 91.5 91.4 91.5 91.5 91.9

Pr
ec

is
io

n

ANOVA-F 0.62 0.65 0.77 0.89 0.90

Chi-Square 0.73 0.71 0.82 0.91 0.92

Mutual 
Information

0.93 0.92 0.94 0.94 0.95

Pearson 
Correlation

0.91 0.92 0.91 0.91 0.92

RFE 0.89 0.88 0.89 0.88 0.89

SFS 0.91 0.90 0.91 0.91 0.91
Re

ca
ll

ANOVA-F 0.62 0.65 0.77 0.89 0.89

Chi-Square 0.73 0.71 0.82 0.91 0.92

Mutual 
Information

0.93 0.93 0.94 0.94 0.95

Pearson 
Correlation

0.91 0.91 0.91 0.91 0.92

RFE 0.89 0.88 0.89 0.88 0.89

SFS 0.91 0.90 0.91 0.91 0.91

F1
-S

co
re

ANOVA-F 0.62 0.65 0.77 0.89 0.89

Chi-Square 0.73 0.71 0.82 0.91 0.91

Mutual 
Information

0.93 0.92 0.94 0.94 0.95

Pearson 
Correlation

0.91 0.91 0.91 0.91 0.92

RFE 0.89 0.88 0.89 0.88 0.89

SFS 0.91 0.90 0.91 0.91 0.91
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COVID-19 using clinical data. Table XI lists a comparison of the 
performance of feature selection methods with the SVM classifier to 
predict COVID-19. To get the best training and testing splitting range, 
the split is listed in ranges from 20 - 80% to 80% - 20% as depicted in 
Table XI.

It is evident from Table XI that the 80%-20% training-testing 
data splitting shows high accuracy. The result shows that mutual 
information outperforms other feature selection techniques.

J.	 Comparing the Performance of the Datasets
This section compares the performance of open source clinical 

datasets with the proposed clinical dataset. It is found from the 
literature survey that open source datasets are the preferred choice 
for model-building. The total number of features and instances, 
as well as features chosen by the feature selection algorithm, are 
analysed.  The features were classified using the SVM classifier and 
its performance.

TABLE XI. Comparison of the Performance of Feature Selection Methods Based on Data Splitting Validation
M

et
ri

cs Feature Selection 
Algorithms

Comparison of the performance of feature selection methods based on data splitting validation

20-80 25-75 30-70 35-65 40-60 45-55 50-50 55-45 60-40 65-35 70-30 75-25 80-20

A
cc

ur
ac

y 
(%

)

ANOVA-F 80.6 80.6 80.2 81.2 81.9 80.5 82.1 81.6 83.1 84.9 85.8 89.1 93.7

Chi-Square 80.1  81.5 82.7 83.6 84.2 85.6 86.1 87.7 88.8 89.9 90.1 91.7 93.7

Mutual Information  83.2 84.9 85.2 86.8 87.2 88.8 89.4 90.2 91.8 92.6 93.1 93.8 94.8

Pearson Correlation 80.6 81.7 80.3 82.3 83.4 85.1 86.7 87.1 88.4 89.1 90.5 91.2 92.7

RFE 78.5 79.2 80.6 81.1 82.1 83.4 84.6 93.5 85.1 86.9 88.1 90.1 91.6

SFS 75.2 76.2 77.8 78.2 80.2 81.5 82.9 84.1 88.2 89.4 90.1 91.8 92.7

Pr
ec

is
io

n

ANOVA-F 0.78 0.80 0.80 0.81 0.82 0.81 0.82 0.82 0.83 0.85 0.86 0.89 0.94

Chi-Square 0.80 0.81 0.83 0.84 0.84 0.86 0.86 0.88 0.89 0.90 0.91 0.92 0.94

Mutual Information 0.84 0.85 0.86 0.87 0.88 0.89 0.90 0.91 0.92 0.93 0.93 0.94 0.95

Pearson Correlation 0.81 0.82 0.81 0.82 0.83 0.85 0.87 0.87 0.88 0.89 0.91 0.92 0.93

RFE 0.78 0.79 0.81 0.81 0.82 0.82 0.85 0.84 0.85 0.87 0.88 0.90 0.92

SFS 0.75 0.77 0.78 0.78 0.80 0.82 0.83 0.84 0.88 0.89 0.90 0.91 0.93

Re
ca

ll

ANOVA-F 0.77 0.81 0.81 0.82 0.82 0.81 0.82 0.82 0.83 0.85 0.86 0.89 0.94

Chi-Square 0.79 0.81 0.83 0.84 0.83 0.86 0.86 0.87 0.88 0.89 0.90 0.92 0.94

Mutual Information 0.85 0.86 0.87 0.88 0.89 0.90 0.91 0.92 0.93 0.94 0.95 0.94 0.95

Pearson Correlation 0.81 0.82 0.81 0.82 0.83 0.85 0.87 0.87 0.88 0.89 0.91 0.92 0.93

RFE 0.78 0.79 0.81 0.81 0.82 0.82 0.85 0.84 0.85 0.87 0.88 0.90 0.92

SFS 0.75 0.77 0.78 0.78 0.80 0.82 0.83 0.84 0.88 0.89 0.90 0.91 0.93

F1
 S

co
re

ANOVA-F 0.77 0.81 0.81 0.82 0.82 0.81 0.82 0.82 0.83 0.85 0.86 0.89 0.94

Chi-Square 0.79 0.81 0.83 0.81 0.83 0.86 0.84 0.87 0.88 0.89 0.89 0.91 0.94

Mutual Information 0.85 0.86 0.87 0.88 0.89 0.90 0.91 0.92 0.93 0.94 0.95 0.94 0.95

Pearson Correlation 0.81 0.82 0.81 0.82 0.83 0.85 0.87 0.87 0.88 0.89 0.91 0.92 0.93

RFE 0.78 0.79 0.81 0.81 0.82 0.82 0.85 0.84 0.85 0.87 0.88 0.90 0.92

SFS 0.75 0.77 0.78 0.78 0.80 0.82 0.83 0.84 0.88 0.89 0.90 0.91 0.93

TABLE XII. Comparison of Other Dataset Performance With SVM Classifier

S. 
No.

Ref.
No. Dataset No. of 

Features Instances Features Selected Accuracy
(%)

1. [15]
IRCCS Ospedale 

San Raffaele
15

219
( COVID-19 positive - 177
 COVID-19 Negative - 102)

Gender, Age, WBC, platelets, CRP, AST, ALT, GGT, LDH, 
Neutrophils, Lymphocytes, Monocytes, Eosinophils,  

Basophils, Swab
82

2. [21]
Albert Einstein 
Hospital in São 

Paulo, Brazil
111

5644
( COVID-19 positive - 558

 COVID-19 Negative – 5086)

Monocytes, Age, Red Blood Cells, Serum Glucose 
Hematocrit, Hemoglobin, Leukocytes, Lymphocytes, 

Mean Platelet Volume, Creatinine, Calcium, Magnesium, 
Potassium, Sodium, Urea, Vitamin B12, Phosphor

69.79

3. [23]
Albert Einstein  

Hospital (Kaggle)
72

1624
( COVID-19 positive - 786

 COVID-19 Negative – 838)

LDH, AST, FG, CA, PCR, GLU, ALT, CO2POC, SO2POC, 
GLUEMO, WBC, FCOPOC, RDW, HHBPOC, AGE, HCT,  

FO2POC, BAT, XDP,  GGT.
88

4. - 
Proposed 
COVID-19 

Clinical Dataset
27

2000
( COVID-19 positive - 1000

 COVID-19 Negative – 1000)

DC:Neutrophils, Lymphocytes, CRP, Billirubin T, ESR(60 
Min), Direct Billirubin, D-Dimer, LDH, MCV, MCH, RBS, 

RBC, UREA, Indirect Billirubin, PC
94.8
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It is observed from Table XII that the open source datasets used 
have imbalanced data, unlike the proposed dataset. This proposed 
dataset has been used to build a model that selects relevant features 
and predicts COVID-19 using the SVM classifier with 94.8% accuracy, 
outclassing other datasets. The hyperparameters such as C (penalty 
parameter), kernel, gamma, coef0 can be tuned to improve the 
performance of the model.

VI.	Conclusion

This research was carried out to publish a new clinical dataset 
on GitHub. Further, it focused on selecting the best features using 
feature selection techniques and finding a suitable classifier to predict 
COVID-19. To this end, a literature survey was completed to examine 
the feature selection methods and classification algorithms used for 
COVID-19 prediction using a clinical dataset.  Different experiments 
were conducted using the clinical dataset in order to determine the 
suitable feature selection algorithm that selects the most relevant 
features, along with an appropriate classifier for the prediction. Based 
on the experiments, the mutual information filter-based feature 
selection algorithm was identified to be the best of its kind. The SVM 
classifier, with a high 94.8% accuracy, outperformed the rest. While 
the model excels at predicting COVID-19, its primary limitation lies in 
its lack of generalizability, stemming from its reliance on data from a 
single hospital for model training. Future directions include extending 
the research by modifying the mutual information algorithm to select 
the best feature to enhance the performance of the classifier. Likewise, 
two classifiers can be combined to form an ensemble classifier that 
can be used to build a high-performance classifier for COVID-19 
prediction using the clinical dataset. 
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