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Abstract

Accurate segmentation of dental structures from cone-beam computed tomography (CBCT) images has 
become an active research field due to the widespread use of this technology in clinical practice. In recent 
years, contributions have shifted from traditional computer vision methods to deep learning-based approaches. 
However, most of these works are based solely on convolutional neural networks (CNNs), whereas the image 
segmentation state-of-the-art is currently moving towards attention-based architectures. Furthermore, 
contributions on dental CBCTs predominantly present methods focused on a single object category, mainly 
teeth. In this article we tackle the segmentation of multiple oral structures by implementing previously 
unutilized query-based segmentation transformers. The proposed method achieves similar results to the state-
of-the-art, especially on tooth segmentation, while employing a considerably smaller training dataset than 
prior contributions.
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I.	 Introduction

Cone-Bean computed tomography (CBCT) has become a 
widespread diagnostic imaging modality in dental practice, with 

some surveys reporting up to 76% of clinics having one machine, and 
33% performing at least one scan every year [1].

Due to the ability of CBCT to yield a volumetric reconstruction of 
the patient’s mouth, it is commonly employed in implant planning, 
impacted tooth and temporomandibular joint evaluation [2]. However, 
the characteristics of the machinery and the energy spectrum used 
in this modality lead to a higher expression of image artifacts. This 
is especially noticeable in cases where the patient has some form of 
dental implant constructed with highly attenuating materials. As a 
result of these phenomena, the manual creation of volumetric masks 
of dental structures such as teeth, bone, or sinuses, is often time-
consuming and requires an experienced dental practitioner.

Automatic segmentation of tomographic modalities such as 
computed tomography (CT) and magnetic resonance imaging (MRI), 
have been extensively researched, employing both classical computer 
vision and machine learning approaches [3]. Yet, most of these 

methods cannot be directly translated to CBCT due to the prevalence 
of the previously mentioned artifacts. In addition, they have smaller 
spatial resolution than clinical CT and MRI machines.

Segmentation, like most computer vision tasks, has recently seen a 
shift from traditional algorithms to deep learning-based methods [4]. 
This was further accentuated by the advent of convolutional neural 
networks (CNNs), which replaced or were combined with previous 
methods in tasks such as image classification, object detection or 
image segmentation [5]. Such transition can also be observed in the 
CBCT segmentation literature, where contributions have gradually 
moved from traditional computer vision algorithms [6]–[13] to 
machine learning methods [14]–[31], especially CNNs [17]–[31].

Despite that, the computer vision field is now seeing another 
paradigm shift with the introduction of Transformers [32]. These 
neural networks, initially conceived for natural language processing 
(NLP) tasks, have recently been adapted to be used with images [33] 
and have shown comparable, and in some cases superior, performance 
compared to CNNs.  Furthermore, as a result of recent research, unified 
architectures have been described that perform all three types of 
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segmentation tasks simultaneously (semantic, instance, and panoptic) 
in what has been referred to as universal segmentation [34].

The absence of contributions leveraging these new advances in 
dental CBCT segmentation motivated this work. Thus, in this paper 
we present a multi-class method that performs instance segmentation 
of teeth and metal implants. In addition, we perform semantic 
segmentation of maxillary and mandible bone, and maxillary sinuses. 
The main contributions of this work are: 

(i)	 We propose the use of query-based instance segmentation 
Transformers which show state-of-the-art performance in 
common segmentation benchmarks (COCO [35], Cityscapes 
[36], ADE20K [37] and Mapillary Vistas [38]), on this problem.

(ii)	 We produce a multi-class model, tackling four types of oral 
structures, whereas most of the literature deals with one or two 
classes.

(iii)	 We trained our model on a single patient’s dataset and validated 
it on eleven different patients, acquired using two distinct X-ray 
systems. Despite being trained on a smaller dataset, our model 
outperforms previous works trained on larger datasets and 
achieves performance close to the state of the art. 

Our approach resorts to two components: an encoder-decoder 
vision Transformer, and a post-processing module that refines the 
segmentation outputs, providing instance segmentation in certain 
categories and semantic segmentation in others. 

In order to further enhance the generalization capabilities of the 
architecture, some of its components were pre-trained on large-scale 
datasets such as COCO [35].

II.	 Background and Related Work

This section provides a survey of previous contributions regarding the 
automatic segmentation of oral structures. It also provides an overview 
of Vision Transformers, primarily focused on segmentation tasks.

A.	CBCT Automatic Oral Structure Characterization
Segmentation of oral structures such as teeth, implants or bone has 

been widely studied, with most contributions performing semantic 
segmentation, separating a whole oral structure – such as the denture 
– from the rest; or instance segmentation, which involves detecting 
and segmenting individual entities of certain category, as in the case 
of teeth. 

This literature could be taxonomically organized into contributions 
employing traditional computer vision (CV) approaches, and those 
leveraging datasets to train machine learning models.

1.	Traditional CV Approaches
Among these contributions, the most prevalent techniques found in 

the literature are level set methods [8], [9], [10], [13], statistical shape 
models (SSMs) [6], [7], [9] and watershed segmentation [12].

Level set methods, a form of active contour methods, extract 
borders by iteratively modifying the zero-cut of a high-dimensional 
function. Gao and Chae [8] use this technique leveraging prior 
information from contiguous slices for individual tooth segmentation. 
This approach was further developed by Yau et al. [10], Ji et al. [13] 
and Gan et al. [11].

Alternatively, SSMs follow the notion of deforming a high-
dimensional structure which is often a template constructed from a 
dataset. This was first applied to mandible segmentation by Lamecker 
et al. [6], and further improved by segmenting the mandibular nerve 
in Kainmueller et al. [7]. Duy et al. [9] continued this line of research 
by individual tooth segmentation.

Watershed, a classic non-semantic segmentation technique, was 
recently used by Fan et al. [12] to dilate manual marked regions to 
perform mandible segmentation.

2.	Machine Learning Approaches
Machine learning is a branch of artificial intelligence based on 

methods aimed at emulating human learning processes, gradually 
improving their performance by learning from data. Therefore, 
their performance is tightly coupled with the amount and quality of 
training datasets. The most used approaches for CBCT segmentation 
found in the literature were Markov random fields (MRFs), mean-shift 
algorithms, random forests and CNNs.

MRFs are probabilistic graphical models, designed to derive 
information from pixels to cluster or segment them. They have been 
optimized through graph cutting algorithms for tooth segmentation 
by Hiew et al. [14], and later combined with SSMs by Keustermans et 
al. [15].

Mortaheb et al. [16] employed an unsupervised non-parametric 
clustering algorithm for teeth segmentation, using the CIELUV color 
space as their feature space.

Alternatively, Wang et al. [39] implemented a sequential 
combination of random forest metaclassifiers, to segment mandibles 
within CBCT images.

Nonetheless, the most prevalent approach in CV and, particularly, 
in CBCT segmentation research is CNN based methods. Most of these 
publications either repurpose the use an established CNN architecture 
or propose some variation on their topology, with the most common 
being U-Net [40], MS-D [41] and Mask R-CNN [42]. Most contributions 
perform a single information extraction task, such as: denture 
segmentation [19], [20], [28], [29], [31], tooth instance segmentation 
[17], [21], [22], metal segmentation [18] and sinus segmentation [25]. 
Only five works were found to address two or more categories [23], 
[24], [26], [27], [30]. A summary of the contributions using CNNs can 
be found in Table I.

TABLE I. Overview of Contributions Employing CNNs

Contribution Approach Dataset size

Cui et al. [17]
Edge encoder-decoder + 3D Mask 

R-CNN
20 patients

Hegazy et al. [18] U-Net 5 patients

Lee et al. [19]
UDS-Net (U-Net + novel dense 

blocks)
102 patients

Rao et al. [20]
U-Net + Dense Conditional 

Random Field
86 images

Chen et al. [21] V-Net + watershed 25 patients

Jang et al. [22]
One-step detection + U-Net 

segmentation
97 volumes

Wang et al. [23] MS-D 30 patients

Zheng et al. [24] Dense U-Net 20 patients

Morgan et al. [25] 3D U-Net 83 volumes

Cui et al. [26] Encoder-decoder CNN ensemble 4215 patients

Dot et al. [27] U-Net 603 patients

Hu et al. [28] DSFNet 150 patients

Jing et al. [29] USCT 85 patients

Nogueira-Reis et al. [30] U-Net ensemble 30 patients

Wang et al. [31]
Trans V-Net (V-Net with cross-

attention skip connections)
150 patients
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B.	Vision Transformers
Attention mechanisms initially emerged to overcome the loss of 

context experienced by encoder-decoder Recurrent Neural Networks 
(RNNs) in sequence-to-sequence (seq2seq) tasks [43]. In that setting, 
it served as a way of combining the hidden states of the encoder 
weighing each contribution in terms of the prior hidden state in 
the decoder. It wasn’t until the introduction of the Transformer by 
Vaswani et al. [44] that the attention mechanism was employed as the 
main building block of a neural network.

Attention itself can be understood in terms of classical regression 
[45], [46], where a set of outputs is obtained by comparing the similarity 
between some set queries and key-value pairs. In Transformers, 
however, these queries, keys and values are projections of the inputs 
given to the layer. In general, they can be represented as

	 (1)

	 (2)

	 (3)

where Q, K and V are the matrices corresponding to the queries, 
keys and values respectively; Wq ∈ Rd×dk, Wk ∈ Rd'×dk and Wv ∈ Rd'×dv are 
learnable weights that produce the projections of the inputs; Xq ∈ Rn×d  
is the set of n vector embeddings that form the queries and Xk,v ∈ Rm×d' 
are m vector embeddings used for the keys and values.

When the same input is used in queries, keys and values, this 
mechanism is termed self-attention, otherwise it may be referred 
to as cross-attention. Nonetheless, these attention blocks are often 
implemented as multi-head attention, where h attention mechanisms 
are performed in parallel, and their resulting embeddings are 
concatenated along the embedding dimension and projected with 
another trained matrix WO ∈ Rhdv×d'v.

Another relevant component of Transformers’ attention mechanism 
is positional encoding. To preserve information about the order of the 
sequence and the tokens in the embeddings, an encoding is added or 
concatenated to the input embedding before performing the attention 
operation. This embedding can be found as a fixed value derived from 
sinusoids [44] or as a set of learnable parameters [47].

As a final consideration, it is important to mask the attention 
of a Transformer decoder to avoid prior queries attending to keys 
belonging to the latter ones. This is often done by adding a matrix 
such that mi,j = -∞ for any i > j. These contributions will be zeroed after 
performing the softmax.

A Transformer block is usually created by combining self or cross 
multi-head attention operations with residual connections, multi-
layer perceptrons and normalization operators, concretely, layer 
normalization [48].

The unprecedented scalability of Transformers and their zero-shot 
performance when pre-trained on massive datasets in NLP, led to the 
creation of the Vision Transformer (ViT) [33], an initial approach to 
adapting the standard Transformer to images. ViT and other basic 
implementations of the Transformer in images lacked hierarchical 
feature representation. This is a desirable trait for backbone networks 
or feature extractors in several popular architectures. This was first 
tackled by the Pyramid Vision Transformer (PVT) [49], with later 
modifications to improve the scalability of these approaches with 
image size in the Swin Transformer [50]. Based on this, Transformers 
could be used as a drop-in replacement for CNN feature extractors 
and employed to increase the performance of previously fully 
convolutional architectures in multiple computer vision tasks, such as 
classification, detection, or segmentation.

Regarding the segmentation task, Liu et al. [51] propose a 
comprehensive taxonomy to classify recent Transformers. According 
to it, architectures can be grouped into patch-based or query-driven 
ones. The prior naïvely implemented the initial concept of the Vision 
Transformers using patch embeddings to perform per-pixel classification. 
Conversely, query-based models employ object or mask queries that are 
processed along with image features to produce output embeddings 
that determine the bounding box, class, and mask of the detections.

III.	Materials and Methods

In this section we discuss the methods we used for training the 
classification models. We also describe the experiments we conducted 
to assess the contributions we report on this paper. First, we provide 
an overview of the dataset used in this study. Then, we describe the 
adopted deep learning architecture, including its training and the 
experiments we conducted to assess its performance.

A.	Data Acquisition
The dataset used in this project encompasses 12 patients, whose 

images were acquired with two different systems. Data from a single 
patient was used for training, while the rest of the data was used at the 
validation stage. Two patients were scanned using a Carestream CS 
8100 3D; the training volume was obtained with 90 kVp, 30 mAs and a 
spatial resolution of 0.15 mm, and the other validation images with 85 
kVp, 70.9 mAs and a resolution of 0.16 mm. The other patients within 
the validation images were captured on a Vatech PHT-35LHS with 94 
kVp, 114.8 mAs and a resolution of 0.2 mm.

All image annotations were manually performed by an expert 
orthodontist using COCO Annotator [52]. The target categories were 
tooth, metal, bone (mandible and maxilla), and maxillary sinus. Teeth 
and metal implants were annotated as instances, while bone and 
maxillary sinuses were represented with a single semantic mask in 
the image. The training dataset comprised of a whole patient volume, 
made from 384 annotated slices of 512-pixel width and height, with 
4043 annotations. The validation dataset contained 25 slices from 11 
patients with a square size of 550 pixels and 316 annotations.

B.	Deep Learning Implementation
Our network design is based on the MaskFormer [53] family of 

architectures, a type of query-based segmentation model. Their meta 
structure is constructed using three modules: a feature extractor in the 
form of a Feature Pyramid Network (FPN) [54], a Transformer module 
and a segmentation module. Our implementation maintains such 
organization, modifying the perceptron used for classification and 
introducing several detection refinement steps. This is to transition 
from all instance detections to our desired instance and semantic 
outputs. Images of size H×W with C channels are input into a feature 
extractor in the form of an FPN made up of a Swin-S backbone and 
a CNN decoder. The multi-scale feature maps are used as inputs for 
the transformer decoder and mask logits generation. The transformer 
decoder makes as many detections as queries are set in the model 
configuration. The resulting embeddings are then used to obtain class 
predictions and masks in conjunction with the feature maps. Lastly all 
object detections are refined by a post-processing block. Fig. 1 shows 
an overview of this architecture.

The FPN module was built using the small variant of Swin [50] 
(Swin-S) as the feature extractor backbone. Such backbone produces 
4 multi-resolution feature maps that are then fed into a convolutional 
network as described in the original FPN paper [54]. The three lower 
spatial dimension outputs of the FPN were used as inputs for the 
Transformer decoder. The last highest-dimension feature map was 
employed in the segmentation module.
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The Transformer decoder used Mask2Former’s [34] implementation, 
employing masked attention instead of cross-attention on the query 
embeddings and image features. This attention mechanism applies 
the previous layer’s mask predictions on the current layer’s attention, 
computed as

	 (4)

where Ml-1 ∈ ℝN×Hl Wl is the binarized output of the previous layer 
resized to the resolution of the input image features (Kl , Vl ∈ ℝN×Hl Wl), 
and Ql ∈ ℝN×Cɛ are the input query embeddings.

An initial set of query embeddings is iteratively refined through 
groups of three Transformer layers. With each group layers receiving 
feature maps from the FPN at 1/32, 1/16 and 1/8 of the input resolution 
respectively. As in its original implementation, this process is repeated 
L times, producing a decoder with 3L layers. Our implementation 
used 100 queries (N) with an embedding size (Cɛ ) of 256 and 3 groups 
(L) of Transformer layers, leading to a total of 9 layers in the decoder. 
An overview of a single group of layers within the decoder can be 
seen in Fig. 2.

Input
queries

Feature maps

Output
queries

N � Cε N � Cε

× × ×Cε
H
32 ×W

32 Cε
H
16 ×W

16 Cε
H
8 ×W

8

Fig. 2. Transformer layer structure repeated L times to construct the 
transformer decoder.

The segmentation module obtains the class and mask logits through 
fully connected neural networks, using the Transformer decoder 
embedding as inputs. The multi-task loss used during training was 
expressed as

	 (5)

here, Lcls represents the cross-entropy loss of the class predictor, LCE 
is the binary cross-entropy loss of the masks and LDice is the Dice loss 
[55] of the masks.

The resulting logits are refined to produce output predictions 
through a two-stage process. In the first stage, the class and mask scores 

are obtained through the softmax and sigmoid functions respectively. 
From the initial 100 queries, predictions are pruned if they belong to the 
background (null) class, or if their score is under a certain threshold. In 
the second stage, the instance segmentation predictions are subjected 
to two operators: a connected-component labeling algorithm based on 
their class, and non-maximum suppression of the resulting blobs. 

During the connected-component labeling part of the post-
processing, if the predictions belong to either bone or maxillary sinus, 
their masks are separated into individual blobs using the Spaghetti 
[56] algorithm. All the resulting binary masks are then subjected to 
non-maximum suppression using their intersection-over-union as the 
deciding metric, with a threshold of 0.3. Lastly, masks belonging to 
bone and sinus are merged back into a single prediction to accomplish 
semantic segmentation in these categories and instance segmentation 
in teeth and metal.

C.	Model Training Settings
Aside from the linear classifier used for class prediction, all parameters 

in the model were initialized from a baseline pre-trained with the COCO 
dataset [35]. During training, the Swin Transformer was used as a 
fixed feature extractor, only modifying the pixel decoder, Transformer 
decoder and fully connected layers in the segmentation module.

To increase the generalization ability of the model, a series of 
geometric and intensity transformations were applied during the 
training phase to resemble differences found amongst patients and 
tomographic systems. Each image was subjected to random horizontal 
flipping, affine transforms (translation, scaling, and rotation), median 
blur and gamma correction.

The model was trained for 75 epochs with a batch size of 16, using 
the AdamW [57] optimizer, a learning rate of 1×10-4 and an L2 weight 
decay of 5×10-2. All learning rates were reduced by a factor of 0.1 at 
90% and 95% of the training.

IV.	Results

The evaluation was done on the validation dataset described 
in section III.A of the Materials and Methods. We assessed the 
performance of our model on two sets of metrics: object detection and 
segmentation. Regarding object detection, all average precision COCO 
[35] metrics were used. Segmentation evaluation was performed 
through the Dice similarity coefficient or DSC (equivalent to the F1 
score), precision and recall as overlap metrics, and the Hausdorff 
distance (HD) and average symmetric surface distance (ASSD) as 
boundary metrics. Both sets of metrics will be presented in terms of 
all detections and on a per-label basis. Additionally, a set of ablation 
studies will be presented in the following section to assess the impact 
of the data augmentation scheme employed.

Swin-S
CNN

decoder

Mask
MLP

Class
layer

Class
logits

Detection
refinement

Mask
logits

C � H � W

N � (K + 1)

N � Cε

Transformer
decoder

N � Cε N � Cε

Fig. 1. Diagram of the proposed MaskFormer-based architecture.
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Average precision metrics used the intersection-over-union (IoU) 
of binary masks as thresholding values. The mean average precision 
across categories (AP) resulted in 0.61, with the AP at IoU thresholds 
of 0.5 and 0.75 (AP50 and AP75) yielding 0.89 and 0.72 respectively. AP 
results for each class were 0.69 for teeth, 0.39 for metal, 0.61 for bone 
and 0.75 for maxillary sinuses.

Segmentation metrics pertaining to boundaries were computed 
using each acquisition’s spatial resolution, thus being expressed in 
millimeters (mm). All previously presented metrics are given per 
structure category in Table II, where each value represents the average 
over all detections within the validation set.

A.	Ablation Study
This section presents detection and segmentation metrics of 

models trained with different data augmentation schemes to gauge 
their influence. All measurements use the model with no train-time 
augmentation as the baseline and compare it to using solely geometric 
transformations (horizontal flipping and affine transformations) and/
or intensity transformations (median blur and gamma correction).

A comparison between detection metrics amongst the data 
augmentation transforms is given in Table III, where each value 
represents the average result of all detection classes. Table IV provides 
a comparison between said data augmentation transforms, by 
presenting the mean average precision in a per-class basis.

TABLE III. Detection Ablation Results

Transforms

None Geometric Intensity All

AP 0.46 0.51 0.56 0.61

AP50 0.80 0.85 0.84 0.89

AP75 0.47 0.58 0.68 0.72

TABLE IV. Per-Class Mean Average Precision Results

Category
Transforms

None Geometric Intensity All

Tooth 0.65 0.69 0.64 0.69

Metal 0.21 0.31 0.31 0.39

Bone 0.44 0.55 0.55 0.61

Sinus 0.55 0.50 0.75 0.75

Table V presents the segmentation results on the validation dataset 
averaged over all classes when training the model using differing data 
augmentation transforms.

TABLE V. Segmentation Ablation Results

Transforms

None Geometric Intensity All

DSC (%) 90.7 ± 6.8 91.6 ± 5.8 90.3 ± 6.5 90.7 ± 6.2

Precision (%) 93.0 ± 9.7 94.6 ± 7.6 94.6 ± 9.3 96.6 ± 5.6

Recall (%) 89.7 ± 8.2 89.6 ± 8.3 87.6 ± 9.1 86.3 ± 9.9

HD (mm) 2.11 ± 4.46 2.28 ± 5.88 2.40 ± 6.53 1.97 ± 5.45

ASSD (mm) 0.35 ± 0.55 0.36 ± 0.87 0.38 ± 0.89 0.36 ± 1.06

V.	 Discussion

Automatic segmentation of oral structures in CBCTs is becoming 
increasingly relevant in digital dentistry. Deep learning approaches, 
especially CNNs, have shown strong performance when segmenting 
objects such as teeth [17], [19], [20], [21], [22], [26]. However, current 
trends image segmentation seems to be moving towards other 
deep learning paradigms, primarily attention-based networks, or 
Transformers [58]. 

Most recent contributions to 2D and 3D segmentation of CBCTs 
explore the creation of deep learning-based methods that partially 
or entirely use CNNs and employ a significant amount of data for 
training. Our study explores Transformer-based alternatives and 
assesses their generalization ability when trained with an extremely 
limited number of patients. Furthermore, as many authors focus 
on a single segmentation task and category, we strived to devise an 
approach that could segment multiple oral structures using different 
segmentation strategies.

To that end, we expanded a query-based segmentation architecture 
pre-trained on a large-scale image dataset, fine-tuned it for our task 
and post-processed its output to perform instance segmentation in 
two of our categories (tooth and metal) and semantic segmentation in 
the rest (bone and maxillary sinus).

The evaluation of our method in terms of object detection yielded 
promising results, accomplishing an average precision of 0.61 across 
classes. The lowest performance was found for metal objects. This is 
consistent with our expectation, as metal implant annotations share 
numerous spatial and morphological characteristics with teeth. 
However, they only account for 18.95 % of the annotations in the 
training dataset, compared to 69.65 % for teeth.

We surveyed recent contributions addressing tooth segmentation 
using deep learning techniques [17], [19], [20], [21], [22], [23], [26] to 
evaluate the performance of our proposed method for tooth instance 
segmentation. These contributions result in a mean DSC of 93.3 ± 1.4 % 
and an ASSD of 0.26 ± 0.09. Our model segmentations achieve only a 2.3 
% reduction in DSC and 1 mm lower ASSD, albeit with higher standard 
deviation. Nonetheless, the boundary error in such small categories is 
mainly due to the low spatial resolution of dental CBCT images.

TABLE II. Multi-Class Segmentation Results

Category DSC (%) Precision (%) Recall (%) HD (mm) ASSD (mm)

Tooth 91.0 ± 6.3 97.8 ± 3.1 85.9 ± 10.1 0.86 ± 0.99 0.25 ± 0.16

Metal 89.3 ± 4.2 98.1 ± 4.1 82.5 ± 7.9 0.48 ± 0.15 0.19 ± 0.07

Bone 87.9 ± 6.3 83.3 ± 8.5 93.6 ± 6.3 14.51 ± 13.67 1.65 ± 3.46

Sinus 91.1 ± 1.8 91.0 ± 10.6 92.1 ± 7.2 3.03 ± 1.09 0.57 ± 0.01

90.7 ± 6.2 96.6 ± 5.6 86.3 ± 9.9 1.97 ± 5.45 0.36 ± 1.06
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Semantic segmentation classes (bone and sinuses), although less 
numerous in terms of annotations, presented overlap scores close to 
those of instance segmentation, i.e., teeth and metal. However, they 
both show significant boundary errors, appreciable through their 
Hausdorff distances. When visually inspected, the origin of these 
flaws has been attributed to two sources: false positive regions and the 
segmentation of bones that do not belong to the maxilla or mandible, 
for instance, vertebrae. Examples of such errors can be found in Fig. 3. 

Regarding the multi-class capabilities of our approach, we compare 
our segmentation results to that of the only three works found tackling 
more than a single category [23], [24], [26]. Zheng et al. [24] employ 
a modified and anatomically constrained version of U-Net [40], and 
report semantic segmentation of four object categories: lesion, material, 
bone, and teeth. Wang et al. [23] also address a semantic segmentation 
problem, using MS-D [41] to segment teeth and bone. Lastly, Cui et 
al. [26] uses an ensemble of encoder-decoder CNNs each addressing 
certain task, to obtain instance segmentation masks of teeth and bone, 
differentiating between maxilla and mandible in the latter. A numeric 
comparison of the segmentation results on common classes with the 
previously mentioned works is presented in Table VI. As observed in 
said comparison, our method outperforms prior semantic segmentation 
contributions in the tooth category, while additionally providing the 
detection of individual instances. This is especially relevant due to the 
nature of our training dataset. The use of a single patient volume not 
only restricts the morphologies the network is presented with, but it 
also yields a significantly reduced amount of distinct data due to the 
high correlation between contiguous slices within the volume.

TABLE VI. Comparison With Other Multi-Class Approaches

Contribution Tooth DSC (%) Bone DSC (%)
Patients 
used for 
training

Zheng et al. [24] 81.0 ± 6.0 89.0 ± 6.0 15

Wang et al. [23] 94.8 ± 2.0 93.4 ± 2.0 21

Cui et al. [26] 94.1 ± 1.1 94.5 ± 0.4 3172

Ours 91.0 ± 6.3 87.9 ± 6.3 1

We suggest that the accuracy discrepancies between categories 
in our approach may be caused by two distinct sources: the nature 
of the architecture and the differences in the training and validation 
acquisition. Regarding the first source, as the architecture is query 
based, it detects and segments individual instances of objects, allowing 
for increased performance when presented with more annotations of 

a certain category. In our case the most numerous ones were teeth and 
metal, while the other two (bone and sinuses) were less represented 
in the dataset. On the other hand, as the span of the scanned regions 
differ between the machines used for acquiring the training dataset 
and that of most validation patients, the model has not been allowed 
to learn of the existence of bone not belonging to our categories of 
interest, i.e., vertebrae.

The results of the ablation study on data augmentation techniques 
confirmed that the train-time transformations greatly improved the 
model’s performance, especially in a low data resource scenario such 
as this project. The most significant enhancements being shown are 
in the increase of all object detection metrics and in the reduction of 
segmentation boundary errors.

As stated in previous contributions [26], the improvements 
provided by data augmentation are limited in terms of model 
generalization compared to the used of larger and diverse datasets. 
However, by leveraging the feature representation of state-of-the-art 
neural networks and employing the latest architectural paradigms, 
our method achieves promising results even with one patient in 
our training dataset. This is further supported, as the model can 
generalize not only for the morphologies of 11 other patients but also 
for acquisitions employing completely different machines. Examples 
of multi-class segmentation maps produced by the model on the 
validation set can be found in Fig.  4 in the Appendix.

VI.	Conclusion

This work presents a multi category approach to dental CBCT 
segmentation exploiting Transformer architectures, in contrast to the 
predominant single category – mostly teeth – CNN-based methods 
found in the literature. Additionally, it is achieved using an extremely 
limited training dataset consisting of a single patient volume. 

The resulting method exploits the generalization capability of 
attention-based segmentation architectures pre-trained on large image 
datasets, fine-tunes them and processes its results to perform instance 
segmentation of teeth and metal implants, and semantic segmentation 
of maxillary bone, mandibles, and maxillary sinuses.

Our tooth segmentation results show comparable performance to 
those of SoTA methods even when employing much smaller training 
datasets. Conversely, segmentation results for less common classes 
such as bone and sinuses suggest that the constrained amount of data 
severely hinders the model’s ability for generalization. 

(a) (b)

Ground truth Predicted

Fig. 3.  Boundary errors displayed as red dotted lines, in semantic segmentation of maxillary and mandible bone. (a) Hausdorff distance resulting from 
segmentation of vertebrae as bone of interest. (b) Hausdorff distance arising from false positives in the predicted mask.
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We expect future work on CBCT segmentation to benefit from 
moving towards a universal segmentation approach, primarily based 
on networks operating through attention mechanisms. Furthermore, 
encoder-decoder architectures such as the one employed in this 
contribution, could extend its capabilities with additional parallel 
decoders performing other tasks, such as single tooth classification. With 
enough data, these approaches may also be expanded to volumetric ones 
and could benefit from combining two types of volume representation 
of the same region of the patient, such as CBCT and panoramic X-rays.

Appendix

Tooth Metal Bone Sinus

Reference Predicted

Fig. 4. Comparison of semantic segmentation maps of ground truth validation 
images with the predictions produced by the model.
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