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Abstract

Extracting knowledge from text data is a complex task that is usually performed by first structuring the texts 
and then applying machine learning algorithms, or by using specific deep architectures capable of dealing 
directly with the raw text data. The traditional approach to structure texts is called Bag of Words (BoW) and 
consists of transforming each word in a document into a dimension (variable) in the structured data. Another 
approach uses grammatical classes to categorize the words and, thus, limit the dimension of the structured 
data to the number of grammatical categories. Another form of structuring text data for analysis is by using 
a distributed representation of words, sentences, or documents with methods like Word2Vec, Doc2Vec, and 
SBERT. This paper investigates four classes of text structuring methods to prepare documents for being 
clustered by an artificial immune system called aiNet. The goal is to assess the influence of each structuring 
method in the quality of the clustering obtained by the system and how methods that belong to the same 
type of representation differ from each other, for example both LIWC and MRC are considered grammar-
based models but each one of them uses completely different dictionaries to generate its representation. By 
using internal clustering measures, our results showed that vector space models, on average, presented the 
best results for the datasets chosen, followed closely by the state of the art SBERT model, and MRC had the 
overall worst performance. We could also observe a consistency in the number of clusters generated by each 
representation and for each dataset, having SBERT as the model that presented a number of clusters closer to 
the original number of classes in the data.
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I. Introduction

Text mining corresponds to a set of techniques used to extract 
patterns or identify trends in documents (textual datasets), 

bringing together Information Retrieval, Natural Language Processing 
(NLP), and Data Mining techniques [1]–[5]. Thus, text mining involves 
knowledge in linguistics, informatics, statistics and cognitive sciences, 
among other areas. Whilst data mining seeks patterns in numerical 
and categorical data, text mining is about looking for patterns in texts. 
This superficial similarity between the two areas hides their main 
difference [6]: data mining deals with structured data in standard 
databases, whilst texts are semi- or unstructured data covered with 
uncertainties, context and ambiguity, which make their analysis and 
interpretation even more difficult. Thus, text mining deals with semi- 
or unstructured data that is usually pre-processed before a learning 
algorithm can be applied.

The pre-processing step performs all the cleaning and structuring 
in the text to generate its structured representation suitable for the 
application of standard machine learning algorithms [7]. This text 
structuring step is usually the most sensitive and expensive one in 
computational terms, as it requires the processing of unstructured data 
[4], [8]. It can be divided into four main steps: 1) tokenization; 2) stop 
words removal; 3) lemmatization; and 4) representation of documents. 
After Steps (1) to (3), it is necessary to find a suitable representation 
for the documents (Step (4)), and there are different methods to do so.

The most common text representation approach is the so called Bag 
of Words (BoW) [9], [10], which models the documents only based on 
a specific weight calculated for each token (word) in the document, 
disregarding grammar, word order and context. These are called 
vector space models, in the sense that they transform texts into a set 
of vectors in a usually high-dimensional space, where each dimension 
corresponds to a word in the documents.

Alternative methods to represent documents include those that, 
instead of having each word as a dimension, use a pre-defined set of 
word categories to represent the documents and classify the words 
available into one of these categories. Examples include the Linguistic 
Inquiry and Word Count (LIWC), which references a dictionary of 
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grammatical, psychological and content word categories, the Part-
of-Speech Tagging (sTagging), which accounts for the definition and 
context of words [11]–[13], and the MRC, which uses a predefined 
dictionary to map words into their respective psycholinguistic 
information [14].

A third class of text structuring method investigated in this paper is 
based on the concept of word embedding [15]–[17], that is, each word 
is represented as a real-valued vector that encodes its context and 
meaning, such that words with similar meanings appear closer to one 
another in the vector space. This type of distributed representation of 
words is generated by specific neural network architectures. Examples 
of these approaches include the Doc2Vec and Word2Vec algorithms, 
which model each paragraph and word, respectively, as a numerical 
vector representing its meaning and main characteristics.

The fourth and last representation is based on sentence 
embeddings, an extension of word embeddings generated by deep 
neural architectures. Sentence embedding models [18]–[21], such as 
SBERT, generate a vector taking into consideration both the semantics 
and linguistic aspects of a sentence or phrase by making use of the 
position, context and how every word is being used in the sentence 
[22]. While based on word embeddings, these models differ from them 
since word embeddings only hold isolated information for each word, 
while sentence embeddings are capable of extracting relationship 
between words and capture contextual information of a group of 
words like sentences, phrases and paragraphs [23].

After the documents are structured, any type of machine learning 
algorithm can be used to extract knowledge from the data. Tasks like 
clustering, classification and association rule mining can be performed. 
This paper investigates the influence of different text representation 
schemes, more specifically BoW, LIWC, sTagging, MRC, Doc2Vec, 
Word2Vec, and SBERT to prepare texts for being clustered by an 
Artificial Immune Network algorithm named aiNet [24]–[27]. To assess 
the performance of the algorithm, four datasets from the literature and 
two internal clustering measures were chosen.

The paper is organized as follows. Section II provides some 
background knowledge on the Immune Network Theory, the aiNet 
Algorithm, and the different text representation schemes used in the 
paper. Section III describes the implementation performed, results 
obtained and a discussion. The paper is concluded in Section IV with 
some general discussions and future research.

II. Background Knowledge

This research investigates the use of different text representation 
schemes combined with the aiNet algorithm to detect and extract 
clusters from text data. This section briefly reviews the biological 
phenomenon from which aiNet was inspired, the aiNet learning 
algorithm, and the different text representation schemes that will be 
used in the research.

A. Immune Network Theory
Among the most diverse components present in the immune system, 

antibodies (Ab) play a key role in its learning and evolution [28]. They 
work as a line of defense, recognizing and binding with antigens 
(Ag), thus generating Ag-Ab complexes that are then identified and 
destroyed by other immune cells [29], [30]. These cellular interactions 
are responsible for regulating and allowing the evolution of the 
Immune System (IS) [29] and the immune networks are responsible 
for key activities of immune cells, such as the emergence of memory 
cells and the self - non-self discrimination [30]–[32].

The immune network theory is a proposal that aims at explaining 
how the adaptive immune system works. It is based on the notion 
that antibodies contain receptors capable of recognizing one another 

and the foreign disease-causing agents, called antigens. This self-
recognition capability implies that immune cells and molecules are 
naturally connected to one another forming an internal network in 
a dynamical equilibrium state. The invasion of antigens would then 
disturb the network, promoting a change in its internal state. As the 
network already contains the receptors for such antigens, these would 
be called internal images of the antigens [30].

Ag-Ab interactions are extremely important for the learning 
and evolutionary processes of the IS [32], since the affinity of these 
interactions help guiding the creation of memory cells, that is, a set 
of specialized cells that are rescued by the IS to promote a faster and 
more effective response to future invasions of the previously seen 
antigens [28].

Immune system adaptation to foreign antigens is based on a learning 
and evolutionary process that allows the maturation of antibody 
receptors so that they become increasingly better at recognizing 
antigens and, also, the increase in the sets of memory cells to known 
antigens. This means that after the immune system eliminates a 
certain disease-causing agent, its immune cells and molecules are 
more adapted (i.e., with greater affinity) to that specific antigen, and 
the concentration of these cells also increased significantly, ensuring 
an effective response to future invasions of the same or similar antigen 
[28], [30], [31].

In summary, an adaptive immune response involves the recognition 
of antigenic patterns, followed by the expansion (cellular reproduction) 
of high-affinity cells, antibody maturation (i.e., mutations that 
lead to better Ag-Ab affinity match), and clonal expansion (i.e., the 
increase in number of high-affinity cells) [28], [32]. Altogether, these 
processes are called clonal selection and affinity maturation. It is 
worth mentioning that antibody mutation during clonal expansion 
is inversely proportional to the Ag-Ab affinity, that is, the higher 
the affinity, the smaller the mutation rate, and vice-versa [29]. Also, 
the immune network theory brings an explanation for the structure 
(architecture) and dynamics of immune cells and molecules.

By observing the essence of the immune system processes and 
their computational counterpart Artificial Immune System (AIS), 
it is possible to find several features that make them applicable 
to different types of tasks. For instance, Ag-Ab interactions are 
intrinsically a pattern recognition process, and clonal selection and 
affinity maturation are akin to an evolutionary search mechanism. 
The immune network theory adds another sophistication level to AIS 
by embedding a network structure to a system that was originally 
composed of separated individual components. When connections are 
added to the components of the system, pre-defined communication 
pathways are created and can be subjected to varying weights. By 
using these immune inspirations, it is possible to design algorithms 
for solving a vast array of problems, such as autonomous navigation, 
vehicle routing, clustering, classification, pattern recognition, and 
anomaly detection [30], [33]–[35].

B. aiNet: An Artificial Immune Network Model
The Artificial Immune Network model called aiNet is an algorithm 

inspired by the immune network theory aimed at clustering spatial 
data [29], [36]. aiNet takes as inspiration the pattern recognition of 
antigens by antibodies, the clonal expansion of high-affinity cells, the 
affinity proportional mutation of antibodies, the maintenance of high-
affinity cells as immune memories, and the immune network theory 
that explains structural properties of immune cell repertoires.

In the aiNet metaphor, antigens are the input data (objects) while 
antibodies are the prototypes representing the immune network 
internal representations of the antigens, learnt from the input 
data. For the algorithm, antigens and antibodies are represented by 
N-dimensional vectors, therefore, Ag-Ab recognition is calculated 
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using a similarity or dissimilarity measure [28]. The evaluation of 
the affinity between Ag and Ab is of paramount importance for the 
algorithm training process. Biologically, Ag-Ab recognition is based 
on the complementarity of their shapes, but for engineering purposes 
affinity can be measured either with similarity or dissimilarity 
measures [29].

Algorithm 1 presents a pseudo-code of the aiNet learning algorithm 
and its main steps. The algorithm works as follows. An initial set of 
antibodies Ab and a matrix of memory cells M are created, serving the 
purpose of maintaining sets of prototypes that will represent clusters 
of data in the available datasets. After initialization, an iterative search 
process starts until a certain number of iterations has been run. Within 
this loop, a number of steps occur. First, a partial random population is 
created and added to Ab. Then, for each input object (Ag), its affinity 
with all prototypes (Abs) is calculated and the Nb highest affinity ones 
are selected and cloned proportional to affinity (the higher the affinity, 
the larger the clone size) and mutated inversely proportional to affinity 
(the lower the affinity, the higher the mutation rate). A number ζ% of 
the highest affinity mutated clones are selected, the redundant ones, 
based on a similarity threshold ϵ, eliminated, and those whose affinity 
with the antigen are smaller than σs are eliminated. After all these 
steps are performed for each input object, the remaining prototypes 
are added to the set of M memory cells, and another suppression step 
removes redundancy within M .

Algorithm 1 The aiNet learning algorithm.

1: initialize the antibody set Ab
2: initialize the memory matrix M
3: while stopping criterion is not met do
4:     initialize a random population with size m and concatenate 
        it with Ab
5:     for each input object do
6:          calculate its affinity with every member of Ab
7:          select the Nb highest affinity antibodies
8:          clone the Nb antibodies proportional to their affinity
9:          mutate the clone inversely proportionally to their affinity
10:        select the ζ% highest affinity clones
11:        for each clone in the selected clone set do
12:             if aff > σp then remove (prune) it from the set of 
                  selected clones
13:             end if
14:             if aff < σs then remove (suppression) it from the set of 
                  selected clones
15:             end if
16:        end for
17:   end for
18:   calculate the affinity between all objects in M and suppress 
        those with affinity smaller than σs

19:   replace Ab with M
20: end while

The main parameters necessary to run the algorithm are:

• maxit: maximal number of iterations;

• Nb: number of antibodies to be selected for cloning;

• Nc: multiplier of the number of clones to be generated;

• ζ%: percentage of antibodies to be selected;

• σp: pruning threshold;

• σs: suppression threshold used to control redundancy.

At the end of aiNet training, the memory matrix M generated in the 
last iteration will contain the prototypes found based on the learning 
from the input data. From this matrix, it is possible to calculate 
the affinity among its antibodies and find groups of prototypes 
representing groups of data. The division into groups, also known as 
clustering, will be performed by applying the Minimal Spanning Tree 
(MST) [37] followed by a pruning method for inconsistent edges. The 
MST together with the pruning method will allow the separation of 
the data into cohesive groups, that is, groups with elements closer to 
one another [38], [39]. The idea is very simple. After building the MST 
among all memory antibodies, remove those edges whose weight are 
significantly larger than the average of nearby edge weights on both 
sides of the edge.

The aiNet dynamics followed by the application of the MST pruning 
method described above, makes it a clustering algorithm suitable for 
solving problems in which the clusters present differences in density. 
This is because aiNet will tend to uniformly place antibodies in 
regions of the space where the objects in the dataset are located. After 
that, the MST pruning method will look for links in the MST that are 
inconsistent and prune these links. Inconsistency here means being 
significantly longer than those in neighboring regions, what naturally 
implements a cluster separation method that searches for variations in 
the density of data in their original space.

C. Text Representation
Text Analysis refers to the process of extracting knowledge from 

texts based on their content [40]. As a computer is not intrinsically 
capable of understanding texts, it is necessary to establish an interface 
between the language of computers and the human language, which is 
obtained through computable numeric representations. Text Analysis 
is part of Natural Language Processing (NLP), which aims to study 
ways to model human language for computational purposes, thus 
allowing computers to be able to understand the texts to be analyzed 
[5], [41].

Over the past years, many works have been proposed involving 
the application of deep neural networks to text analysis and NLP [42], 
[43]. Despite that, not so many papers have addressed the problem 
of comparing the more traditional methods for text structuring (or 
representation) among themselves and with those based on deep 
network architectures. Useful review works in this direction include 
the papers [44]–[47].

The present paper investigates different text representation 
schemes commonly found in the literature: N-Gram, through Bag 
of Words (BoW); Linguistic Inquiry and Word Count (LIWC); Part 
of Speech Tagging (PoS Tagging); MRC; Doc2Vec; Word2Vec; and 
SBERT. These will be employed to structure text documents to be used 
by the aiNet clustering algorithm. This section provides a brief review 
of these text structuring methods.

1. BoW
N-Gram is a simple model used in natural language processing to 

represent textual data where every sequence of N tokens is considered 
a new feature [48]. Sequences with a size of one can either be referred 
to as a Unigram or as a Bag of Words [49]. To simplify, it will be called 
Bag Of Words (BoW) in this paper. While the Bag of Words is the most 
popular model, models using greater values of N are extremely useful 
for text prediction, translation techniques and search engines [48], 
making them more versatile.

This technique consists of creating a dictionary from the sentences 
used as input disregarding grammar and context. BoW is often used 
in conjunction with other pre-processing techniques to remove 
meaningless words, such as stopwords, and standardize the input data 
by removing special characters and keeping all words in uppercase or 
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lowercase. After these steps, it is necessary to determine the weight 
of each feature, formed by N sequential tokens, in the document, and 
this was performed here using the Term Frequency Inverse Document 
Frequency (TF-IDF) method.

TF-IDF is a statistical measure that determines the importance 
(weight) of each sequence of N words in the analyzed documents. This 
measure is calculated using the relative frequency of each sequence 
in the analyzed document in relation to the inverse of the number of 
documents that have the word being evaluated [50]:

 (1)

 (2)

 (3)

where TF (t, d) is the relative frequency of term t within document 
d, ft,d is the number of times the sequence of N terms t occurs in 
document d, IDF (t, D) is the inverse document frequency, and N is the 
total number of documents in the corpus D. The higher the TF-IDF 
value, the greater the relevance of a sequence in the document [51].

2. LIWC
The Linguistic Inquiry and Word Count (LIWC) [12] is a textual 

analysis tool composed of: four categories of general descriptors (total 
word count, number of words per sentence, percentage of words 
captured by the dictionary, and percentage of words with more than 
six letters); seven categories of personal concern (e.g. work, home, 
leisure activities); three speech categories (consent, e.g. agree, OK, yes; 
onomatopoeia, e.g. Er, hm, umm; fillers, e.g. so, such as, is, hum, well); 
and 12 punctuation categories (e.g. dots, commas, etc). In addition, 
it has 22 standardized linguistic dimensions (e.g. the percentage of 
words in the text that are pronouns, articles, auxiliary verbs, etc.) and 
32 psychological constructor word categories (e.g. affect, cognition, 
biological processes) [12]. It should be noted that LIWC extracts meta-
attributes from a document rather than representing the document by 
its words, like BoW does.

3. Part of Speech Tagging
Part of Speech Tagging, called here sTagger, originally written by 

Kristina Toutanova [52], is a Part-of-Speech (POS) tool whose function 
is to assign each word of the text a tag, such as noun, verb, adjective, 
etc. In the case of sTagger, its main differential comes from the use 
of a bidirectional dependency network to predict tagged sequence of 
words. This bidirectional approach allows it to better extract words’ 
interactions and conditioning features [52].

When structuring a document via sTagger, a count is made of 
the number of words in each tag. Thus, at the end of the structuring 
process, there is a matrix in which each attribute refers to a tag [13], 
[52], [53].

4. MRC
The MRC is a machine usable dictionary of psycholinguistic 

information containing 150,837 words, where each word is composed 
of up to 26 linguistic and psycholinguistic attributes. The attributes 
are obtained from publicly available sources and structured in a single 
dictionary [14]. The MRC representation consists of mapping words 
contained in the dictionary into a vector representing the 26 attributes 
mentioned before.

5. Word2Vec
Word2Vec is a family of algorithms and models that are used to 

learn word embedding from texts and the relationships between 
words. A word embedding is a representation of a word that encodes 

its meaning in a real-valued lower-dimensional vector, where the 
representation of words with similar meaning are closer together in 
the vector space.

The application of word embedding grants the Word2Vec model the 
ability to generate real-valued dense vectors for each word that is capable 
of capturing each linguistic regularity and linear relationships, allowing 
those vectors to be applied to mathematics operations like + and -.

An example of the linguistic regularities and their math properties 
is subtracting the vector representation of the word man from the 
vector representation of the word king, resulting in a vector that is 
close to the vector representation of the word queen [54].

6. Doc2Vec
Doc2Vec is a set of paragraph embedding models, inspired by the 

Word2Vec model, but with emphasis on documents, and that produces 
better results than averaging all the word vectors in a document.

A paragraph embedding is a representation of a variable-length 
text, such as documents, sentences and paragraphs, by real-valued 
vectors with fixed-length features [55]. The main difference between 
Word2Vec and Doc2Vec is that besides the word vectors generated by 
both models, Doc2Vec also has a single shared paragraph embedding 
which allows to better represent the document and its meaning [55].

The Doc2Vec model learns the paragraph embedding of a text 
by training to predict the vector representation for each word in a 
document in conjunction with a vector representing the paragraph, 
the paragraph vector. The predict task of the model concatenates the 
paragraph vector with word vectors to predict the next word in the 
context. The outcome of the learning task is a model whose vectors are 
capable of representing documents in a vector space.

7. SBERT
SBERT is a sentence embedding representation model built on 

top of BERT [56] and RoBERTa models [57]. These models present 
state-of-the-art performances for many text mining tasks, but have 
poorer performances when used for semantic-similarity, making them 
unsuitable for clustering tasks [58].

Since this embedding was created with the goal of extending 
the state-of-the-art results provided by those models for sentence 
embedding generation, this representation makes use of an elegant 
modification on the BERT/RoBERTa models by adding a pooling 
operation to its output. In order to provide a more contextualized and 
semantically meaningful embedding, the BERT/RoBERTa are first 
fine-tuned with siamese and triplet networks [58].

The SBERT representation can be generated by using many of the 
pre-trained models available in public repositories, like Hugging Face 
Hub. Since this representation uses pre-trained models, the quality of 
the embeddings generated may vary depending on the model used.

III. Performance Assessment

The goal of this paper is to investigate how different text 
representation methods influence the clustering performance of 
aiNet. To do so, three types of text representations were chosen: one 
standard vector space model (BoW); three grammar-based models 
(LIWC, sTagger, MRC); and two word embedding models (Word2Vec 
and Doc2Vec). Two clustering internal measures were selected for 
comparison: the Dunn (DU) index and the Davies Bouldin (DB) index. 
The methodology used, results obtained, and discussions are presented 
in this section. 

For this research the stsb-roberta-large model [58] was chosen since 
some preliminary tests with four different models indicated that the 
stsb-roberta-large consistently generated the best results for all datasets. 
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A. Methodology 
This subsection describes the experimental methodology employed. 

It starts by providing some distinctions among the representations 
and then follows with the hyperparametrization of aiNet, Word2Vec 
and Doc2Vec. Then, the datasets chosen are summarized and the 
evaluation measures described. 

1. Some Comments on the Selected Representations 
The three classes of text representations are considerably different 

from one another. BoW works by finding and weighing tokens that 
are expected to have a high discriminating capability among the text 
categories, but usually results in very high dimensional feature vectors. 
Grammar-based representations, such as LIWC, sTagger and MRC, are 
characterized by a limited number of word categories, but privilege a 
low dimensional representation of word categories in detriment of the 
context. Word embeddings, like Word2Vec and Doc2Vec, by contrast, 
try to extract the semantic meaning of the texts by representing the 
words by means of word vectors that are expected to capture the 
context of each word or document. SBERT generates fixed-size vector 
representations of sentences or short texts, extending the concept of 
word embeddings to the sentence level. These representation schemes 
will be used and compared here.

2. Some Comments on the Pre-Processing Step
In recent years, questions have been raised about the need of a pre-

processing step for generating text representations. This is because 
most of the recently developed representations, like SBERT, are based 
on deep neural networks, for which the removal of any word can have 
an impact on the contextual and semantic understanding of the model, 
potentially leading to worse representations [59], [60].

3. aiNet’s Hyperparameters
The aiNet parameters were chosen based on an iterative process 

aimed to maximize the selected evaluation metrics while making it 
possible to investigate how different representations behave when 
paired with the model, assessing their strengths and weaknesses. 
To maintain consistency when comparing different representation 
methods, most of the aiNet hyperparameters were fixed for all 
representations and datasets used, as follows:

• maxit = 50;

• Nb = 500;

• Nc = 40;

• ζ% = 10%;

• σs = 0.05.

This consistency is important because if aiNet had to be fine tuned 
for each representation it would be very difficult to compare the 
results and understand how each representation method influences 
the clustering results.

However, it is well known that some representation models, 
like BoW, generate high dimensional datasets, and calculating the 
similarity among the immune cells and between them and the input 
objects may require some tuning. Some preliminary experiments 
showed that higher values for the pruning threshold σp should be 
adopted for higher dimensional spaces, so the defined value for BoW, 
Word2Vec, and Doc2Vec was 0.9, while the remaining representations 
had σp = 0.5.

4. Word2Vec and Doc2Vec Hyper-Parameters

Word2Vec and Doc2Vec are the only representations that require 
hyper-parameter tuning. Since both models are based on the same 
algorithm, they share most of their parameters and can be trained 
using the same package, a very popular library called Gensim [61]:

• vector_size = 50;

• window = 5;

• min_count = 2;

• epochs = 40;

• negative = 5.

The Word2Vec was trained using the preprocessed sentences of the 
datasets and sg = 0. For the Doc2Vec dm = 0 (PV-DBOW).

5. Datasets
To test aiNet’s clustering capability for different text representation 

schemes, four datasets from the literature were selected:

• Sentiment Labelled Collection: a collection of 3 datasets from 3 
different websites (Amazon, Yelp and IMDB) containing users’ 
reviews. Each dataset has 1,000 objects with 500 positive reviews 
and 500 negative ones. The datasets are available at https://archive.
ics.uci. edu/ml/datasets/sentiment+labelled+sentences.

• SMS Spam Data: a dataset collected by [62] containing 5,572 
messages (4,825 ham and 747 spam). The dataset is available at 
https://archive.ics.uci.edu/ml/ datasets/SMS+Spam+Collection.

It is important to highlight that although the selected datasets are 
textual, each one of them represent a different type of text with its own 
characteristics. The SMS Spam Data is considered a short text dataset 
due to its character limitation and informal nature, making it likely the 
use of slangs and shorter texts that sometimes need to be combined to 
present the whole context [63]. The Sentiment Labelled Collection, by 
contrast, is composed of reviews extracted from three different websites 
with substantially different products, but grouped based on language 
and semantics. Reviews are different from text messages since their 
nature revolves around more descriptive texts and a semantics that 
expresses how someone feels about the reviewed product.

The difference among the selected datasets can have an impact 
on the representations generated. For instance, models like the Bag 
of Words are likely to be more sensitive to the SMS Spam Collection 
because its shorter length could generate a more sparse representation 
of each text.

6. Evaluation Measures
The Dunn and Davies-Bouldin indices [3] were used to assess the 

quality of the clusters obtained [3]. To calculate them, it is necessary 
to evaluate the cohesion (compactness) and separation of each cluster 
[64], what can be performed using intra (Eq. (4)) and inter-cluster 
distances (Eq. (5)):

 (4)

 (5)

where gi refers to group i, |gi| is the number of objects in group i, 
and d(x, y) is a distance measure between objects x and y.

7. Dunn Index (DU)
The Dunn Index combines both the inter- and intra-cluster distance 

to provide a cluster quality measure. It ranges over the interval [0, 
∞], where the higher the values, the more cohesive and separated the 
clusters [65]:

 (6)

where g is the resultant clustering, k is the number of clusters, gi 
is a cluster from the dataset, and Inter(.) and Intra(.) are the inter- and 
intracluster measures defined previously.
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8. Davies-Bouldin Index (DB)
Similarly to the DU, the Davies-Bouldin Index [66] also uses the 

inter- and intra-cluster distances to determine its value, but combining 
these measures in a different way:

 (7)

where g is the resultant clustering, k is the number of clusters, gi 
is a cluster from the dataset, and Inter(.) and Intra(.) are the inter- and 
intracluster measures defined previously.

The DB index measures the similarity between each cluster [67], 
[68] and it varies in the range [0, ∞], where the lower the values, the 
better the quality.

9. Experimental Results
The experiments were performed in Python with the use of third 

party libraries such as Numpy, Spacy, Scikit-learn, Gensim, Spacy-
stanza and Pandas. With all the representations, hyperparameters, 
datasets, and evaluation measures defined, the experiments were 
organized as follows:

• Each text representation was generated from a dataset after going 
through a processing pipeline adapted to the specificity of each 
representation. The structured texts were then used to train the 
aiNet model.

• As the aiNet relies heavily on the Ag-Ab affinity and considering 
that some of the text representations generate high-dimensional 
input vectors, the cosine similarity was chosen as the affinity 
measure in all experiments.

• Based on the clusters determined by aiNet, its performance was 
evaluated using the Dunn Index (DU) and the Davies-Bouldin Index 
(DB) for each representation used and for all selected datasets.

• Since aiNet is a non-deterministic algorithm, 10 experiments were 
performed for each text representation and the results presented 
are the average and standard deviation of the 10 results.

B. Results and Discussion
Table I summarizes the clustering results of the seven text 

structuring methods when used in conjunction with aiNet. By 
analyzing all results it is possible to observe similar trends between 
each representation across all four datasets, with the Bag of Words 
and MRC consistently presenting the best and the worst results for 
DU and DB, respectively. Another similarity is related with the total 
number of clusters identified, as presented in Fig. 1. It can be observed 
that the number of clusters resultant from each representation follows 
the same pattern.

While the state of the art representation, SBERT, presented only 
the second best results for both indices for the first three datasets, 
it presented, by a vast margin, the best results for the SMS Spam 
Collection. Another aspect to observe is that SBERT constantly 
generated the smallest number of clusters, closer to the number of 
classes of each dataset.

Considering the different sets of text representations studied in 
this paper, high dimensional feature vectors, grammar-based, word 
embedding, and sentence embedding, it is possible to note similar 
results between representations that belong to the same set, for 
example Doc2Vec and Word2Vec present similar results for both 
measures (DU and DB).

Interestingly, Bag of Words performed competitively even 
when compared with the state of the art, SBERT, and consistently 
outperformed word embedding and grammar-based representations, 
achieving the second best overall result with the Sentiment Labelled 

Review Datasets. Although the BoW model in general presented 
very good results for the Sentiment Labelled Review Datasets, it also 
presented a very undesired behaviour when paired with the SMS 
Spam Collection Dataset. In this scenario, despite its higher value 
of σp, the aiNet paired with BoW was unable to find more than one 
cluster, reason why its performance was zeroed.
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Fig. 1. Boxplots presenting the number of clusters per representation over 10 
executions. (a) Amazon Labelled Reviews. (b) IMDB Labelled Reviews. (c) Yelp 
Labelled Reviews. (d) SMS Spam Collection.
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Further investigations showed that the higher number of objects 
in the SMS Spam Collection resulted in a very sparse representation 
for BoW, with over 7,200 dimensions, almost a three times increase 
when compared with the BoW dimension for the Amazon Labelled 
Reviews. The sparsity found with this representation posed a 
challenge for the aiNet model since the Ag-Ab interactions ended up 
presenting very high values and thus all antibodies were consistently 
eliminated every iteration, resulting in an empty memory matrix 
after the training process.

In addition to the higher dimension, the SMS Spam Collection also 
presented a very unbalanced proportion between its original clusters, 
with the spam class having six times more objects than the other class, 
making it much more difficult to extract patterns from each cluster. 
This proportion made it difficult for the SBERT representation to detect 
more than one cluster in a couple of executions, which indicated that 
a fine tuning of the algorithm can lead to an even better performance 
for this representation.

Another point that can be observed when analyzing the results 
of grammar-based representations is that their dictionaries have a 
significant impact on the final representation dimensionality with 
each representation using different dictionaries, each with its own 
categories. Due to the grammar-based representations dependency 
on a predefined dictionary, the final representation is subjected 

to the words available in the dictionary and mismatches of words 
between the texts and dictionaries can occur. Such scenario becomes 
evident when older dictionaries are paired with modern texts, such 
as internet discussions and reviews, given that it does not account 
for today’s dialects and slangs. Usually, some of the grammar-based 
representations have a specific category that is used to account the 
mismatches, such as LIWC, but not all of them have it, as is the case 
for MRC.

The issues mentioned above can be observed when assessing the 
results of MRC, which presented the worst results for all datasets. 
The dictionary used by MRC was released in 1988 and has several 
relevant psychological attributes that are difficult to be synthesized 
and some of them do not have value for all the words contained in its 
dictionary and some of the words are not contained in it. Due to the 
complexity of the attributes and the date the dictionary was created, 
the probability of a word from the texts of the chosen datasets being 
present and having values for all the features is low, causing words 
not to have a significant value or to have a sparse representation, thus 
impacting its performance. It is also possible to infer from the results 
that the LIWC representation, which has a more complete and more 
recent dictionary, created in 2015, that it can also account for words 
that are not present in it, has better metric values and greater number 
of clusters of the grammar-based category.

The results also emphasize that the SMS database is the most 
complex to represent, resulting in lower metric values for most 
representations, with the exception of Doc2Vec and Word2Vec, which 
presented their best results among all datasets.

Fig. 1 shows the boxplot of the number of clusters found by aiNet 
for each of the four datasets over the 10 runs performed. Note that all 
datasets are originally divided into two classes, but the class labels are 
not used to train aiNet. It is a general tendency that sTagger generates 
more clusters than the other approaches, followed by LIWC. Also, it 
was noted that Word2Vec and Doc2Vec present similar behaviors with 
small numbers of clusters.

IV. Conclusions and Future Trends

This paper aimed at investigating the influence of seven different 
text structuring methods to be used in conjunction with the aiNet 
clustering algorithm. These methods fall into four categories: vector 
space models, grammar-based models, word embeddings, and sentence 
embeddings. Each category has a specific form of structuring the text, 
capturing or not information like syntax and context. Performance 
evaluation was made using four datasets from the literature, and 
internal clustering measures (Dunn and Davies Bouldin indices).

After running a number of experiments and analyzing the results, it 
was possible to observe that the aiNet’s pruning threshold is sensitive 
to the dimensionality of the representation, especially those with more 
sparse representations, like the Bag of Words (BoW) model.

Considering all the results obtained in this paper, the state-of-the-
art model, SBERT, consistently presented good results on all selected 
datasets, while other distributed representations, Doc2Vec and 
Word2Vec, did not perform as well, especially when paired with the 
Sentiment Labelled Review Dataset. The results suggest that this type 
of representation performs better with datasets containing a larger 
number of objects, that is, a larger variety of words. This observation 
is in contrast with the remaining representations, which performed 
worse when used with the SMS Spam Collection.

Although the BoW representation is the simplest in terms of 
generation when compared with the others studied, its results were 
fairly competitive, especially with the state of the art representation. 
While it is true that this representation was unable to present any 

TABLE I. Performance Evaluation of the Seven Text Structuring 
Methods (TSM) in the Four Datasets Chosen, Detaching the Best 

Performance for Each Dataset. DU: Dunn Index; DB: Davies Bouldin 
Index.  The SBERT Representation, As Previously Mentioned, Was 
Generated Using the Sentence-transformers/stsb-large-model 

Available at Https://huggingface.co/sentence-transformers/ Stsb-
roberta-large

TSM DU DB

Amazon 
Labelled 
Reviews

BoW 0.98 ± 0.00 1.95 ± 0.13
Doc2Vec 0.29 ± 0.02 3.73 ± 0.55

LIWC 0.32 ± 0.03 3.65 ± 0.20

MRC 0.19 ± 0.07 4.71 ± 0.57

SBERT 0.77 ± 0.02 2.49 ± 0.05

sTagger 0.26 ± 0.03 3.70 ± 0.20

Word2Vec 0.26 ± 0.07 4.53 ± 0.89

IMDB
Labelled
Reviews

BoW 0.99 ± 0.00 2.01 ± 0.00
Doc2Vec 0.25 ± 0.06 4.91 ± 0.61

LIWC 0.31 ± 0.03 3.79 ± 0.31

MRC 0.18 ± 0.05 5.17 ± 0.53

SBERT 0.76 ± 0.01 2.48 ± 0.14

sTagger 0.23 ± 0.02 3.23 ± 0.24

Word2Vec 0.23 ± 0.05 4.26 ± 0.47

Yelp Labelled 
Reviews

BoW 0.98 ± 0.00 2.02 ± 0.00
Doc2Vec 0.30 ± 0.05 3.76 ± 0.28

LIWC 0.32 ± 0.04 3.46 ± 0.12

MRC 0.21 ± 0.05 4.92 ± 0.55

SBERT 0.77 ± 0.01 2.52 ± 0.03

sTagger 0.27 ± 0.02 3.15 ± 0.15

Word2Vec 0.26 ± 0.07 4.85 ± 1.21

SMS Spam 
Collection

BoW 0.00 ± 0.00 0.00 ± 0.00

Doc2Vec 0.33 ± 0.02 3.50 ± 0.28

LIWC 0.25 ± 0.00 4.43 ± 0.13

MRC 0.09 ± 0.02 7.30 ± 0.43

SBERT 0.77 ± 0.01 2.57 ± 0.03
sTagger 0.14 ± 0.01 4.37 ± 0.15

Word2Vec 0.09 ± 0.02 7.30 ± 0.43
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result for the SMS Spam Collection, this reinforces the BoW’s main 
weakness: its dimensionalty (the larger number of objects provides a 
greater variety of words, which greatly increases the dimensionality 
of this representation making it extremely sparse and decreasing the 
effectiveness of similarity techniques that are intensively used by the 
aiNet algorithm.)

The results provided interesting insights about the peculiarity of 
each type of text representation. It is clear the need of running new 
experiments with larger datasets to further evaluate and improve the 
performance of the aiNet algorithm. Another point of improvement is 
the use of other high dimensional representations to further evaluate 
the impact of very sparse data matrices when paired with the aiNet 
algorithm. Finally, the results presented are relevant since they 
can be used as a baseline to fine tune the aiNet algorithm for each 
representation studied.
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