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Abstract

In the financial market, predicting stock trends based on stock market news is a challenging task, and 
researchers are devoted to developing forecasting models. From the existing literature, the performance of the 
forecasting model is better when news sentiment and technical analysis are considered than when only one of 
them is used. However, analyzing news sentiment for trend forecasting is a difficult task, especially for Chinese 
news, because it is unstructured data and extracting the most important features is difficult. Moreover, positive 
or negative news does not always affect stock prices in a certain way. Therefore, in this paper, we propose 
an approach to build an ensemble classifier using sentiment in Chinese news at sentence level and technical 
indicators to predict stock trends. In the training stages, we first divide each news item into a set of sentences. 
TextRank and word2vec are then used to generate a predefined number of key sentences. The sentiment scores 
of these key sentences are computed using the given financial lexicon. The sentiment values of the key phrases, 
the three values of the technical indicators and the stock trend label are merged as a training instance. Based 
on the sentiment values of the key sets, the corpora are divided into positive and negative news datasets. The 
two datasets formed are then used to build positive and negative stock trend prediction models using the 
support vector machine. To increase the reliability of the prediction model, a third classifier is created using 
the Bollinger Bands. These three classifiers are combined to form an ensemble classifier. In the testing phase, a 
voting mechanism is used with the trained ensemble classifier to make the final decision based on the trading 
signals generated by the three classifiers. Finally, experiments were conducted on five years of news and stock 
prices of one company to show the effectiveness of the proposed approach, and results show that the accuracy 
and P / L ratio of the proposed approach are 61% and 4.0821 are better than the existing approach.
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I. Introduction

Fiancial data analysis is an attractive research area for researchers 
and many topics could be studied, e.g., portfolio management and 

optimization [1]–[3], trading strategy discovery and optimization [4], 
[5], news sentiment analysis [6], [7]. One of the challenging research 
topics is the prediction of stock trends [8]–[10]. For example, Chen et 
al. proposed a graph feature-based neural network model that uses 
constructed stock networks, the corresponding feature matrices, 
trading data, and technical indicators to predict stock trends [8]. 
Considering trading transaction data, Long et al. proposed a framework 
that merges trading and market information for stock prediction using 
an attention-based bidirectional network for long-term memory [10].

The literature shows that financial news sentiment has an impact 
on stock prices [11], [12]. Through experiments with historical news 
articles of Hong Kong stock market, Li et al. found that the prediction 
models with sentiment analysis are better than the bag-of-words model 
in validation and test data set [11]. Loeffler et al. analyzed the tone of 
voice in Moody’s rating reports and pointed out that the short-term 
effects of tone of voice in reports with negative ratings affect investors’ 
mood and attention differently [12]. To determine the impact of news 
sentiment on financial returns, Kelly et al. found that annual returns 
are better when news sentiment is considered in a trading strategy than 
the buy-and-hold strategy for the stock and oil markets [13].

For predicting stock trends, several approaches have been presented 
to solve this problem using different techniques, including neural 
networks [8], [9], [14], rough set [15], support vector machine (SVM) 
[10], genetic algorithms (GA) [16] and others [17]. Many algorithms 
that consider news sentiment have also been proposed for predicting 
stock trends [18]–[20]. For example, Hao et al. proposed a fuzzy twin 
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support vector machine based on the hidden topic model and the 
emotional information of news to predict stock trends [18]. Wen et 
al. presented an SVM model for predicting stock price movements 
that takes into account not only the content of news but also the 
information hidden in the relationships between news [19].

From the literature, we have seen that there are still two problems 
that need to be considered in order to build a more practical predictive 
model: (1) The first problem is that the release of positive news does not 
mean that the stock price will increase in the next trading days. On the 
contrary, negative news does not always mean that the stock price will 
fall. Therefore, the first problem to solve is how to use the sentiment 
from financial news to build multiple forecasting models for trend 
prediction. (2) To extract sentiment from the corpus, a common method 
is to search for keywords from the entire corpus and then calculate the 
sentiment value based on the generated keywords. However, searching 
keywords from key phrases might provide a better representative set 
of keywords than those from the whole corpus. So the second question 
is how to generate the key phrases and find a representative set of 
keywords for the classification attributes from them.

To address the aforementioned problems, we propose a three-
stage algorithm to create an ensemble classifier that uses sentiment 
in Chinese news at the sentence level and technical indicators to 
predict stock trends. In the data preprocessing stage, each news item 
is used to find a set of keywords using TextRank, and divided into a 
set of sentences. Then, the keywords generated from the sentences are 
compared with the keywords from the corpus using word2vec to find 
the predefined number of key sentences. The sentiment values of the 
generated key phrases are calculated using the given financial lexicon. 
The sentiment values of the key phrases and the news title, as well as 
the two technical indicators, are used as classification attributes along 
with the trend label generated from the difference between the closing 
and opening prices on the news release day to form a training instance. 
Based on the sentiment values of the key records, the training instance 
is stored in the training datasets for positive and negative news. In 
the modeling phase, the two datasets are used to build models for 
positive and negative stock trend predictions using the Support Vector 
Machine (SVM). To increase the reliability of the generated trading 
singles, a classifier based on the Bollinger bands is also created. These 
three classifiers are combined to form an ensemble classifier. In the 
prediction phase, the constructed ensemble classifier is used to predict 
trading signals for trading. To demonstrate the merits of the proposed 
approach, experiments were conducted on real financial news datasets. 
The contributions of this work are listed as follows:

• This paper proposes a three-phase framework for predicting 
stock trends using an ensemble classifier that incorporates news 
sentiment analysis and technical indicators.

• Using sentence-level sentiment analysis to build models for 
predicting positive and negative stock trends outperforms using a 
keyword-based approach in terms of returns.

• We also find that the news release day is highly associated with 
stock prices on the next trading day.

The remaining sections of this paper are organized as follows: 
Section II reviews the relevant literature. Section III explains the 
proposed framework and algorithm. In Section IV, experimental 
evaluations are given and discussed. Finally, Section V describes the 
conclusions and future work.

II. Literature Review

In this section, we first introduce related approaches to predicting 
stock trends in Section A. Then, related approaches to corpus analysis 
are described in Section B.

A. Stock Trend Prediction
The prediction of stock trends for investment is a challenging and 

widely studied research topic, as several factors need to be considered 
simultaneously when building the predictive model. Currently, 
there are several approaches to solve this problem using different 
techniques, including neural networks [8], [9], [14], rough set [15], 
support vector machine [10], genetic algorithms [16], and others 
[17], [21]. For example, Chen et al. proposed a Graph Convolutional 
Features based Convolutional Neural Network (GC-CNN) model for 
predicting stock trends [8]. It used the correlations and characteristics 
of stocks to generate stock market information. Then, trading data and 
technical indicators were used to observe stock information. Then, the 
stock market information and stock information were converted into 
images, which served as a training dataset for generating GC-CNN. 
Zhang et al. proposed an approach, called the status box method, to 
predict the change direction of stock prices [10]. It packs a period of 
stock points into three kinds of boxes to represent the stock status. 
Then, the specific feature extraction approach was developed to 
derive characteristic attributes. Finally, AdaBoost algorithm, Support 
Vector Machine and genetic algorithm were integrated to construct 
the classifiers to predict the stock price performance. Using keywords 
from financial news and technical indicators as classification 
attributes, Chen et al. proposed a genetic-based model to predict the 
stock trend using Support Vector Machine and genetic algorithm [16]. 
In this approach, keywords were first extracted from financial news. 
Then, more meaningful keywords were generated by combining 2 
words. Feature selection was used to keep important keywords. The 
classifier was created based on the generated dataset using the support 
vector machine. To reduce the risk of trading, the technical indicators 
were used to increase the reliability of the trading signal proposed by 
the classifier. Since determining the hyperparameters of the predictive 
model and the technical indicators used is an optimization task, the 
genetic algorithm was used to find the appropriate hyperparameters. 
To deal with the profit bias in the model, Liu et al. proposed an 
effective metric called mean profit rate (MPR), which can be used 
to measure the return of the model and the correlation between the 
metric values to evaluate the stock trend prediction classifier [17]. 
Chen et al. proposed an approach for finding trading signals using long 
short-term memory neural network (LSTM) and genetic algorithms 
(GA) [22]. LSTM was used to learn fluctuations of stock prices and 
GA was then employed to find trading signals. Besides, the Kelly 
criterion was also employed to calculate optimal investment score for 
minimizing losses and maximizing returns. Take leading indicators 
into consideration, Wu et al. proposed the long short-term memory 
with leading indicators (LSTMLI) for prediction and showed that the 
prediction error can be reduced [23], and the LSTM-GA approach was 
also proposed based on LSTMLI [24]. In addition, based on the noisy 
equity state representation, Huang et al. proposed an algorithm for 
stock prediction using the recurrent neural network [25].

Since the literature shows that news sentiment has an impact on 
investors and investment goals [11], [12], many algorithms have also 
been proposed for predicting stock trends [18], [19]. For example, Long 
et al. proposed the semantic and structural (S&S) kernel for Support 
Vector Machine to predict the stock trend, considering not only the 
content of the news but also the information structures between the 
news [19]. The text point graph and keyword graph were first created 
from the given financial news. The S&S kernel was then defined over 
the two graphs and used to build the predictive model. To deal with 
and reduce the influence of outliers, Hao et al. proposed a fuzzy twin 
support vector machine classifier that used the emotional information 
and hidden topic model from the financial news to predict stock trends 
[18]. First, the high-level expression features were captured from 
the given financial news, including keywords, topic and sentiment 



Special Issue on Artificial  Intelligence in Economics, Finance and Business

- 55 -

distribution vectors. Then, the labels for the training instances were 
generated from the stock price data. Finally, the fuzzy twin support 
vector machine classifier was created using the prepared training 
instances.

Since investor sentiment can also have an impact on the stock 
market, many algorithms have been proposed to predict market 
trends [26], [27]. Using user-generated online content on the stock 
news board, Li et al. compared different classifiers that considered 
investor sentiment in predicting stock prices and found that the long-
term memory model had higher predictive power than others [27]. In 
addition, Derakhshan et al. proposed a graphical part-of-speech model 
to extract user opinions based on social network datasets to predict 
stock price movements [26].

B. Corpus Analysis
This section describes the relevant approaches to corpus analysis. 

First, the approaches for different types of applications are discussed, 
e.g., short text sentiment [28], [29], Chinese corpus analysis [30]–
[32]. Based on the probabilistic linguistic term sets (PLTSs) and 
relevance theory, Song et al. proposed a framework for analyzing 
sentiment in short texts [28]. They designed a text representation 
model, called Word2PLTS, which uses PLTSs and relevance theory. 
Using Word2PLTS, each word was converted into a vector to show the 
possibilities for sentiment polarity. Finally, the sentiment and polarity 
classification system was developed using support vector machines 
for sentiment analysis of short texts.

For sentiment analysis in Chinese microblogs, Wu et al. first 
created several sentiment dictionaries, including original sentiment, 
emoji, and other dictionaries, to increase the coverage of sentiment 
words in Chinese microblogs. To improve the accuracy of sentiment 
analysis of Chinese microblogs, the semantic rule sets were further 
derived to represent the possible sentence patterns and information 
between sentences [29]. Wang et al. proposed a mixed character-
word architecture using the semantic information of the intra-word 
characters to solve the problem of compositional Chinese sentence 
representation [32]. Two main strategies were employed to achieve 
the goal. The first uses the mask gate on characters to observe the 
relationship between them in a word. The second one applied the 
max-pooling operation on the words to find an optimal mixture of 
the compositional Chinese sentences. The results showed that the 
architecture was better than the character-based and word-based 
models. Wang et al. proposed an algorithm to observe the opinion 
orientation of Chinese news based on the word embedding and syntax 
rules [31]. To determine the orientation value of words, the cosine 
similarity between words and sentiment dictionaries was calculated 
using word2vec. The generated word vectors were then used to 
extract key phrases. The syntax rules and word vector similarity 
were used to analyze the alignment of the document based on the key 
phrases. Wang et al. proposed a Chinese parsing approach that uses 
the semantic string-matching sliding agreement (SMOSS) [30]. Their 
approach is divided into a training phase and a parsing phase. In the 
training phase, the tree node keywords were encoded in a treebank 
according to the semantic codes in the synonym dictionary. Then, the 
semantic templates were extracted from these tree nodes using sliding 
windows to build the semantic template library. In the parsing phase, 
the built semantic template library was used to extract the semantic 
code strings for better syntax parsing performance.

In recent years, many deep learning based approaches have also 
been proposed for analyzing sentiment in the corpus, including neural 
networks [33], [34], bidirectional long-term memory (BiLSTM) [35], 
recurrent neural networks (RNN) [36], the bidirectional encoder 
representations of transformers (BERT) [37], and reinforcement 
learning [38]. To extract sentiment polarities from a small training 

corpus incorporating external knowledge, Chen et al. proposed a 
framework for sentiment analysis of Chinese reviews using a neural 
network [33]. In their approach, context features were extracted from 
review sentences. Then, the aspect-opinion pairs and their sentiment 
polarities were retrieved from the given sentiment knowledge graph 
as external knowledge. By using the generated training dataset, the 
created model was able to provide better results in analyzing sentiment 
from the limited review dataset. In order to consider the semantic 
and sentimental information of words to capture the contextual 
information, Xu et al. proposed an improved word representation model 
that integrates the sentimental information into the TF-ITF method 
to generate the word vectors [35]. Using the word representation 
model, a classifier was constructed using bidirectional long-term 
memory (BiLSTM) based on the generated working vectors to obtain 
effective sentiment analysis results. In order to provide producers with 
a useful tool to learn about consumers’ needs and related aspects of 
online platforms, Yang et al. first defined a task called multi-entity 
aspect-based sentiment analysis (ME-ABSA) and proposed a method 
considering context, entity, and aspect memory to construct the 
classifier using a neural network [36]. In their approach, the network 
consisted of three layers, namely the interaction layer, the positional 
attention layer, and the RNN with attention layer, to form a context 
memory. The created model was then used to predict the sentiment 
polarity. To observe the implicit sentiments and the contagion process, 
Daudert proposed a sentiment analysis approach using a customized 
feed-forward neural network [34]. Based on different types of data 
structures, text preprocessing was performed. Then, the relationships 
between the records in the corpus were represented using a graph 
structure. In the graph, the features and constraints were used to form 
the vertices and edges between the vertices. The transformer-based 
model was used to extract more textual information from the corpus. 
The derived graph and text information were then used to construct 
the adapted feed-forward neural network. To analyze the sentiment 
of tweets, Pota et al. proposed an approach using the bidirectional 
encoder representations of transformers (BERT) [37]]. In their 
approach, the data were first preprocessed to remove noise data. In 
addition, they attempted to utilize information hidden in the tweets, 
including emojis, hashtags, etc. The processed instances were then 
used to build the model using BERT. Ma et al. proposed a phonetically 
enriched text representation using reinforcement learning for Chinese 
sentiment analysis [38]. The main concept of their approach was to 
consider the two features, deep phonemic orthography and intonation 
variations, and fuse them with textual information to obtain an 
effective Chinese sentiment analysis. As a result, an algorithm called 
Disambiguate intonation for sentiment analysis was proposed using 
reinforcement learning. They also pointed out that the performance of 
their approach was better than the character-level approaches.

III. Proposed Ensemble Classifier for Stock Prediction 
Algorithm

In this section, we describe the proposed approach to build an 
ensemble classifier for predicting stock trends based on Chinese news 
sentiment and sentence-level technical indicators. In the following, 
Section A describes the three-phase framework of the proposed 
approach. The three phases of the proposed approach, including the 
preprocessing of data, the construction of the ensemble classifier, and 
the prediction phase, are described in Sections B, C, and D.

A. Flowchart of Proposed Approach
The three-stage framework of the proposed approach for building 

the ensemble classifier for predicting stock trends, incorporating 
sentence-level sentiment analysis of Chinese news and technical 
indicators, is shown in in Fig. 1.
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Fig. 1 shows that the proposed approach consists of three phases, 
namely data preprocessing, ensemble classifier creation, and 
prediction phase. In the data preprocessing phases, each Chinese news 
is first used to extract the K keywords and split them into a set of 
sentences. The similarity value of each sentence with the K keywords 
is calculated using word2vector. Based on the similarity values, the 
top T key phrases are selected. Using the sentiment dictionaries, the 
sentiment scores of the key phrases and the news title are calculated 
as classification attributes. In addition, the stock price dataset is used 
to calculate the technical indicators, including the K, D, and RSI values, 
as classification attributes, and the stock trend of a certain period as 
the class label. The generated T + 1 sentiment values, the K, D, and RSI 
values, and the stock trend designation are combined into a training 
instance based on the news release date and stored in the processed 
dataset. Based on the sentiment values of the news, they are split 
into two data sets. If the number of records with positive sentiment 
is greater than the number of records with negative sentiment, the 

training instance is added to the positive news dataset. In contrast, 
it is assigned to the negative news dataset. In the phase where the 
ensemble classifier is created, the positive and negative classifiers are 
trained using the generated training datasets for positive and negative 
news. In addition, the 20-day moving average and stock series variance 
are used to construct the Bollinger bands as the third classifier. Finally, 
the three classifiers are used as an ensemble classifier to predict the 
stock trend by voting in the prediction phase. The following sections 
describe the details of the three phases.

B. Data Preprocessing
In the data preprocessing phase, which is the key phase of the 

proposed approach, the main objective is to generate positive and 
negative training instances through text analysis, technical indicators 
and sentiment orientation analysis based on the given Chinese news, 
stock prices and sentiment dictionaries to create the classifiers in the 
second phase. Following the earlier approach [31], the pseudocode for 
data preprocessing is shown in Algorithm 1.

Data Preprocessing Phase

Find K
keywords

Chinese
news

Stock prices
dataset

Sentiment
dictionaries

Split news to
sentences

Title of news

Sentiment
score

Processed
dataset

Positive
news

dataset Tr
ai

ni
ng

da
ta

se
t
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ai

ni
ng

da
ta

se
t

Testing
dataset

Testing
dataset

Positive
classifier

Result of positive
classifier

Result of negative
classifier

Signal of Bollinger
Bands

Voting
Result Buy or Sell

Negative
classifier

Bollinger
Bands

Negative
news

dataset
Merge by news
published date

Calculate sentiment
scores of key sentences

Calculate 
technical indicators

Find stock trend
(up/down)

Calculate 20MA and σ

Extract Top-T Key
sentences

Ensemble Classifier Building Phase Prediction Phase

Fig. 1. Three-phase framework of the proposed approach.

Algorithm 1: Data preprocessing

     Input: Chinese News N = {n1, ..., nx}, stock prices dataset S = {s1, ..., sy}, sentiment dictionaries DictA = {dictP , dictN}, number of keywords K,  
      number of top key sentences T, and stock trend period P.
     Output: Positive training dataset posTrainDataset, and negative training dataset negTrainDataset.
1 posTrainDataset ← null;
2 negTrainDataset ← null;
3 for data ∈ N do
4 title, content, publishedDate ← getRelatedInformation(data);
5 newsKeywords ← generateNewsKeywords (content, K);
6 sentenceSet ← splitNewsToSentences (content);
7 wordSentenceSet ← splitSentenceToWords (sentenceSet);
8 WIS ← calculateWordImportanceScore (wordSentenceSet, newsKeywords);
9 SIS ← calculateSentenceScore (WIS);
10 keySentenceSet ← keySentencExtraction (SIS, T ) ∪ title;
11 KSW ← splitKeySentenceToWords (keySentenceSet);
12 WOS ← calculateWordOrientationScore (DictA, KSW );
13 SOS, numPosKS, numNegKS ← calculateSentenceOrientationScore (WOS );
14 KValue, DValue, RSI ← calculateTechnicalIndicators (S, publishedDate );
15 trendLabel ← generateStokTrend (S, P, publishedDate );
16 generatedInstance ← mergeInformationByDate (SOS, KValue, DValue, RSI, trendLabel, publishedDate );
17 if numPosKS ≥ numNegKS then
18           posTrainDataset ← posTrainDataset ∪ generatedInstance;
19 else
20           negTrainDataset ← negTrainDataset ∪ generatedInstance;
21 return posTrainDataset, negTrainDataset.
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Algorithm 1 shows that the preprocessing phase of the data 
consists of two parts, namely the extraction of key sentences (lines 
4 to 10) and the analysis of sentiment in the news (lines 11 to 20). 
For the extraction of key phrases, the related information is generated 
from each news item, including the title, content, and publication date 
(line 4). The news newskeywords are then generated according to the 
specified parameter K and the content of the news (line 5). The content 
of each news item is split into sentences to create sentenceSet based 
on the predefined punctuation (line 6). Each sentence in sentenceSet is 
then converted into a set of words by jieba to obtain wordSentenceSet 
(line 7). The generated newskeywords and wordsentenceSet are used 
to calculate the word importance score WIS for each sentence in the 
sentenceSet (line 8). The sentence importance score SIS is calculated for 
each sentence using WIS (line 9). Key sentences are then selected based 
on SIS and the number of top key sentences T to obtain keySentenceSet 
(line 10).

For news sentiment analysis, each key sentence is divided into a 
set of keywords and stored in KWS (line 11) to calculate the sentiment 
value of each sentence. The prepared dictionaries and the KWS are 
used to compute the word orientation score WOS (line 12). The 
sentence orientation score SOS is then computed using the generated 
WOS (line 13), and the number of positive and negative key phrases 
numPosKS and numNegKS for each news is also recorded. To create 
a more reliable classifier, the technical indicators, including KD and 
RSI, are used as additional classification attributes and are calculated 
using the stock price series S and the published date of the news 
publishedDate (line 14). For each news, the trend label is generated 
based on the publication date of the stock price series S and the 
predefined stock price period P (line 15). Then the generated SOS, 
KValue, DValue, RSI, and trendLabel are merged according to the 
publication date publishedDate as a trading instance (line 16). If the 
number of positive key sets is greater than the number of negative 
key sets, the generated training instance is stored in posTrain record. 
Otherwise, it is stored in negTrainDataset (lines 17 to 20). Finally, the 
generated posTrainDatasets and negTrainDatasets are returned for the 
second phase (line 21). The details of the data preprocessing phase are 
described below.

1. Key Sentence Extraction
For the given Chinese news set N = {n1, ..., nx}, the key phrase 

extraction for a news can be divided into the following steps. First, 
the title, content, and publication date are extracted from each news ni 
and represented as title, content, and publishedDate. Then, TextRank is 
used to extract K keywords from the content of the news item, denoted 
as newsKeywords = {kw1, kw2, ..., kwk}. To find important sentences, 
the news content is split using punctuation marks such as {“,”, “.”, “;”} 
into sentences to create a set of sentences sentenceSet = {sent1, sent2, ..., 
sentn}. Each sentence senti in sentenceSet is used by Jieba to generate 
a set of words, noted as swi = = {w1, w2, ..., wm}. In the same way, the 
word sets for all sentences are formed as wordSentenceSet = = {sw1, 
sw2, ..., swn}. For the senti sentence, the similarity between it and the 
news content is calculated by the similarity of each word in swj and 
the newsKeywords using word2vec and denoted as wordSentenceScore  
WISj = { , , ..., }, where  is the score of the f-th 
word in the sentj sentence to the keywords extracted from the news 
content and is calculated by the following equation 1:

 (1)

Then, the score of the sentence sentScorej is calculated by average of 
the scores in the WISj using the equation 2:

 (2)

In equation 2, the score of all sentences can be calculated and 
represented as SIS = {sentScore1, sentScore2, ..., sentScoren}. The 
top-T sentences based on the scores of sentences and the news title 
are selected as the key sentences to form the set keySentenceSet = 
{senTitle, kSent1, ..., kSentT} for news sentiment analysis.

2. News Sentiment Analysis
In this section, the details of news sentiment analysis are stated. 

For every news, the sentiment analysis can be processed by the 
following four steps, including the words extraction for key sentences, 
the word orientation score calculation for key sentences, the sentence 
orientation score calculation for key sentences, and the news 
orientation generation. 

In the first step, each sentence kSentj in the keySentenceSet is split 
into a set of words and expressed as kSentj = {kswj1, kswj2, ..., kswjl}, 
where kswji represents the i-th word of the key sentence, and L is the 
number of words. In the second step, using the given dictionaries 
DictA, which consist of the positive dictionary DictP and the negative 
dictionary DictN, the word orientation score wosji of kswji is calculated 
according to the following equation 3 as:

 (3)

where w0 ∈ DictA, and τ is set as 1 if wO ∉ DictP; otherwise, it is set 
as -1 if wO ∈ DictN.

Based on the equation 3, this means that the wosji is set to the 
maximum similarity with the words in the dictionaries, and the 
word2vec is used to measure the similarity of two words in SIM( ). 
If wO is included in DictP, then wosji is a negative value, otherwise it 
is a positive value. After calculating all the key phrases, this can be 
represented as WOS = {kSentWOS1, ..., kSentWOSj, ..., kSentWOST+1}, 
where kSentWOSj = {wosj1, ..., wosji, ..., wosjL}. Meanwhile, the number 
of positive and negative sentences, numPosKS and numNegKS, are 
also counted. In the third step, the sentence orientation value sosj of a 
key sentence kSentj can be calculated using the following equation 4:

 (4)

where L is the number of words of the key sentence kSentj. Finally, 
the sentence orientation scores of all key sentences are calculated and 
denoted as SOS = {sos1, ..., sosj, ..., sosT+1}. Then, according to the stock 
price series S and the published date of news publishedDate, the K, D, 
RSI values, and the stock trend label are generated. After that, the SOS, 
KValue, DValue, RSI, and trendLabel are merged according to the news 
published date as a trading instance. For example in Table I, the first 
eight columns are the sentiment scores of the key sentences and the 
last one is the class label.

In the news orientation generation, for every news, if the number 
of positive sentences is larger than the number of negative sentences, 
it is identified as a positive training instance. Otherwise, it is a 
negative training instance. In other words, according to the counted 
number of positive and negative sentences, the positive news training 
dataset posNTrainDataset and the negative news training dataset 
negNTrainDataset can be formed for next phase.

TABLE I. A Processed Instance for the Proposed Approach

SOST SOS1 SOS2 SOS3 SOS4 SOS5 SOS6 SOS7 K D RSI Trend

2.69 3.15 1.74 2.96 1.94 2.91 3.11 3.09 60.27 51.88 85.71 1
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C. Building Ensemble Classifier
In the proposed method, three classifiers are used to construct the 

ensemble classifier. The pseudo code of the second phase is shown in 
Algorithm 2. 

From Algorithm 2, the ensemble classifier building 
procedure divides the preprocessed datasets, posNTrainDataset 
negNTrainDataset, into training and test datasets in the first phase 
according to the predefined test dataset proportion testProportion 
(lines 1 to 2). After the training and test datasets are created, the 
positive and negative classifiers are constructed using the Support 
Vector Machine (SVM) and their accuracies are stored in the accuracy 
list (lines 3 to 9). Then, the stock series S and the moving average 
days maDay are used to compute the Bollinger upper channel as 
the third classifier (line 10). Finally, the three classifiers are merged 
and the stock trend ensemble classifier sTrendEnsembleclassifier is 
returned (lines 11 to 12). In other words, the ensemble classifier is 
designed to take not only news contents and sentiments but also 
stock prices into consideration for generating more reliable trading 
signals for investors. For example, when a positive news is published, 
the prediction results of the first two classifiers based on the content 
of the news, K, D and RSI values can be used together to identify 
the trend of the target, which is better than the prediction by only 
one classifier. Hence, the first problem of the news-based forecasting 
model mentioned in the previous section can be solved. In addition, 
to make the trading signal more reliable, the technical indicator 
Bollinger bands is selected as the third classifier. If the stock price is 
greater than the upper Bollinger channel, a positive trading signal is 
generated. Otherwise, it generates a neutral trading signal.

D. Prediction Phase
After the stock trend ensemble classifier is built, it can be used 

for prediction. The pseudocode for the prediction phase is shown in 
Algorithm 3. 

From Algorithm 3, in the prediction phase, when a news is released, 
using the same data preprocessing method, the key sentiment scores, 
KValue, DValue, and RSI are generated (line 2), and the processed data 
are used as input to the positive and negative classifiers to generate 
two trading signals, tSignal1 and tSignal2 (lines 4 to 5). Then, the stock 
price of the news release date is sent to the third classifier to generate 
the other trading signal, tSignal3 (line 6). The final prediction is based 
on the voting of the three trading signals. If the voting score is greater 
than the trading threshold, a buy signal is generated. Because three 
classifiers are used in the ensemble classifier, when two out of three 
classifiers are suggesting buying, then the buying signal is outputted 
as the prediction result. On the contrary, when two of them suggesting 
selling, then selling signal is provided as the prediction result. Based 
on the signals, the return of every trading can be calculated.

IV. Experimental Evaluation

In this section, we first describe the experimental data and settings 
in Section A. Then, in Sections B through D, the results of the 
proposed approach are examined with respect to different training 
intervals, different parameter settings, and in comparison to the 
existing approach.

Algorithm 2: Ensemble classifier building, ClassifierBuildingProcedure()
     Input: Stock prices dataset S = {s1, ..., sy}, the positive news training dataset posNTrainDataset, the negative news training dataset  
           negNTrainDataset, number of keywords K, number of top key sentences T, testind dataset proportion testProportion, and moving  
         average days maDay.
     Output: Stock trend ensemble classifier sTrendEnsembleclassifier.
1    posXTrain, posXTest, posYTrainLabel, posYTestLabel ← trainTestSplit(posNTrainDataset, testProportion);
2    negXTrain, negXTest, negYTrainLabel, negYTestLabel ← trainTestSplit(negNTrainDataset, testProportion);
3    accuracy ← [ ];
4    posNewClassifier ← buildClassifier (posXTrain, posYTrainLabel);
5    predictPosY ← newClassifierPrediction (posNewClassifier, posXTest);
6    accuracy ← classifierAccuracyScore (predictPosY, posYTestLabel);
7    negNewClassifier ← buildClassifier (negXTrain, negYTrainLabel);
8    predictNegY ← newClassifierPrediction (negNewClassifier, negXTest);
9    accuracy ← classifierAccuracyScore (predictNegY, posYTestLabel);
10  bbandClassifier ← generateBbandClassifier (S, maDay );
11  sTrendEnsembleclassifier ← posNewClassifier ∪ negNewClassifier ∪ bbandClassifier;
12  return sTrendEnsembleclassifier.

Algorithm 3: Prediction, PredictionProcedure()
     Input: Stock prices dataset S = {s1, ..., sy}, Chinese News S = {n1, ..., nx}, sentiment dictionaries DictA = {dictP , dictN}, stock trend ensemble  
           classifier sTrendEnsembleclassifier, number of keywords K, number of top key sentences T, and tradingTreshold α.
     Output: Prediction P = {p1, ..., px}, p ∈ {0, 1}.
1    preductionResult ← [ ];
2    processedTestingDataset ← dataPreprocessing(S, N, DictA);
3 for data ∈ processedTestingDataset do
4 tradingSingal1 ← sTrendEnsembleclassifier.posClassifier(data);
5 tradingSingal2 ← sTrendEnsembleclassifier.negClassifier(data);
6 tradingSingal3 ← sTrendEnsembleclassifier.bbClassifier(S );
7 if tradingSingal1 + tradingSingal2 + tradingSingal3 ≥ α then
8  preductionResult.append(1); // Represent a buying signal
9 else
10  preductionResult.append(0); // Represent do nothing
21 return preductionResult.
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A. Experimental Data and Settings
As for the financial corpus, we used real data for experiments to 

test the effectiveness of the proposed approach. The news information 
was obtained from one of the most popular financial websites 
covering the stock market in Taiwan. We selected relevant news about 
Catcher Technology Co, Ltd. and obtained 5,191 news articles from 
May 11, 2014 to January 11, 2020. However, the content of some news 
is not what we want. For example, the content of the news articles 
consists only of company-related data tables without any other text 
descriptions, or the length of the article is too short to extract a 
reasonable number of key sentences. So after we receive the news, 
we perform a screening action. The conditions for screening are as 
follows: (1) The length of the article must be more than 200 words. (2) 
The content must contain more than numerical data. After screening, 
there were 2,331 news articles left. 

As for the stock price series, according to the time interval of the 
news, the time interval of our stock acquisition extends from May 1, 
2014 to January 30, 2020, and the data was collected from the Taiwan 
Stock Exchange. The closing price of the stock used in this study is 
shown in Fig. 2. 
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Fig. 2. The closing price of the stock used in the experiments.

As for the sentiment dictionary, according to literature [39], the 
effect of using finance-related sentiment dictionaries in finance is 
better than that of general sentiment dictionaries. The sentiment 
dictionary used in this paper is a financial sentiment dictionary 
established by Loughran et al. [40], which includes a positive word 
dictionary and a negative word dictionary. Since the original text is in 
English, it needs to be translated and partially selected before use. The 
final positive dictionary and negative dictionary contain 352 and 2,332 
words, respectively. 

In the following experiments, we use standard evaluation indicators, 
including accuracy, recall, precision, and F-score. Accuracy can reflect 
the overall judgment of the model and can be calculated as follows by 
equation 5: 

 (5)

where true positive (TP) refers to the number of data whose 
predicted trend is positive and the trend of those data is actually 
positive, true negative (TN) refers to the data whose trend is predicted 

to be negative and the trend of those data is actually negative. false 
positive (FP) refers to the data whose predicted trend is positive but 
the actual trend is negative. false negative (FN) represents the data 
whose predicted trend is negative but the actual trend is positive. The 
precision, recall and F-score are respectively defined in equation 6, 
equation 7, and equation 8:

 (6)

 (7)

 (8)

where the precision is defined as the proportion of data that is 
recognized as a positive category. The recall rate is in all samples of 
positive categories, what is the proportion of correctly identified as 
positive categories. There is a close relationship between precision and 
recall. When the precision is low, the recall rate is usually higher; but 
when the precision is high, the recall rate is usually lower. Therefore, 
in practical applications, F-score is usually used to find a balance 
between the two. In addition, the profit-to-loss ratio (P/L ratio), which 
is calculated by the ratio of average profit to average loss, is defined 
in equation 9:

 (9)

B. Evaluation on Different Training Intervals
Experiments with different lengths of training data to test whether 

the length of training time has an effect on prediction. Five different 
training periods are used in the experiments, including a 5-year 
training period (2014-2019), a 4-year training period (2015-2019), a 
3-year training period (2016-2019), a 2-year training period (2017-
2019), and a 1-year training period (2019). The test period is one year 
(2020). Table II shows the number of training and testing instances. 

Moreover, the experiments are performed in a fixed way in terms 
of parameters. The number of keywords used to extract the key 
sentences is set to 10, and the number of key sentences T is set to 7 
for testing. The prediction time is the same day, i.e., M is set to 0. In 
other words, the opening price minus the closing price is used to set 
the label. If the number is positive, it means an uptrend and is labeled 
“1”, otherwise, it means a downward trend and is labeled as “0”. The 
comparison results of the proposed approach with different number of 
classifiers for different training intervals are shown in Table III. 

From Table III, we can make two observations: (1) Overall, the 
accuracy of the proposed approach using three classifiers is better 
than that using only one positive or negative classifier, especially 
when the 3-year training period is used to train the model. (2) From the 
profit-to-loss ratios, we can also see that the P/L ration of the proposed 
approach with a 5-year training period is 4.082, which is the highest 
compared to the others. Based on the results, we can say that the 
ensemble classifier derived with the proposed approach is effective. 
Note that the accuracies of the ensemble classifier, the negative model, 
and the positive model using 5-year dataset for training and 1-year 
dataset for testing are 0.6, 0.59, and 0.61, the results also indicate that 
there is no overfitting issue. Of course, when the number of training 
instances is too small, the overfitting problem may be occurred.

TABLE II. Number of Training and Testing Instances in Different Intervals

Training periods Testing periods Total
5 years 4 years 3 years 2 years 1 year 1 year 2 years

2014-2019 2015-2019 2016-2019 2017-2019 2019 2020 2014-2020
2,124 1,850 1,603 1,221 581 207 2,331
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C. Evaluation on Different Parameter Settings
In this section, the proposed approach is tested with different 

parameter settings. The parameters include the number of keywords 
K extracted from the key sentence K, the number of key sentences T, 
the prediction time point M, and the standard deviation γ for Bollinger 
bands. Therefore, a total of four experiments were conducted in this 
subsection.

First, experiments were conducted to show the influence of the 
number of keywords on the proposed approach. Other parameters such 
as the number of key phrases T, prediction time M, training interval 
Y, and standard deviation γ are set to 7, 0, 5, and 1, respectively. When 
the number of keywords K is different, the results for the number of 
positive and negative news will also different. Table IV shows that the 
number of positive and negative news can be obtained with different 
number of keywords from 4 to 10. 

Table IV shows that when the number of keywords is less than 
6, the number of positive and negative news generated is the same, 
indicating that there are too few keywords to perform effective 
sentiment analysis, so that a state of convergence occurs. The 

experimental results of the proposed approach with different number 
of keywords are shown in Table V.

From Table V, we can see that the best P/L ratio is 4.0821 when the 
number of keywords for the derived ensemble classifier was set to 10 
by the proposed approach. The results also show that the number of 
keywords indeed has an impact on the construction of the classifier.

Experiments were then conducted to show the influence of the 
number of key sentences on the proposed approach. Other parameters, 
including the number of words K, prediction period M, training interval 
Y, and standard deviation γ are set to 10, 0, 5, and 1, respectively. The 
experimental results of the proposed approach with different number 
of key sentences from 4 to 7 are shown in Table VI.

Table VI shows that the P/L ratio and accuracy of the proposed 
approach are highest when the number of key sentences is set to 7. 
When the number of key sentence were set to 4 to 6, it can be seen 
that the results seem to be somewhat unstable in terms of P/L ratio.

Next, experiments were conducted to show the influence of 
prediction periods on the proposed approach. Other parameters such 
as the number of words K, the number of key sentences T, the training 

TABLE III. Comparison Results of the Proposed Approach in Terms of Various Criteria Using Different Training Intervals

5 years
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.54 0.77 0.64 0.58 0.45 0.51 0.58 0.62 0.6

0 0.69 0.45 0.54 0.59 0.71 0.65 0.65 0.6 0.62

Accuracy 0.6 0.59 0.61 4.0821

4 years
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.54 0.77 0.63 0.57 0.3 0.39 0.55 0.53 0.54

0 0.68 0.43 0.53 0.56 0.8 0.66 0.61 0.63 0.62

Accuracy 0.59 0.56 0.58 3.4097

3 years
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.51 0.8 0.62 0.57 0.3 0.39 0.57 0.55 0.56

0 0.67 0.34 0.45 0.56 0.8 0.66 0.62 0.64 0.63

Accuracy 0.55 0.56 0.6 3.6884

2 years
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.51 0.79 0.62 0.56 0.38 0.45 0.54 0.56 0.55

0 0.66 0.35 0.46 0.57 0.73 0.64 0.6 0.58 0.59

Accuracy 0.55 0.56 0.57 2.9368

1 year
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.48 0.86 0.62 0.55 0.4 0.46 0.53 0.53 0.53

0 0.64 0.22 0.32 0.57 0.71 0.63 0.59 0.59 0.59

Accuracy 0.51 0.56 0.56 2.5783

TABLE IV. Comparison Results of the Proposed Approach in Terms of Various Criteria Using Different Number of Keywords

Training data Testing data
5 years 4 years 3 years 2 years 1 year 1 year

Total 2125 1851 1604 1222 582 206

K = 10
Positive 1345 1164 1020 811 413 135

Negative 780 687 584 411 169 71

K = 8
Positive 1318 1148 1004 786 403 137

Negative 807 703 600 436 179 69

K = 6
Positive 1343 1163 1015 803 403 137

Negative 782 688 589 419 179 69

K = 4
Positive 1343 1163 1015 803 403 137

Negative 782 688 589 419 179 69
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TABLE V. Comparison Results of the Proposed Approach in Terms of Various Criteria Using Different Number of Keywords

K = 10
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.54 0.77 0.64 0.58 0.45 0.51 0.58 0.62 0.6

0 0.69 0.45 0.54 0.59 0.71 0.65 0.65 0.6 0.62

Accuracy 0.6 0.59 0.61 4.0821

K = 8
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.58 0.82 0.68 0.6 0.43 0.5 0.57 0.6 0.59

0 0.78 0.53 0.63 0.55 0.71 0.62 0.64 0.61 0.62

Accuracy 0.66 0.57 0.61 3.2891

K = 6
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.56 0.8 0.66 0.64 0.39 0.480.56 0.55 0.56

0 0.77 0.52 0.62 0.53 0.76 0.62 0.62 0.63 0.62

Accuracy 0.64 0.57 0.59 3.9313

K = 4
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.56 0.8 0.66 0.64 0.39 0.48 0.56 0.55 0.56

0 0.77 0.52 0.62 0.53 0.76 0.62 0.62 0.63 0.62

Accuracy 0.64 0.57 0.59 3.9313

TABLE VI. Comparison Results of the Proposed Approach in Terms of Various Criteria Using Different Number of Key Sentences

T = 7
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.54 0.77 0.64 0.58 0.45 0.51 0.58 0.62 0.6

0 0.69 0.45 0.54 0.59 0.71 0.65 0.65 0.6 0.62

Accuracy 0.6 0.59 0.61 4.0821

T = 6
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.55 0.75 0.64 0.58 0.38 0.45 0.58 0.57 0.58

0 0.69 0.48 0.56 0.58 0.76 0.65 0.63 0.64 0.63

Accuracy 0.6 0.58 0.61 3.6

T = 5
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.55 0.75 0.64 0.58 0.28 0.37 0.57 0.53 0.55

0 0.69 0.48 0.56 0.56 0.82 0.67 0.61 0.65 0.63

Accuracy 0.6 0.56 0.59 3.8661

T = 4
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.56 0.77 0.65 0.54 0.33 0.41 0.58 0.51 0.54

0 0.7 0.48 0.57 0.56 0.76 0.64 0.61 0.67 0.64

Accuracy 0.61 0.55 0.6 3.8225

TABLE VII. Comparison Results of the Proposed Approach in Terms of Various Criteria Using Different Number of Key Sentences

M = 0
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.54 0.77 0.64 0.58 0.45 0.51 0.58 0.62 0.6

0 0.69 0.45 0.54 0.59 0.71 0.65 0.65 0.6 0.62

Accuracy 0.6 0.59 0.61 4.0821

M = 3
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.32 0.14 0.2 0.64 0.64 0.64 0.52 0.37 0.43

0 0.5 0.74 0.6 0.7 0.7 0.7 0.5 0.66 0.57

Accuracy 0.46 0.67 0.51 1.0247

M = 5
Positive Model (PM) Negative Model (NM) PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.52 0.41 0.46 0.54 0.88 0.67 0.58 0.63 0.6

0 0.57 0.68 0.62 0.71 0.28 0.4 0.56 0.52 0.54

Accuracy 0.55 0.53 0.57 1.5192
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interval Y, and the standard deviation γ were set to 10, 7, 5, and 1, 
respectively. Table VII shows the experimental results of the algorithm 
at different prediction periods, which are 0, 3, and 5.

From Table VII, we can easily see that the P/L ratio of the proposed 
approach at a prediction period of 0 is 4.0821, which is the highest and 
better than the other two settings. Moreover, although the accuracy of 
the negative model is the highest at a prediction period of 3, the P/L 
ratio is the worst. From these experimental results, we can conclude 
that the effect of predicting the rise and fall of the day is the best. In 
other words, the financial news is suitable for predicting short-term 
stock trends.

Finally, experiments were conducted to show the influence of 
the weight of the standard deviation of the Bollinger bands on the 
proposed approach. Other parameters, such as the number of words K, 
the number of key sentences T, the prediction time period M, and the 
training interval Y were set to 10, 7, 0, and 5, respectively. Table VIII 
shows the experimental results of the proposed algorithm at different 
γ-values by 0, 3, and 5.

Table VIII shows that the proposed approach can achieve the best 
values for the P/L ratio when γ was set to 2. When γ was set to 3, the 
generated trading signal from the Bollinger Bands is “do not buy” and 
consequently the P/L ratio is zero. However, with the derived ensemble 
classifier, an acceptable P/L ratio can still be achieved, which means 
that the ensemble classifier is better than using a single classifier.

D. Comparisons With the State-of-the-art Models
In this section, experiments were conducted to show the results of 

the comparison between the proposed approach which is a sentence-
level approach and the previous approach [16], where a keyword-based 
method, technical indicators and genetic algorithms were considered 
together to adjust the parameters for generating trading signals, called 
GASPT. The results of the comparison are shown in Table IX.

Table IX shows that the proposed approach is better than GASTP in 
terms of P/L ratio when the prediction period was set to 0. However, 
when M was set to 3, GASTP is better than the proposed approach. 
Based on the experimental results, we can conclude that the proposed 
approach is suitable and effective for short-term trading. Besides, 
in the proposed approach, the time information is important for 
generating training datasets, including the classification attributes 
and labels. It may also be utilized to reduce the training dataset when 
large amount of news are given. In other words, it is worthy to design 
a novel algorithm to increase the efficiency of the proposed approach 
in the future.

V. Conclusion and Future Work

This paper proposes a three-stage framework, including data 
preprocessing, ensemble classifier creation, and prediction phases, for 
predicting stock trends based on sentence-level sentiment analysis 
of Chinese news and technical indicators. In first phase, the goal 
is to generate the training instances from given corpus and stock 

TABLE VIII. Comparison Results of the Proposed Approach in Terms of Various Criteria Using Different γ Values

γ = 1
BBAND P/L Ratio PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1

1 0.6 0.52 0.56 0.58 0.61 0.6

0 0.63 0.7 0.66 0.66 0.61 0.63

Accuracy 0.62 3.2681 0.61 4.0821

γ = 2
BBAND P/L Ratio PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1

1 0.84 0.32 0.47 0.58 0.54 0.56

0 0.62 0.95 0.75 0.62 0.66 0.64

Accuracy 0.66 4.2631 0.61 4.2833

γ = 3
BBAND P/L Ratio PM+NM+BBAND P/L Ratio

Precision Recall F1 Precision Recall F1

1 1 0.49 0.66 0.58 0.53 0.55

0 0.54 1 0.7 0.62 0.66 0.64

Accuracy 0.55 N/A 0.6 4.1916

TABLE IX. Comparison Results of the Proposed Approach and GASTP in Terms of Various Criteria Using Different M Values

M = 0
Proposed Approach P/L Ratio GASTP P/L Ratio

Precision Recall F1 Precision Recall F1

1 0.58 0.62 0.6 0.58 0.42 0.49

0 0.65 0.6 0.62 0.55 0.7 0.61

Accuracy 0.61 4.0821 0.56 3.725

M = 3
Proposed Approach P/L Ratio GASTP P/L Ratio

Precision Recall F1 Precision Recall F1

1 0.52 0.37 0.43 0.64 0.2 0.31

0 0.5 0.66 0.57 0.51 0.88 0.65

Accuracy 0.54 1.0247 0.53 2.6666

M = 5
Proposed Approach P/L Ratio GASTP P/L Ratio

Precision Recall F1 Precision Recall F1

1 0.58 0.63 0.6 0.6 0.53 0.56

0 0.56 0.52 0.54 0.54 0.61 0.57

Accuracy 0.57 1.5192 0.57 1.2921
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prices. Then, based on the sentiment orientation of instances, the 
positive and negative classifiers are constructed. To increase the 
reliability of the prediction result, Bollinger bands are also considered 
as another classifier. The three classifiers are merged as a final 
ensemble classifier to generate trading signals. Experiments were 
also conducted on the real data set. The experimental results show 
that: (1) The longer the training period, the higher the accuracy and 
profit-to-loss ratio; (2) The number of keywords used to find the key 
sentences should be larger than a threshold value for the classifier to 
achieve more stable results; (3) The constructed ensemble classifier 
is suitable for predicting the stock trend on the news release day; 
(4) Compared with the previous key-level based prediction approach, 
the proposed sentence-level based approach is effective in terms of 
accuracy and the P/L ratio. In the future, the proposed approach can 
be further developed in the following directions. For example, the 
optimization algorithm can be applied to it to automatically find a 
suitable parameter setting, transfer learning can also be used to select 
useful instances from the given sources to improve the accuracy of 
the classifier, or weight mechanism can be designed for the positive 
and negative models to derive a better performance.
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