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Abstract

Facial verification has experienced a breakthrough in recent years, not only due to the improvement in accuracy 
of the verification systems but also because of their increased use. One of the main reasons for this has been 
the appearance and use of new models of Deep Learning to address this problem. This extension in the use of 
facial verification has had a high impact due to the importance of its applications, especially on security, but 
the extension of its use could be significantly higher if the problem of the required complex calculations needed 
by the Deep Learning models, that usually need to be executed on machines with specialised hardware, were 
solved. That would allow the use of facial verification to be extended, making it possible to run this software 
on computers with low computing resources, such as Smartphones or tablets. To solve this problem, this paper 
presents the proposal of a new neural model, called Light Intrusion-Proving Siamese Neural Network, LIPSNN. 
This new light model, which is based on Siamese Neural Networks, is fully presented from the description of 
its two block architecture, going through its development, including its training with the well- known dataset 
Labeled Faces in the Wild, LFW; to its benchmarking with other traditional and deep learning models for facial 
verification in order to compare its performance for its use in low computing resources systems for facial 
recognition. For this comparison the attribute parameters, storage, accuracy and precision have been used, and 
from the results obtained it can be concluded that the LIPSNN can be an alternative to the existing models to 
solve the facet problem of running facial verification in low computing resource devices.
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I. Introduction

Facial biometrics is a specific biometric mechanism that can allow 
a person’s identity to be determined by analyzing his or her face, 

which is possible due to the fact that the face is a physical complex 
characteristic that makes it possible to distinguish and identify people 
with great accuracy.

Other biometric systems are capable of doing the same and are 
widely used is fingerprint biometrics. However, although apparently 
they are similar, they belong to different kinds of biometric systems 
because of different reasons: from an interaction perspective there 
are those which need physical contact or collaboration from the user, 
as in fingerprint biometrics, and those which don’t need this, as in 
facial biometrics. From a security perspective, a fingerprint can be 
stolen when the person concerned is asleep or unconscios, while facial 

recognition often requires the eyes to be open and a natural facial 
expression to be maintained, which results in facial biometrics being 
considered a robust and accurate bio metric mechanism.

At this point a distinction must be made between the two main facial 
biometrics uses: facial verification, which is the domain of application 
of the model developed in this research; and facial recognition, as 
these do not have the same meaning. Facial recognition is based on 
the comparison of an image of a person against a known database 
such as, for example, a database of criminals held by the police, and 
there is not, generally, any output from the facial recognition or 
direct personal benefit to the individual (1-N). SMNLR model used 
a multi-class Support Vector Machine classifier, obtaining different 
results that are used to predict the accurate label from noisy labelled 
facial images [1]. On the other hand, facial verification is based on 
the comparison of two face images, and the output of the inference 
between them allows the result of the comparison to be determined, 
such as, for example, giving access to a service or space (1-1), and is 
an action that one is aware that one is doing and in fact is usually an 
action one chooses to take in order to gain access to some personal 
benefit. For this reason, accuracy and speed are the key attributes for 
the facial verification models.
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The performance of these verification models is usually evaluated by 
applying a confusion matrix. A confusion matrix is a two-dimensional 
matrix that represents all the evaluation results of a classifier with 
respect to some test data. The first dimension of the table represents 
the true class of an input, and the other dimension represents the 
value assigned by the classifier. In facial verification approaches, the 
confusion matrix forms 4 elements:

• True Positive, TP. Portion of results that the classifier predicted 
positive when the truth is indeed positive. Images that are the 
same person and indeed the model classifies them as two images 
of the same identity.

• True Negative, TN. Portion of results with a negative detection given 
that the actual instance is also negative. Images that are not the same 
person and indeed the model classifies them as different people.

• False Positive, FP. Portion of results with a positive detection given 
that the actual instance is negative. Images that are not the same 
person but the model has detected them as the same person.

• False Negative, FN. Portion of results with a negative detection 
when the actual instance is positive. Images that are the same 
person, but the model has detected them as different ones.

The wrong predictions in a face verification system are then the 
FP and FN. FN are important to consider, as facial verification models 
improve their usability when the user is not constantly and repeatedly 
trying to access any privilege depending on the specified application. 
However, FP and FN should not be considered with same importance. 
A high FP rate would affect the system in a very negative way, as 
the model will allow access or privileges to people that should not be 
granted to them.

To solve the problem of facial verification using neural networks, 
different methods have been published in the literature. Nowadays 
those methods can be distinguished between deep learning methods, 
the newest ones, and traditional methods, and the determining feature 
for this distinction lies in the recognition process followed by the 
model:

• Traditional methods are carried out in several phases: First a pre-
processing phase is needed, followed by a phase of local feature 
extraction and feature transformation. It is possible that some of 
these steps can be improved separately, however none of these 
improvements have resulted in significant growth in accuracy. 
Furthermore, most of these methods are not capable of extracting 
stable characteristics that are invariant to real situations [2].

• Deep learning methods use a set of layers that learn different 
representations at multiple levels. The features obtained from these 
models are robust to variations in lighting, pose and expression.

The model presented in this paper can be classified as a Deep 
Learning Method, and for this reason, these will be dealt with in 
the introduction. One of the first deep learning architectures is the 
work with the DeepFace network. This architecture is composed of 
new layers of convolutional neural networks. In recent years, facial 
verification models have appeared that are built on deep convolutional 
neural networks (CNN): Facenet [3] maps images of faces to a compact 
Euclidean space using CNNs and then analyses similarities between 
faces; in [4], authors introduce a new loss function in the learning 
process of CNNs, that they call centre loss, which combined with 
the softmax function allows for greater discriminating power in 
face recognition systems; in [5], the authors propose normalisation 
operations on the layers of a CNN, as well as the loss functions 
necessary for training the normalised features; finally, in [6] they 
propose a new learning process based on angular softmax loss 
function in order to learn more discriminative features of their CNN, 
called SphereFace.

Regarding the results obtained by existing models, DeepFace [7] 
achieved a verification accuracy of 95.92% with the Labeled Faces in 
the Wild (LFW) dataset [8] [9]. Since that moment, more complex 
models of deep learning architectures have been published, such as 
the models mentioned in the previous paragraph; reaching the latest 
models published that outperform the previous ones in accuracy. The 
most recent ones are the ArcFace model [10], Circleloss-ResNet34 
[11] and Prodpoly-ResNet [12] models, where a 99.53%, 99.73% and 
99.83% in verification accuracy over the LFW dataset are achieved 
respectively. Typically, these complex models require specialized 
hardware to run, such as the ”Nvidia Titan” style GPU. These models 
cannot be run on devices with limited computing capabilities. In [13] 
the most recent works in this field can be found, including the current 
challenges of facial biometrics (different poses, changes in lighting or 
expressions, among others).

To design such powerful neural networks, specialized hardware is 
needed to reduce the training/inference time. Different proposals have 
emerged that allow the complexity of these networks to be reduced, 
such as the use of Binary Networks [14], [15], Network Pruning 
[16]–[18] or Mimic Networks [19], [20], among others. With these 
methods the time of training and inference is improved, supposing 
a small loss of precision. However, in the field of face verification, 
it is expected that the algorithms to be used are robust and, above 
all, do not allow the appearance of false positives. Nevertheless, the 
computation power needed is still too great to be executed in devices 
with low computation resources. Taking this into account, the aim 
of this article is the presentation of a new face verification system 
called Light Intrusion-Proving Siamese Neural Network, LIPSNN, that 
allows:

1. Creation of a facial verification system capable of being executed 
in devices with computational limitations.

2. A highly effective facial verification system to be obtained, against 
possible supplanting of authentication. That is to say, that it 
minimizes the occurrence of false positives.

The proposed model will use an architecture based on Siamese 
Convolutional Neural Networks. These architectures are based on the 
fusion of two parallel networks on which a cost function is applied, 
whose main task is to classify the characteristics formed from the 
networks. In consequence, a Siamese network consists of replicating 
part of the architecture of a neural network, and then merging them 
into one or more common layers, which allows results to be obtained 
through the entire previous process of both replications. This allows 
us to compare two inputs, in our case two images of people, extract 
the ”characteristics” of each of the inputs and perform any type of 
classifying method, which defines an output easily interpreted as a 
result, in this case an affirmative or negative depending on whether 
the person is correctly verified. The first Siamese models for facial 
verification emerged at the beginning of this century [21], where they 
used dimension reduction methods to later compare the characteristics 
between pairs of images. Later on, new models of Deep Learning 
appeared, using new ways to extract characteristics from users, as a 
multi-task learning of False Rejects, FR, and age estimation approach 
[22]; or a heterogeneous face recognition model published in [23] that 
consists of a visible and near-infrared pairs of images as input made 
thanks to a siamese network. However, the structure has always been 
the same and has not changed in its basic form: a symmetrical and 
independent part, together with a comparison between the two.

The rest of the paper is organized as follows. Section II presents 
the proposed Light Intrusion-Proving Siamese Neural Network 
architecture. Section III Describes the four steps performed to develop 
the model. Section IV provides the results of the multiple evaluations 
developed to compare the LIPSNN model performance with many of 
the traditional and deep learning models published. Section V presents 
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the conclusions and future work.

II. LIPSNN Architecture

The architecture of Light Intrusion-Proving Siamese Neural 
Network is based on traditional Siamese networks but it introduces 
new characteristics that improve their performance for face 
verification fundamentally in two ways: Increasing the detection false 
positives and Reducing the latency. In addition, this must be achieved 
with limited computational resources. To do this, an architecture with 
two consecutive blocks, shown in Fig. 1 is defined, each one of them 
has the following characteristics and operation:

• Block I: Is a replication of two pre-trained deep learning models 
with exactly the same architecture, weights and biases. This block 
extracts the image features of two inputs. Each input is made up 
of the image of a facial identity, and each image is pre-processed 
and computed across a Convolutional Neural Network, obtaining 
as output one vector for each image, called Bottleneck.

• Block II: Is a small, light binary classifier, based on a Fully- 
Connected neural network. Instead of a basic point distance 

between the two outputs of Block I that traditional Siamese Neural 
Networks implement, this second block of LIPSNN model takes 
the two Bottlenecks obtained from the Block I, and compares them 
with the new neural network, to finally obtain the result predicting 
whether the pairs of images are or not the same person. Also a new 
penalization technique, which will be explained in detail later, has 
been implemented during the training phase, with the objective 
of incrementing the total loss of the batches with false positive 
cases, as these cases are considered with more priority than those 
of false negatives.

In the following section the architecture of each block is explained 
in detail.

A. Block I: Feature Extraction
As is well known, feature extraction is a crucial step in Deep 

Learning training steps and predictions. To deal with the solution 
of this problem, this block extracts all possible information from its 
inputs in order of greater or lesser importance depending on the 
selected convolutional architecture chosen for the model. Block I has 
the following characteristics:

• Both convolutional networks are completely identical, having the 
same internal structure, weights and biases.

• Both nets have already been trained and optimized by big 
organisations for face recognition purposes.

• The two nets have far more parameters and require more 
computational resources than Block II, made by only a binary 
classifier.

• The last layers have been removed from both blocks of each 
architecture made by fully-connected ones, in order to extract the 
bottleneck of each.

• Both bottlenecks are made of raw feature data extracted by the 
last convolutional output of the model architectures that has 
been chosen.

B. Block II: Binary Classifier
The second block is sequentially after the processing of the first 

Block and, as is shown in Fig. 2, consists of a supervised binary classifier 
that has as its input the absolute difference between each value of 
the bottleneck arrays, having the same size as them, this procedure 
allows the total number of inputs in this block model to be simplified, 
thus reducing the total number of parameters. As output, the model 
predicts whether the difference bottleneck obtained from the Block 
I corresponds to the same person or not. This output is normalized, 
giving a similarity value that is used to obtain the final prediction.

DIFFERENCE BOTTLENECK

RESULT

(Same Person)

(Di�erent Person)

CLASSIFICATION
BLOCK

Fig. 2. Block II High-level Architecture.
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The structure of the Neural Network consists of two Fully- 
Connected, FC, layers with 512 and 2 neurons respectively. It has been 
previously considered to output a single probability instead of two 
different values for both positive and negative results. However, this 
architecture has been used in order to collect every specific similarity 
exclusively when cases are positives, and evaluate them based on the 
probability threshold. For every positive value that doesn’t reach the 
threshold set, it is automatically discarded as positive and changed 
into a negative case.

Moreover, as is shown in Fig. 3 a flatten layer has been added before 
the first FC layer in order to prepare the input dimensions; a dropout 
regularization technique in order to reduce the over-fitting; and a 
soft-max layer at the end of the network to normalize the outputs.A 
Sigmoid activation function has also been used to determine the 
output of the network.

Fla�en

FC1

DropOut

FC2

So�Max

Fig. 3. Block II Low-level Architecture.

III. LISPNN Development

Having established the Light Intrusion-Proving Siamese Neural 
Network architecture in the previous section, in this section the 
process used to define will be is presented. This process consists of the 
following four phases:

A. Neural Network Model Selection
As described before, Siamese Neural Networks need a model that 

is used for the feature extraction before the comparison step, and in 
LISPNN this has been implemented with four models of two types 
specialized in facial purposes, with the objective of outperforming the 
current results in facial verification and exploiting the strengths of 
each of them. The four models used for the Block I, classified by type, 
are the following:

• InceptionResNet. This the first type of model used. From this type 
two versions have been used:

1. InceptionResNetV1. This is a combination of two deep learning 
models with different characteristics: InceptionV3 [24] and 
ResNet [25].

2. InceptionResNetV2 [26]. This is a second version and 
improvement of a combination of two previous architectures: 
Inception V4 [26] and the residual network techniques of 
ResNet’s [25]. This net gives significant results thanks to the 
residual techniques, accelerating the training of Inception 
networks significantly with lower resources compared to 
others

• MobileNet. This is the second group of models used. They are 
designed to run in lighter environments, using fewer parameters. 
Two versions have been used as well:

1. MobileNetV2. [27] This is an architecture specialised in light 
and resource-limited devices, an improvement of its previous 
version MobileNetV1. This net implements the residual 
connections technique, based on ResNet architectures.

2. MobileNetV3 [28]. This has overtaken its previous versions 
in accuracy and latency, latency being one of its biggest 
improvements. Thus, the Siamese Network implemented in 
this model is one of the most promising architectures of the 
moment, considering the low number of parameters.

These pre-trained models can extract a huge amount of information 
from each facial image used as input compared to traditional 
Convolutional Neural Networks. In other words, they can extract as 
much information as traditional ones in a faster way.

B. Pre-Processing
For the training and inference steps or operations, the model needs 

to receive as inputs the images ready for it. To do so, the images 
received as inputs are treated using three techniques:

1. Normalization. Align and cropping techniques have been 
employed, using libraries, such as the Multi-Task Cascaded 
Convolutional Neural Networks (MTCNN) [29], employing the 
model to put great effort in noisy data and focus on the main 
problem of facial verification. During the construction of the 
training and evaluation data-set, all images have been prepared 
with this normalization process.

2. Data Augmentation. The data has been augmented or, in other 
words, new multiple data has been created based on the original 
ones during the training process, creating a more complete dataset. 
Moreover, random rotating and exposition, sizing, flipping and 
cropping techniques have been implemented on each training image.

3. Data-set filtering. For proper data preparation, the training data-
set has been created with the selection, from the Labeled Faces 
in the Wild, LFW, data-set (this data set will be described in the 
following section Training), of the classes of people that have more 
than 15 images each. This technique increases the ease of learning 
for the model and, to avoid unbalance between classes, an upper 
limit of images per person has been established.

C. Training
This section presents the features of the LISPNN model training. 

It begins by describing the data set used, followed by a description of 
the details of the training of each block and finishes by describing the 
training of the model as a whole.

1. Training Data Set
The model has been trained with the well-known Labeled Faces 

in the Wild (LFW) dataset [8] [9], mentioned in the previous section. 
LFW contains images with faces of famous people obtained through 
the Internet. The dataset contains 13233 images of 5749 different 
people, where 1680 people have more than one image. Every person 
has a varying number of images in the database but, 1680 persons have 
at least two distinct images.

2. Training Block I
During the training phase, Block I has remained constant, as the 

architectures of Inception-Resnet and MobileNet are previously 
trained by external users. Inception-ResNet-V1 has been obtained from 
a contribution by David Sandberg [30] based on FaceNet [3], a face 
recognition system developed by researchers at Google with many 
competitive results. The model was trained by the VGGFace2 [31] 
training dataset available here. Inception-ResNet-V2, MobileNet-V2 
and MobileNet-V3 architectures, weights and bias are obtained from 
the official GitHub Tensorflow repository [32], trained on the ILSVRC-
2012-CLS image classification dataset [33].

These pre-trained models have been used to build the Block I 
architectures, removing the last classification layers and keeping only 
the ones that are used to make the feature extraction of the future 
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input of images; and then taking the weights and biases of each of 
them, excepting those last layers.

3. Training Block II
Block II, however, has been trained in order to optimize its weights 

and biases so that it can get the best performance related to the 
minimization of false positive cases. To do so, a new technique has 
been developed during the training step.

The new technique is implemented in the loss strategy used, in 
order to reach better back-propagation results. In this case, a Softmax 
Cross-Entropy Loss strategy (also called Categorical Cross-Entropy 
loss) has been included, shown in Fig. 4 which consists of a Softmax 
activation plus a Cross-Entropy loss. By using this technique, the 
model output will be the probability over the C classes for each image. 
As the total classes of the full architecture are two (same person, and 
different person), the model will directly get as output the probability 
of both images being the same person in one class, and vice versa.

So�MaxS Cross-Entropy Loss

Fig. 4. Softmax Cross-Entropy loss function and equation. [34].

Where, for a given class si, C is the number of classes; sj are the scores 
inferred by the net for each class in C, ti and si are the groundtruth and 
the CNN score for each class i in C.

The technique implemented in this paper consists of a loss 
penalization in case of False Positives. The model will modify 
and increment its loss proportionally to the number of False Positives 
found in every training input batch. The Equation 1 represents the loss 
function approach proposed.

 (1)

Alpha determines the number of False Positives found per batch of 
predictions during the training phase; and softmaxCrossEntrophyLoss 
function calculates the loss between the predicted array results (logits) 
and the real array labels. This process allows the appearance of False 
Positives in the LIPSNN architectureto be penalized, this being this 
one of the main objectives of our proposal. With regards to mini-
batches with false positives, the correct predictions are not only the 
ones without false positives, but also the ones with false negatives, 
suffering a considered loss that the model will process. However, in 
our approach, any prediction obtained from the ones that have false 
positives is considered as a common cross-entropy loss output, and 
each false positive found will linearly increment the total loss of the 
corresponding batch. Thus a proportionally higher loss is obtained if 
the total number of false positive cases increments. A batch with no 
false positives will generate usual loss according to every prediction. 
A variation of this α parameter permits a simple calibration of false 
positive/negative proportional rates to be generated. By increasing this 
value, it will proportionally increase the loss of the batches where false 
positives are detected, being stricter in the intrusion cases compared 
with false negative ones, and vice versa.

4. Training LIPSNN Model as a Whole
The training consists of a multiple hyper-parameter optimization 

for each of the possible combinations. These (hyper-)parameters are 

the following:

• Architecture of Block I: These are the pre-trained models used 
for the feature extraction of each image. Four models have been 
added:

1. Inception-ResNet-V1

2. Inception-ResNet-V2

3. MobileNet-V2

4. MobileNet-V3

• Seed: integer used for the weights and biases initialization state 
of a pseudo random number generator. Used for randomization 
control. Seeds set used:

seed ∈ {13, 25, 29, 31, 42, 51, 67, 80, 90}
• Batch size: number of images per each training and evaluation 

iteration. Used:

batch_size ∈ {8, 16, 32}
• Max steps: maximum number of iteration in each training and 

evaluation step. Parameters set from 250 to 2000 steps.

max_steps ∈ {250, 500, 1000, 2000}
• Dropout: regularization technique for reducing overfitting in 

neural networks by preventing complex co-adaptations on training 
data. In other words, it consists of dropping out random neurons 
from the net. It has been kept in a 0.85 dropOut-Keep-Probability, 
which means a 15% of dropout.

• Learning Rate: determines the step size at each iteration while 
moving toward a minimum of a loss function. It represents the 
learning speed of a model. 0.01, 0.001 and 0.0001 Learning Rates 
have been used.

learning_rate ∈ {0.01, 0.001, 0.0001}
By combining these hyper-parameters, a total of 576 models have 

been trained in a laptop “Xiaomi Mi Laptop Pro 15,6 inch Intel Core 
i7-10510U NVIDIA GeForce MX250 16GB DDR4 RAM”. The software 
libraries and frameworks: Python 3.6.8, Tensorflow 1.14.0, Numpy 
1.16.4, and OpenCV 3.4.2 .

D. Model Architectures: Comparison
In this section, experimental results for the evaluation of the four 

architectures implemented in LIPSNN model are given. Two different 
branches have been considered:

• Efficacy. Efficacy is related to the real performance, depending on 
the model precision, accuracy, etc.

• Efficiency. Efficiency is related to the model performance 
depending on the latency times, which mostly has the same 
behaviour as the total number of parameters per architecture. 

For each model represented, their effectiveness and efficiency are 
presented and compared. After that, a unique architecture is chosen 
for the model results.

For the collection of the results, the evaluation dataset used is the 
official LFW test dataset [8], which consists of a thousand face pairs 
similar to the entire LFW dataset; five hundred image pairs with 
positive results (both images are the same person) and another five 
hundred with negative results (face images are not the same person). 
Each image pair also contains the result of the comparison, whether 
is positive or negative (1 and 0 respectively). It can be considered that, 
for a better robustness level of the results, a test dataset based on ten 
thousand image pairs with same number of positive and negative 
results has been used during the evaluation. Those image pairs obtain 
a better approximation of the effectiveness of the model.
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1. Efficacy Evaluation
For the evaluation of the efficacy part, the F0.5 score has been used 

as the most relevant metric. It is based on the Fβ metric. Chinchor[53] 
defines this metric which will be used further on:

 (2)

Where P refers to the precision and R refers to the Recall obtained 
on each evaluation, and β is the parameter used to give a proportional 
weight importance between the Precision and Recall. Both P and R 
(True Positive Rate) are inversely related to the proportion of False 
Positives and False Negatives respectively.

For this study, a case that the False Positive errors are crucial to 
minimize, the β chosen has a value of 0.5. Thus, a bigger fluctuation 
in the value of F score will be obtained when the proportion of False 
Positives are modified when this is compared with a same fluctuation 
of False Negatives. Thanks to this metric number, the performance of 
the models that minimize the False Positive Rate can be better justified 
without ignoring the False Negatives Rate, a problem that appears 
when a hyper-parameter combination that minimizes the False 
Positives Rate is only considered, generating inappropriate results of 
the false negatives that are really high.

From the F0.5 values obtained on each architecture, those that 
maximize this metric have been used. The Table I shows the hyper-
parameter combination that maximizes each architec ture evaluation, 
Inception-ResNet-V1 obtaining the highest value.

Moreover, by getting the best hyper-parameter selections of each 
of the four architectures, an evaluation of the FPR and TPR has been 
made by making a complete variation of the similarity threshold and a 
representation of the results in the Receiver Operating Characteristic 
(ROC) curve in Fig. 5.

Roc Curves - Max F0.5

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1
0,8

0,82
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R

0,92

0,94

0,96

0,98

1

Inception-ResNet-V2

Inception-ResNet-V1

MobileNet-V2

MobileNet-V3

Fig. 5. ROC Curves of each architecture that maximize F0.5 values.

All architectures used for the LIPSNN model have similar results in 
this curve. As mentioned before, this happens as the training process 

has been carried out only in the second part, Block II, which consists 
of a basic neural network binary classifier.

After looking into the ROC curve, in Table II the way the Area 
Under the Curve (AUC) behaves can be seen.

TABLE II. AUC Values of Each Architecture That Maximize F0.5 Values

Architecture AUC (Max F0.5) (M)

InceptionResNetV1 0.903
InceptionResNetV2 0.921

MobilenetV2 0.957
MobileNetV3 0.965

Surprisingly, the Mobile-Net architectures reach a total of 0.965 and 
0.95 values, outperforming the Inception-ResNet ones, with a total of 
0.92 and 0.90. This anomaly happens due to the generalization that is 
made up from the AUC compared to the individual selection of hyper-
parameters obtained in the table I. In other words, the models in the 
table are made up exclusively of one hyper-parameter setting per 
architecture, obtaining the best performing results possible, whilst the 
ROC and AUC may contain models of each architecture that decreases 
the total results per architecture, as they are based in multiple results 
depending on the similarity threshold.

Once the models are represented and analysed through the F0.5 
metric, it has been considered an accuracy and precision analysis used 
for the final conclusions of the architecture performance evaluation in 
terms of efficacy.

In Fig. 6, it is clearly seen that the results of both metrics are based 
on the hyper-parameter selection that maximizes F0.5.

Inception-ResNet-V2

Accuracy and Precision of the 4 architectures

Inception-ResNet-V1

Accuracy

Precision

MobileNet-V2 MobileNet-V3

0,91200,9526

0,860

0,880

0,900

0,920

0,940

0,960

0,980

1,000

0,9121 0,9108

1,00000,9912 0,9999 0,9996

Fig. 6. Accuracy and precision of the four architectures, using parameters 
that maximize F0.5 values according to Table I.

The three Inception-ResNetV2, MobileNet-V2 and MobileNet 
V3 architectures have obtained similar results from both attributes, 
having almost 100% precision and around 91% accuracy each. On the 
other hand, the Inception-Resnet-V1 has obtained better accuracy 
by reducing the precision of the model. This contrast needs to be 
evaluated, as the main goal and purpose of this work consists in 
proposing a model that can ensure biometric authentication security 

TABLE I. Hyper-Parameter Selection of Each Architecture and Their F0.5 Values

Architecture BatchSize MaxSteps DropoutKeepProb LearningRate Seed MaxF0.5Score

InceptionResNetV1 8 500 0.85 0.001 29 0.974555
InceptionResNetV2 16 250 0.85 0.001 13 0.959028

MobilenetV2 8 250 0.85 0.001 13 0.959071
MobileNetV3 16 250 0.85 0.001 80 0.958183
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by reducing access of undesirable intruders (False Positives), but at 
the same time it should remain an effective access for people that are 
allowed to access the hypothetical system.

2. Efficiency Evaluation
F0.5, Box Plots, ROC curve and AUC, and Accuracy and Precision 

attributes are those used for an efficacy performance evaluation. 
In addition, efficiency evaluation is half of the importance when 
evaluating this model focused on mobile devices, where the latency 
and computation times are crucial for a proper evaluation.

Consequently, two tables are represented below in order to visualize 
the size of each architecture and their latency. Table III represents the 
total number of parameters that form each architecture, and Table 
IV shows the inference times they gave during the evaluation step, 
made in an isolated environment that allows the correct comparison 
between them.

TABLE III. Total Parameters Per Architecture Implemented for LIPSNN

Architecture Parameters (M)
InceptionResNetV1 43
InceptionResNetV2 55.8

MobilenetV2 6
MobileNetV3 5.4

In Table III each of the sizes of the four architectures can be 
compared with the previous tables [27], [28], [35]. The Inception- 
ResNet-V1 value is represented as an approximation range due to 
the lack of information found in other publications. Szegedy, in his 
publication [26], affirms that this first version of Inception- Resnet has 
a lower number of parameters than its successor. In any case, it can be 
seen that both MobileNet architectures have values approximately ten 
times lower than Inception-ResNet ones.

TABLE IV. LIPSNN inference Times of Each of the Four Architectures 
Used in Ms

Architecture
BlockI 

Inf
BlockII 
AvgInf

BlockII 
StdInf

Total 
TotalInf

InceptionResNetV1 121.2 3.5 0.3 124.7
InceptionResNetV2 271 1.3 0.2 272.2

MobilenetV2 52.5 3.4 0.5 56
MobileNetV3 67.1 1.2 0.1 68.3

In Table IV, the most relevant aspects to consider are the huge 
difference between the latency of Inception-ResNets and Mobile- Net 
ones. The first ones, with 124.7 and 272.2 milliseconds of processing 
time for each prediction. The second ones, surprisingly, reach a latency 
of 56 and 68.3 milliseconds. It is also interesting to see that most of the 
times are related directly to the times of Block I, as this block is the 
one with the pre-trained architectures, which is bigger than the binary 
classification model included in Block II. Moreover, it is important 
to mention that the total inference time in Block I is considered as 
a sequential computation of the two inferences of each image to be 
compared included as inputs. This means that the model considered as 
the worst case of inference can perfectly be implemented in a parallel 
computing hardware in order to make the inferences at the same time.

After all the analysis of the different architecture performance 
evaluations of efficacy and efficiency, considering the total accuracy 
and precision, the ROC curve and AUC, and the total number of 
parameters per architecture as well as the total number of hyper-
parameters, the two networks that perform best in this analysis 
are the Mobile-Net architectures. Moreover, based on multiple 
publications [27], [28], [36], [37], the Mobile-Net-V3 generates 
much better performance than MobileNet-V2 in similar fields such 

as facial recognition and segmentation [28]. Thus, for the public 
model performance comparison shown in the following section, 
the Mobile-Net-V3 is the chosen architecture to be used as for the 
LIPSNN model evaluation.

IV. LIPSNN Performance Benchmarking

In this section, the results of the various evaluations that have 
been carried out in order to reach a comparison between the Light 
Intrusion-Proving Siamese Neural Network model developed and 
some of the best known models published currently for dealing with 
this problem are presented. The results obtained from the LIPSNN 
model to compare with the rest of publications are based on the ROC 
curve, a metric frequently used in this area. It can represent the False 
Positive rate, as well as indirectly the False Negative one.

A. Performance Benchmarking Attributes
Taking the purpose of this study into account, four attributes are 

used for the benchmarking of this research:

• Number of Parameters of the model. This attribute measures the 
model size with the number of parameters that the model needs. A 
higher number of parameters would decrease the efficiency of the 
model, as it would proportionally increase its inference time. Thus, 
a lower number of parameters of the model allows inferences to 
be executed faster than a model with high number of them. The 
metric used to measure this attribute is millions of parameters 
used, (Millions).

• Storage Space. This attribute measures the model size in 
information units. As the number of parameters, a higher storage 
space would increase the total evaluation time and hence the 
efficiency of the model. That means, the model will be slower in 
terms of each facial verification. The metric used for this attribute 
is Megabytes (MB).

• Accuracy. This attribute describes how the model performs across 
all classes: positives or negatives. It is calculated as the ratio 
between the number of correct predictions to the total number of 
predictions, and it is ranged between 0 and 1, or in percentage. A 
number close to 1 means a model with many correct predictions, 
either positive or negative. Thus, as mentioned in previous 
sections, the efficacy of the model would be incremented with an 
accuracy close to 1 and hence the verification error cases will be 
reduced. The metric used for this attribute is Percentage (%).

• Precision. This attribute describes the ratio between the number of 
Positive samples correctly classified to the total number of samples 
classified as Positive. Unlike the accuracy metric, precision 
describes how the model can perform with the False Positive cases. 
It is ranged between 0 and 1, or in percentage. A precision close to 
1 proportionally means a low False Positive ratio. The metric used 
for this attribute is Percentage (%).

As the main objectives of this research is to enhance the facial 
verification performance with a model with the lowest computational 
resources used and, considering all previous attribute definitions 
mentioned above, what would be needed for this case is a model 
with the highest precision result possible, with the lowest number of 
parameters and storage space. With regard to the accuracy, a lower 
result of this attribute would not be crucial for the main objective, 
as what is really needed is to reduce the number of parameters and 
the storage space whilst precision remains at least at the same level, 
avoiding the cases of False Positives. This last attribute is crucial in 
this facial verification approach in order to minimize these cases.
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B. Performance Benchmarking Data Set
For the evaluation and collection of the results, as in the comparison 

of the architectures used for the model, the LIPSNN model has been 
evaluated with the official LFW test dataset [38], made up of 1000 face 
pairs equally divided in 500 same and 500 different face matches. The 
LIPSNN model has been trained with 5760 face pairs based on the 
Labeled Faces in the Wild (LFW) dataset, equally distributed between 
negative and positive matches. Any of these training images are not 
overlapped with the testing ones, in order to avoid any over-fitting 
and biases between them.

In the evaluation dataset, each image pair contains the information 
about each of both images to introduce into the model, and the result 
of the comparison or label: ’0’ when the images are different people 
or ’1’ when they are the same person. This dataset is used in other 
models, whose results are included in the next sections.

C. Traditional Models Benchmarking
The early facial verification models do not implement any deep 

learning techniques as is done nowadays. The models use multiple 
facial verification techniques such as the large multiple distance 
metrics used by the LM3L model [39]; the Linear Discriminant 
Analysis (LDA) coupled with ”Within Class Covariance Normalization” 
(WCCN) in the DDML model [40]; or the intra personal focused feature 
extraction of the Similarity Metric Learning (SML) method [41]. A table 
of the traditional models obtained is shown in Table V. But although 
their approximations to solve the problem are quite different, and 
it is not possible to find in the literature results that include all the 
attributes defined for this research, because only their accuracy has 
been published, it is interesting to analyze their results with the same 
evaluation dataset that this work has used. Those results are in Table V.

TABLE V. Accuracy Benchmarking Between Traditional Models

Model Accuracy (%)
PCCA 83.80
PAF 87.77

CSML + SVM 88.00
SFRD + PMML 89.35

LM3L 89.57
Sub-SML 89.73
DDML 90.68
VMRS 91.10

From the table it can be seen that although those models achieved 
acceptable accuracy results, because the models mainly make correct 
predictions, they still have results that can be outperformed with the 
new models. Moreover, there is a lack of information in these their 
results using this approach, as the number of parameters, storage 
space and precision would enhance the conclusions about them 
related to this study.

D. Deep Learning Models Benchmarking
Using the four attributes defined, number of parameters, storage 

space, accuracy and precision, the performance of twelve deep 
learning models for facial verification, including LIPSNN, have been 
compared. For most of them, eight models, it has been possible to 
obtain three of the four attributes used; number of parameters, storage 
space and accuracy from the published literature [42] [12] [11] [43] 
[3] [44] [45]; for other, CenterLoss [4] only two attributes have been 
published, parameters and storage space, with a result of 19.6M for 
the first and 99.28MB for the second; and for the other three, LBPNet 
LBPNet [46], High-dim LBP [47], and DeepID2 [48], it has only been 
possible to obtain their accuracy from the literature, with a result of 
94.04%, 95.17% and 95.43% respectively.

The results of the bechmarking of the LIPSNN model, along with 
the rest of deep learning models for those which have at least three of 
the four attributes defined, can be found in Table VI. The same results 
with the addition of the model which only has results for parameters 
and storage space, that is, CenterLoss, are also presented in Fig. 7. To 
make the comparison between models easier and the impact of each 
attribute, and also their combination clearer in the performance of the 
model, Fig. 7 has been developed using a normalized value, between 
0 and 1, of the attributes. This normalization has been calculated for 
parameters and storage space by dividing the rest of each value minus 
the maximum value observed for the attribute by the maximum value 
observed for the attribute minus the minimum value observed for it. To 
obtain the right scale for this study, in which, the minimum values for 
those attributes are the best ones, the amount obtained in the previous 
calculation has been subtracted from one. As attribute accuracy is 
directly measured in an scale from 0 to 100, its normalization to a range 
between 0 and 1, is obtained dividing each observed value by 100.

TABLE VI. Attributes Benchmarking Between Deep Learning Models

Model
Parameters 
(Millions)

Storage Space 
(MB)

Accuracy 
(%)

CircleLoss-ResNet34 [11] 60.5M 83MB 99.73
DeepFace [43] 120M 488MB 95.92

FaceNet [3] 140M 186MB 98.87
Light CNN A [44] 3.96M 26MB 97.97
Light CNN B [44] 5.56M 32.8MB 98.80

LIPSNN 5.50M 65.9MB 91.08
Prodpoly-ResNet [12] 14.70M 181.8MB 99.83

VGG [45] 27.75M 533MB 97.27
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Fig. 7. Attributes Benchmarking between Deep Learning models.

The main purpose of this research was to reduce as far as 
possible the attribute parameters and storage needed by the deep 
learning neural network developed in order to be able to operate it 
in devices with low computation resources, achieving this without 
a signification loss of accuracy and precision, especially the latter, 
in the results in its application to facial verification. From Table VI 
and Fig. 7 it can be seen that both things can be obtained, because 
the normalized value, between 0 and 1 for parameters is 0.989 and 
for storage 0.921, both of them being very close to 1, which means 
that the computational resources needed by LIPSNN are very low; 
and that when they are compared with the other models are better 
than most of them, and in some cases significantly better, and are 
comparable with the best models.
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At the same time that the desired results for parameters and storage 
have largely been obtained, the purpose of maintaining acceptable 
results on the second two attributes, accuracy and precision has also 
been achieved. A normalized accuracy of 0.911 is very close to 1. When 
it is compared with the rest of the models it is slightly lower but it is 
acceptable taking into account two important related considerations: 
the first is the good results obtained for parameters and storage, which 
are better than most of the published models; and the second, even 
more importantly, is the excellent results obtained for precision, which 
in its normalized value is 0.9996. It is not known if it has greater or 
lesser precision than the current models because this value has not 
been published for them, but with the obtained measure the other 
models can only present the same or lower value.

At this point is important to point out that the LIPSNN model has 
focused on a maximization of precision more than in the maximisation 
of accuracy. This is because the main goal in this work is to reduce the 
total number of intrusions in the model by reducing the False Positives 
ratio, and that is achived by increasing precision. Although accuracy 
must have as high value as possible, it has less importance precision in 
a facial verification when it is used alone. This is because, as it gives 
us together the number of the total false positives and negatives of a 
facial verification study, it doesn’t give enough information to make 
it possible to distinguish between them in the results. For that reason, 
high measures of accuracy only means a good performance of the model 
when this is combined with high levels of precision and not only by itself.

As we have seen, LIPSNN is a lightweight network (it can be used 
in devices with scarce computational resources) with significantly good 
accuracy. However, the most important advantage of LIPSNN over other 
architectures is that the False Positive ratio is practically zero, thanks 
to the loss function used (see Fig. 7). This capability makes it especially 
useful for the verification of persons in critical services or facilities.

From the presented benchmaking study it can be concluded that 
the LIPSNN models have a parameters and storage results, with very 
low measures from both of them, that allow to it to be included within 
the group of the lightest models and that the LIPSNN model is a viable 
alternative model to them. If the sizing levels are combined with the 
precision results obtained, one of the most important conclusions is 
that, whilst the LIPSNN model doesn’t achieve as good performance 
results in accuracy as if it does in precision, these are, nonetheless, 
good enough. It has an architecture and development different form 
the other previously published models, that is adaptable and modular, 
as is the case, for example, in block I, whose architecture could be 
replaced by lighter and more accurate and precise future deep learning 
models, which would allow its future improvement to continue and 
open up the development of a new alternative deep learning facial 
verification model, different from the existing previous ones.

V. Conclusions and Future Work

This study presented a solution focused on the design and 
development of a new deep neural network model for facial 
verification focused on the computational reduction resources needed 
for it to operate. The aim was for it to able to be executed in portable 
devices like mobile phones or tablets without loosing precision in the 
results. To achieve this the two sided problem of reducing parameters 
and storage without losing accuracy and precision has been overcome 
thorough the development of a new architecture and development of 
a Siamese Neural Network called Light Intrusion-Proving Siamese 
Neural Networks, LIPSNN.

For the development of the architecture, two blocks have been 
designed. For the first block, four pre-trained architectures specialized 
in facial verification were been analyzed in order to extract the face 
characteristics. For the second block, a binary neural network with 

a new loss function was developed in order to optimize the false 
positive cases. After the definition of the architecture, a process with 
four phases: model selection, pre-processing, training and architecture 
comparison, to define the neural network was carried out. All these 
processes were performed with the well-known LFW dataset and 
the following architecture models: Inception-ResNet-V1, Inception-
ResNet-V2, MobileNetV2, MobileNetV3.

Once the LIPSNN design and development was finished, a 
performance benchmarking study with some of the best known 
models published nowadays for dealing with this problem was carried 
out. For this, four attributes were used: Number of Parameters of the 
model, Storage Space, Accuracy and Precision. The first two measure 
the size needed to execute the model, the second two, its validity for 
face recognition. From this comparison study it was concluded that 
the LIPSNN model requires a low number of parameters and storage 
needs that allow it to be classified in the set of lightweight models, 
while at the same time presenting very high levels of accuracy and 
precision, especially the latter. As the model presents quite different 
architectures and design to the previous light models published in the 
literature, it constitutes a new alternative to those ones.

Once a lightweight deep learning model based on a new 
architecture and design has been obtained, future research will focus 
on a continuous improvement in the reduction of the parameters 
and storage measures obtained and increasing accuracy without 
losing precision. To achieve this fundamentally it will focus on: the 
incorporation of new pre-trained architecture models in block I, as the 
LIPSNN model allows the modification of the architecture of the block 
where the facial features extraction is carried out; training using new 
modern and sophisticated datasets; and the design and development of 
new architectures of the binary classifier of Block II.
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