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Abstract

A novel real-time multimodal eye blink detection method using an amalgam of five unique weighted features 
extracted from the circle boundary formed from the eye landmarks is proposed. The five features, namely (Vertical 
Head Positioning, Orientation Factor, Proportional Ratio, Area of Intersection, and Upper Eyelid Radius), provide 
imperative gen (z score threshold) accurately predicting the eye status and thus the blinking status. An accurate 
and precise algorithm employing the five weighted features is proposed to predict eye status (open/close). One 
state-of-the-art dataset ZJU (eye-blink), is used to measure the performance of the method. Precision, recall, 
F1-score, and ROC curve measure the proposed method performance qualitatively and quantitatively. Increased 
accuracy (of around 97.2%) and precision (97.4%) are obtained compared to other existing unimodal approaches. 
The efficiency of the proposed method is shown to outperform the state-of-the-art methods.
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I. Introduction

Eye blinking is partly unintended closing and reopening of the eyelid. 
Muscles that help in closing/opening the eye are Orbicularis oculi 

and levator palpebrae superioris [1]. Eye blinking assists in cleaning 
and moistening the eye cornea. Blinking can be categorized into three 
main classes: spontaneous blinking, reflex blinking, and voluntary 
blinking. The first two lie under the category of involuntary blinking. 
On the contrary, voluntary blinking can be invoked intentionally 
within the control of a subject. The work emphasizes detecting the eye 
blinks, specifically from voluntary blinking, which can be encrypted 
to alarm emergency [2]-[3].

Due to its importance in many applications (driver drowsiness, 
human-computer interaction, micro-expression detection), an 
exponential rise is seen in the research field related to eye blinking 
detection. Many innovative, unconventional, and robust methods have 
been stated in the literature [4]-[11]. In the current scenario, multiple 
robust real-time facial landmark detectors [12]-[15] that arrest virtually 
all the distinctive features on a human face are accessible. Several 
approaches have been proposed to routinely detect blinks [9],[12] 
from the eyes (from both still [16] and video sequences [17]-[19]). But 
the disadvantage is that they impose rigid requirements on the setup, 
in the sense of a relative head alignment, resolution, illumination, 
etc. This work puts forward an effective method to classify eye-
blinks [20]-[22] to overcome the stated complications, extracting five 
distinct weighted features (explained in detail in section III). In this 

work, using the unique circles formed from the eyelids landmarks, five 
novel features (depicting imperative information) have been extracted, 
which are further assigned weights, thus resulting in an accurate eye 
blink detection system. The motivation and research question behind 
the work is depicted in Fig. 1.

A. Key Contribution of the Paper
A novel multimodal approach for eye blink detection using low-

level eyelid feature extraction and z-score thresholding is proposed.

i) Accurate face detection and eye localization method is used 
(MTCNN – Multitask Cascaded Neural Network).

ii) Unique circles are formed from the eyelids landmarks.

iii) The eye blinks are detected using an amalgam of 5 weighted 
features (Vertical Head Positioning, Orientation Factor, 
Proportional Ratio, Area of Intersection, and Upper Eyelid Radius) 
depicting imperative gen (z score threshold), extracted from the 
circles uniquely formed from the eyelids landmarks.

iv) A fusion technique is described to fuse the extracted five features 
into a single binary signal.

v) Finally, a Z-score-based thresholding algorithm is proposed to 
extract peaks from the signal where peaks correspond to eye 
blinks.

The rest of the work is structured as: Section I familiarizes the 
blink concept and the essential contributions. Section II reviews the 
related literature. Feature Extraction of the multimodal eye blink 
system is elaborated in section III. The methodology used, database, 
performance parameters, investigational setup, and blink prediction 
are described in section IV. Experimental results and conclusions are 
analyzed in sections V and VI.
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II. Related Study

In recent times a lot of research has been conducted in different 
biometric modalities wherein different modalities have proven their 
prevalence. Recognition systems (RS) (gait, voice, and face) are 
efficient but lack one or the other aspects. In Gait RS data procurement 
is ineffectual. Voice RS is an effectual process; but info procurement 
is a cumbrous errand. Face RS is burdened by the inevitable dispute of 
aging. But due to their stability and efficiency, eye blink recognition 

systems does not suffer from the limitations mentioned above. Table I 
reveals prior work based on functionality engaged in detecting blinks. 
Z1–Z11 uses the ZJU dataset to detect the blinks accurately. A solitary 
feature engages in computing an eye status in [Z1, Z2, Z4, Z5, Z7–Z9, 
Z11]. While multiple features are used in [Z3, Z6, and Z10] to sense 
blinks, subsequently creating a multimodal environment. This work 
emphasizes feature-level fusion (FLF) of weighted features extricated 
to sense the eye blinks accurately. 

Unimodal System [3][22]
· Systems using a single trait, or single piece 
of information for verification to estimate 
the status of eye

Limitations of Unimodal System
· Susceptibility to noise or corrupt data
· Due to imperfect acquisition conditions, captured trait 
  might get distorted
· Spoofing
· Unimodal systems are prone to inter-class similarities 
  resulting in less desired performance

Multimodal systems and its advantages?
Systems that combine the outcome obtained from more than
one feature for the purpose of identification [22]
· Reduced data distortion 
· Di�icult to spoof
· High accuracy rate

Shi�ing to multimodal system
the eye blinks are detected using an 
amalgam of 5 weighted features depicting 
significant information (multimodal), 
extracted from the circles uniquely formed 
from the eyelids landmarks

Accurate
Multi-modal

Eye Blink
Recognition System

 Fig.1.  Motivation and research question.

TABLE I. Related Work With Performance Attributes

S. no. Author and Year Year Dataset Used Performance Method employed

Z1
Michael Chau and Margrit 
Betke. 2005 [39]

2005
Eight test 
subjects

Accuracy: 95.3 Templates (open/close eye) are used in determining the state of an eye.

Z2
Diego Torricelli et al. 2009 
[40]

2009
ZJU eye blink 
dataset

Accuracy: 95.7
Eye-Blinking is sensed without any constraints on the head pose or 
target position concerning the camera.

Z3 W.O. Lee et al 2010 [8] 2010
ZJU eye blink 
dataset

Precision: 94.4

Multiple features are extracted to sense the state of the eye. 1) the 
fraction of elevation breadth of the eye 2) the aggregate alteration of 
the no. of black pixels around the eye area using an adaptive threshold 
in consecutive image frames. 

Z4
Kohei Arai and Ronny 
Mardiyanto. 2010 [21]

2010
Individual users 
used

N.A
Gabor filters are applied to detect the eye arcs, and eye-blink is sensed 
by figuring the arcs’ distance. 

Z5
Tomas Drutarovsky and 
Andrej Fogelton. 2014 [5]

2014
ZJU eye blink 
dataset

Accuracy: 93.45 Vertical motions in the eye are examined to sense the blinks.

Z6 Fengyi Song et al. 2014 [6] 2014
ZJU eye blink 
dataset

Accuracy: 96.8
The strength of multiple features collectively characterizes information 
(eye patches).

Z7
Tereza Soukupova and Jan 
Cech. 2016 [1],[7]

2016
ZJU eye blink 
dataset

N.A
Eye Aspect Ratio (EAR) is calculated to determine the eye status (open/
closed) in a video sequence 

Z8
Federico M. Sukno et al. 
2016 [20]

2016
AV@CAR N.A

The blink detection procedure outputs freq, durations, and some 
fraction metrics.

Z9
P. Singh and D. Virmani. 
2018 [3]

2018
ZJU eye blink 
dataset

Accuracy: 97
The blinks are perceived using a 13-dim sequential window calculated 
using eye facet correlation (Ratio of diagonal distance and width of eye 
landmarks), which outclasses the threshold method and [7]. 

Z10
P. Singh and D. Virmani. 
2020 [22]

2020
ZJU eye blink 
dataset

Accuracy: 99.02
Precision: 99.65

A precise multimodal eye-blink recognition method using feature-level 
fusion (MmERMFLF) to detect the eye status.

Z11
Al-gawwam, S., & Benaissa, 
M. [37]

2018
ZJU eye blink 
dataset, eyeblink
and talking face

Precision: 100%, 
96.65% and 98.38%

The method approximates the facial-landmark positions and excerpts 
the vertical distance between eyelids. A Savitzky–Golay (SG) filter is 
used to level the signal while keeping the peak info to sense eye-blinks.
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In recent times eye-blink has been detected using two primary 
techniques: electrooculography (EOG) [23]-[24] and videooculography 
(VOG) [25]-[34]. Ag/AgCl electrodes are used in the former technique 
and equipped around the eye area to detect eye movements and blinks 
[23], [35], [36], [38]-[43]. Any movement (left, right, up, down) can 
be perceived. However, the variability of electrooculography rests 
on factors that are hard to control [24]. The electrode placement also 
causes troublesomeness for the user, and the method is relatively 
costly [28]. In the latter technique, the subject is in sight of the line 
of the camera installed, and the frames are processed one by one, 
resulting in the eye’s final status (open/close) using an algorithm [3], 
[22]. All significant research in this area nowadays uses the latter 
method (VOG). Several VOG-based blink detector techniques are 
available but lack in one or the other area. This paper proposes a novel 
multimodal approach for eye blink detection using low-level eyelid 
feature extraction and z-score thresholding. Firstly, accurate face 
detection and eye localization method are used (MTCNN). Multitask 
Cascaded Neural Network or MTCNN is a convolutional neural 
network architecture jointly trained for facial landmark detection 
and alignment, achieving superior accuracy over the state-of-the-art 
techniques on the challenging FDDB and WIDER FACE benchmark 
for face detection, and AFLW benchmark for face alignment, while 
keeping real time performance [44]-[46].

Further, unique circles are formed from the eyelid’s landmarks, 
and eye blinks are detected using an amalgam of 5 weighted features 
(Vertical Head Positioning, Orientation Factor, Proportional Ratio, 
Area of Intersection, and Upper Eyelid Radius) depicting imperative 
gen (z score threshold). A unique fusion technique is described to 
fuse the extracted five features into a single binary signal. Finally, a 
Z-score-based thresholding algorithm is proposed to extract peaks 
from the signal where peaks correspond to eye blinks. No work has 
been done on sensing blinks with low-level eyelid feature extraction 
and z-score thresholding as per our familiarity. Neither multiple 
features (multimodal system) have been employed to detect the eye 
status (open/close) from video sequences.

III. Feature Extraction Using Multimodal Eye Blink 
Detection System

For sensing the eye blinks, feature extraction remains the most 
prominent step. This section focuses on detecting the face and eyes 
using landmarks and feature extraction. Face and eye detection using 
landmarks are explained in sec. A and the proposed feature extracted 
are explained in detail and relegated in sec. B.

A. Face Detection and Eye Landmark Prediction
Traditional systems and approaches use techniques that directly 

localize eyes in an image or prefer detecting face regions first and then 
localizing eyes within the detected face region. The proposed approach 
in this work increases true positives for blinking detection and reduces 
false positives. An accurate eye blink detection system begins from 
accurate face detection and eye localization, for which we chose the 
widely used face detection deep learning model MTCNN. Once the 
face is localized from the input image, we extract eyelid landmarks 
from the face region detected using dlib, as shown in Fig. 2. 

B. Feature Extraction
For extracting features, the landmarks around the eyelids are used. 

The 12 landmarks detected as the eyelids (6 for each eye) are separated 
into upper eyelid landmarks and lower eyelid landmarks. The four 
edge landmarks of the eyes belong to both groups. We first calculate 
the line’s midpoint joining the two points lying on the eyelids in 
each group. Then, along with the edge points and the midpoint just 
calculated, a unique circle that passes through these 3 points is created. 
Fig. 3 shows the entire procedure where white dots are the original 
landmarks and the line’s midpoint is shown in red. Circle formation 
for both open and closed eyes are depicted in Fig. 4.

1. Feature Extracted
Five sets of features are extracted from the four circles generated:

a) Vertical Head Positioning (VHP)
For approximating the positioning of the head/eyes, we calculate 

the distance between the center of the upper and lower eyelid circles 
for both the eyes.

The mean of these two distances gives VHP: 

 (1)

where l1 and l2 are the distances between centers of the left and 
right eye circles as shown in Fig. 5.

b) Orientation Factor (OF)
For calculating the head/eyes orientation, we calculate the distance 

between the center of the upper eyelid circle and lower eyelid circle of 
the left eye and upper eyelid circle and lower eyelid circle of the right 
eye, respectively. 

Fig. 2. Face landmarks extracted from the input video stream (ZJU dataset).

Upper Eyelids

Lower Eyelids

Fig. 3. Upper and lower eyelid landmarks and the circle generated using the 
points.
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The ratio of these two distances gives OF:

 (2)

where l1 and l2 are distances between the centers of the circles as 
shown in Fig. 6.

c) Proportional Ratio (PR)
To calculate the circle size proportional to the triangle perimeter 

formed by the eyelid’s landmarks, we calculate the upper eyelid circle 
radius to both eyes’ lower radius eyelid circle.

The mean of these ratios gives PR as follows: 

 (3)

 (4)

 (5)

where , ,  and  are radius of left upper eyelid 
circle, left lower eyelid circle, right upper eyelid circle and right lower 
eyelid circle respectively as depicted in Fig. 7.

d) Area of Intersection (AOI)
AOI is the area of intersection between the upper eyelid circle and 

lower eyelid circle of either eye.  In our work, we have used the AOI of 
the left eye. For experiment purposes, either of the eyes can be used. 

We can also take the mean of AOI of both the eyes. Fig. 8 shows the AOI 
of an upper and lower eyelid.

e) Upper Eyelid Radius (UER)
UER is the upper eyelid radius of either eye. In our experiments, 

we have used UER of the left eye. Either of the eyes can be used for 
experiments, as in the case of AOI. We can also take the mean of UER 
of both the eyes. 

Fig. 4. Circles generated using both the eyelid landmarks for open (left) & closed (right) eyes.

l1 l2

Fig. 5. Distance between the centers of the left and right eye.

l1

l2

Fig. 6. Distance between the center of the upper eyelid circle and lower eyelid 
circle of the left eye and upper eyelid circle and lower eyelid circle of the right eye.

Fig. 7. Radius of left upper eyelid circle, left lower eyelid circle, right upper 
eyelid circle, and right lower eyelid circle.
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Lower Eyelid Circle

Upper Eyelid Circle

Fig. 8. The AOI of an upper and lower eyelid.

IV. Research Methodology Used

This section focuses on the methodology that is employed by the 
method for sensing the blinks. First of all, the dataset employed for the 
experimental purpose is discussed (section A). Then the performance 
parameters that judge the efficiency of the method are explained in 
section B. Experimental setup, blink detection/prediction are explained 
in detail in subsequent sections.

A. Dataset Used
One state-of-the-art dataset ZJU (eyeblink) [18], is used to evaluate 

the proposed method’s performance. The dataset consists of 80 video 
sequences of 20 users, as depicted in Table II. All the video sequences 
(4 to 5 sec) are recorded in 30 fps having two to six voluntary blinks. 
In total, there are 255 blinks in the entire dataset.

TABLE II. ZJU Eye-Blink Dataset

No. of Users Four Clips per person

20

No. of Clips View Spectacles Total Blinks

1 Front N

255
1 Front Y

1 Front Y

1 Front N

B. Performance Parameters
In this paper, eye blinks are detected using an amalgam of 5 

weighted features depicting imperative gen (z score threshold). A 
unique fusion technique is described to fuse the extracted five features 
into a single binary signal. Finally, a Z-score-based thresholding 
algorithm is proposed to extract peaks from the signal where peaks 
correspond to eye blinks. The performance of the method discussed is 
evaluated using several parameters as shown below:

1. Recall (R) can be defined as the ratio of the correct categorized 
cases of a class to the total number of class cases.

 (6)

2. Specificity (Sp) It deals with the proportion of actual negatives 
(true) that are correctly identified as such.

 (7)

3. Precision (P) can be defined as the ratio of correct positive 
predictions to the total number of positive predictions.

 (8)

4. Negative Predictive Value (NPV): The ratio of accurate negative 
class predicted to the over-all amount of negative predictions.

 (9)

5. False Positive Rate (FPR): The ratio of false-positive class 
predictions to the overall negatives.

 (10)

6. False Discovery Rate (FDR): The ratio of false-positives 
predictions to the overall positives.

 (11)

7. False Negative Rate (FNR): The ratio of false-negatives 
predictions to the aggregate number of positives.

 (12)

8. Accuracy can be defined as the ratio of correctly classified 
instances to the total number of instances.

 (13)

9. F1 Score (F1) can be defined as weighted avg. of precision and 
recall

 (14)

10. AUC Score is used to measure the performance of a model at 
different threshold settings.

(Note: TP: True +, TN: True -, FP: False +, and FN: False -)

C. Experimental Setup 
We have used ZJU (eye-blink) dataset (explained in sec. A) for 

our experiments. The five extracted set of features supports blinking 
with sudden peaks in their respective plots. Fig. 9 shows the plot (five 
extracted features (explained in sec. III) vs. the number of frames) from 
one of the dataset’s input videos.

It can be inferred from the plots that frames 36 to 43 exhibit a peak 
in all four plots except Orientation Factor (OF) plot. It remains uniform 
with a value greater than 1, indicating standard behavior of other 
features. Similar trends can be seen at frames 85 to 92 and 130 to 140, 
indicating blinks at those frames in the input video sequence. The case 
discussed in Fig. 9 is a clear case where all the features show a positive 
consent as the subject is sitting in the camera’s line of sight and not 
wearing any spectacles. On the contrary, Fig. 10 shows the plot of 
all five features for another input video sequence of the dataset with 
disturbance and other perturbations. The subject in the input video 
sequence is blinking in a dark background. Here, feature OF is not 
uniform, and in certain intervals, its value drops below 1. This behavior 
is an indication that other features are not behaving normally and 
are affected by the perturbation in the input video sequence, except  
Upper Eyelid Radius (UER), which still produces peaks at four intervals 
supporting blinks in the video input. With further experiments, we 
found that when the value of Orientation Factor (OF)  drops below 1, 
Upper Eyelid Radius (UER) is the most dominant one to report a blink 
with a peak, while the other three features produce sloppy peaks. We 
used weighted signal averaging or convolution conditioned on OF to 
implement this behavior in an automated system. The same behavior 
is seen when the subject is wearing spectacles also.
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Fig. 9. The plot of all five features extracted vs. frames from an input video sequence along with a frame from the video.
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D. Blink Detection
Automated blink detection is a methodology consisting of peak 

detection and weighted averaging. We generate a unit impulse signal 
for peaks in all four features individually and interpolate these signals 
conditioned on the impulse signal of Orientation  Factor (OF). Fig. 11 
depicts the entire workflow with a flowchart.

a) Peak Detection: A simple way to detect peaks in a signal is hard 
thresholding with a predefined value. But in our experiments, we 

found that the scale of the extracted features depends vastly on 
multiple factors, like, camera position, head positioning, landmark 
detector accuracy, etc. Therefore, direct hard thresholding won’t be 
able to detect peaks for our input in real-time settings. Therefore, 
we derived a more robust, yet simple z-score based peak detection 
algorithm inspired by probability distributions properties [41]-
[43] for peak detection. Rather than keeping a set threshold 
value for signaling peaks in a given input signal, the algorithm 
calculates the moving mean and moving standard deviation of the 

VHP OF PR AOI

Feature Extraction

Z-SCORE THRESHOLDING 

Averaged IMPULSE

OF impulse

Selection of Weight

VHP impulse
PR impulse
AOI impulse
UER impulse

if equals 1

if equals 1

YES

YES

BLINK

NO BLINK

WEIGHTED
AVERAGING

WEIGHTS

0.25 0.25 0.25 0.25 0.167 0.167 0.167 0.5

NO

UER

Fig. 11. Flowchart of the multimodal eye-blink detection system.

0 20 40 60 80 100 120

0 20 40 60 80 100 120

mean
std
input

40

60

80

100

120

impulse

0.0

0.2

0.4

0.6

0.8

1.0

Fig. 12. An arbitrary input signal and its generated unit impulse signal using the method.
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input signal. When a data point lies the preset threshold times the 
standard deviation away from the mean, the algorithm signals a 
peak. The approach of calculating a moving mean and standard 
deviation keeps the method’s integrity at different scales. The 
algorithm can be made more robust to outliers and signal length 
by calculating the moving mean and standard deviation by only 
looking at the last ‘k’ values, where k is a whole number. Fig. 12 
shows an arbitrary input signal and its generated unit impulse 
signal using our method.

b) Weighted averaging of signals: Fig. 13(a) shows the impulse 
signals of VHP, PR, AOI, and UER, and Fig. 13(b) shows the impulse 

signals of OF generated using hard thresholding at 1 (if the signal is 
less than 1, an impulse is generated). When there is an impulse in 
OF, it means that other features except UER will struggle to report 
a blink with a peak, whereas when OF has no impulse signals, it 
suggests the normal behavior which peaks in all other four features. 
Fig. 14(a) and Fig. 14(b) show the same feature impulses for an input 
video sequence with abnormal behavior. Table III shows the feature 
weights we used to average the impulse signals. 

For OF = 0, we have averaged over all the four impulse signals, 
and for OF = 1, we have given UER a weight of 0.5, and the rest three 
impulse signals are given equal weightage out of 0.5, i.e., 0.5/3 = 0.167.

0.0

0 20 40 60 80 100 120

0 20 40 60 80 100 120 1400 20 40 60 80 100 120 140

0

-0.04

-0.02

0.02
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0.04

20 40 60 80 100 120 140
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impulse

0.2
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0.6

0.8
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0.4

0.6

0.8
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0.2

0.4

0.6

0.8
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0.0

0.2

0.4
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0.8

1.0

(a)

(b)

Fig. 13(a). The impulse signals of VHP, PR, AOI and UER. (b). The impulse signals of OF generated using hard thresholding at 1 (if the signal is less than 1, an 
impulse is generated).
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TABLE III. The Feature Weights We Used to Average the Impulse 
Signals

if OF = 0 if OF = 1

wi

WVHP WPR WAOI WUER WVHP WPR WAOI WUER

0.25 0.25 0.25 0.25 0.167 0.167 0.167 0.5

Equation (15) gives the final output averaged signal that reports a 
peak for a blink in the input video sequence. The step-by-step process 
is depicted in algorithm 1.

 (15)

Where 𝑦t: output averaged signal at time t

Wi: the weight of feature i from Table III, which is conditioned on 
OF feature at time t.

E. Blink Prediction
Once the final signal 𝑦t is obtained, we hard threshold the signal 

with a value 0.75 such that when the signal value is greater than or 
equal to 0.75, a unit impulse is considered, and a blink is predicted. The 
threshold we used favors predicting a blink only when 75% of features 
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Fig. 14(a). The impulse signals of VHP, PR, AOI and UER. (b). The impulse signals of OF generated using hard thresholding at 1(if the signal is less than 1, an 
impulse is generated).
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report a peak. Future implementations can use various threshold 
values for the confidence of prediction while incorporating more 
handcrafted and deep learning extracted features.

Algorithm 1: Algorithm for Multimodal Eyeblink Detection system:

1. Capture video stream frames from the input camera.

2. For each frame:

a. Localize face from the frame using Multitask Cascaded Neural  
Network (MTCNN).

b. Detect Eye landmarks from the extracted face region of the    
frame.

3. For each eye:

a. Separate the 12 eye landmarks detected into the upper eyelid 
and lower eyelid landmarks.

b. For each group, calculate the midpoint of the line joining the 
two points lying on the eyelids.

c. Then, along with the edge points and the midpoint just 
calculated, create a unique circle that passes through these 3 
points using the algorithm presented in appendix A.

d. Using the two circles created, calculate the five sets of features: 
Vertical Head Positioning, Orientation Factor, Proportion 
Ratio, Area of Intersection, and Upper Eyelid Radius.

e. Perform Z-Score thresholding on all these five feature sets.

f. Select the set of weights to be applied to normalize the impulse 
signals resulting from the z-score thresholding using table III 
and perform the weighted averaging.

4. Combine the final signal for both the eyes using signal averaging. 
(Optional)

5. Report a blink if the final signal’s magnitude is greater than the 
threshold (0.75) chosen. 

V. Experimental Results

A multimodal human eye blink detection system is implemented 
using five weighted features, namely Vertical Head Positioning, 
Orientation Factor, Proportional Ratio, Area of Intersection, and Upper 
Eyelid Radius. The five unique features are extracted from a unique 
circle formed from eye landmarks. The features extracted are used to 
depict the positioning and orientation of a subject’s head/eyes being 
tested. While observing the features experimented on ZJU dataset, two 
sets of patterns have resulted, as shown in Fig. 9 and 10. In Fig. 9, 
a clear pattern is observed wherein all features contributed equally 

and showed expected yields. Whereas in Fig. 10, a different pattern 
is observed where the UER feature is given more weightage than the 
rest of the features. A clear pattern is observed when the subject is not 
wearing spectacles in decent light conditions.

On the contrary, when a subject is wearing spectacles or the light 
conditions are not good, a blurred pattern is observed.  A multimodal 
eyeblink detection system is proposed and implemented to balance out 
the two patterns, as shown in Fig. 11. For testing the proposed system’s 
performance, a state-of-the-art dataset, ZJU, is used. Table IV shows 
how the proposed system has performed in terms of performance 
parameters. A reputable accuracy and precision of 97.2% and 97.4% are 
achieved. For testing purposes, 60% of the dataset is employed. ROC 
graph along with an AUC score of 0.972 resulted is shown in Fig. 15.
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Fig. 15. ROC Curve.

A. Analysis of the Results
Table V shows a comparative accuracy comparison of the proposed 

work with existing methodologies. It can be clearly seen that the 
proposed method has outperformed the existing methodologies by 
a margin. Increased accuracy and precision of 97.2% and 97.4% is 
achieved when a multimodal approach with a weighted feature set 
is used. A remarkable false positive, discovery and a negative rate of 
0.025, 0.025, and .003 is perceived in Table IV.

TABLE IV. Performance Parameters for the Multimodal Eye-blink Detection System

Recall Specificity Precision
Negative 

Predictive Value
False Positive 

Rate
False Discovery 

Rate
False Negative 

Rate
Accuracy F1 Score AUC score

0.97 0.975 0.974 0.970 0.025 0.025 0.03 0.972 0.972 0.972

TABLE V. Comparative Accuracy Comparison of the Proposed Work With Existing Methodologies

S. NO. Author and Work Reference Performance Accuracy and precision of the proposed work
1 Michael Chau and Margrit Betke. 2005 [39] Accuracy: 95.3

Accuracy: 97.2
Precision: 97.4

Recall: 97.0

2 Diego Torricelli et al. 2009 [40] Accuracy: 95.7
3 W.O. Lee et al 2010 [8] Precision: 94.4
4 Tomas Drutarovsky and Andrej Fogelton. 2014 [5] Accuracy: 93.45
5 Fengyi Song et al. 2014 [6] Accuracy: 96.8
6 Tereza Soukupova and Jan Cech. 2016 [7] Recall: 92.9
7 Federico M. Sukno et al. 2016 [20] Frame classification acc.:97.1
8 P. Singh and D. Virmani. 2018 [3] Accuracy: 97
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VI.  Conclusion

A multimodal eye blink recognition system using Z-score-based 
thresholding and weighted features was presented in this work. The 
eye blinks were detected using a blend of 5 weighted features (Vertical 
Head Positioning, Orientation Factor, Proportional Ratio, Area of 
Intersection, and Upper Eyelid Radius) depicting imperative gen (z 
score threshold), extracted from the circles uniquely formed from the 
eyelids landmarks. For testing the performance of the method, ZJU 
eye-blink dataset was used. While implementing the proposed method 
with the said dataset, it was observed that when there is an impulse 
in OF, it means that other features except UER will struggle to report 
a blink with a peak. In contrast, when OF has no impulse signals, it 
suggests the expected behavior, which peaks in all four features. The 
multimodal system’s performance was increased to 97.2% (accuracy) 
with a precision of 97.4%. Other performance parameters also showed 
a decent routine. As a future scope, more features can be incorporated 
to increase the performance attributes further. 

Appendix 

Procedure to create a unique circle given 3 points: 
The algorithm to create a circle given 3 points is as follows:

1. Let  be 3 points from which a circle is 
to be created. Now, consider the general equation of a circle as 

 where  is the center of 
the circle, and r is the radius.

2. Given 3 points, plug the values into the equation of the circle. 

 (A1)

 (A2)

 (A3)

3. Solve the linear equations formed for  by subtracting equation 
(A1) from (A2) and (A3).

4. Plug the values for the center  in any of the three quadratic 
equations and solve for r

An example:
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