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Abstract

Artificial intelligence, Internet of Things, Human Augmentation, virtual reality, or mixed reality have 
been rapidly implemented in Industry 4.0, as they improve the productivity of workers. This productivity 
improvement can come largely from modernizing tools, improving training, and implementing safer working 
methods. Human Augmentation is helping to place workers in unique environments through virtual reality 
or mixed reality, by applying them to training actions in a totally innovative way. Science still has to 
overcome several technological challenges to achieve widespread application of these tools. One of them is the 
democratisation of these experiences, for which is essential to make them more accessible, reducing the cost of 
creation that is the main barrier to entry. The cost of these mixed reality experiences lies in the effort required 
to design and build these mixed reality training experiences. Nevertheless, the tool presented in this paper is a 
solution to these current limitations. A solution for designing, building and publishing experiences is presented 
in this paper. With the solution, content creators will be able to create their own training experiences in a semi-
assisted way and eventually publish them in the Cloud. Students will be able to access this training offered as a 
service, using Microsoft HoloLens2. In this paper, the reader will find technical details of the Training-MR, its 
architecture, mode of operation and communication.
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I. Introduction

New technologies are transforming the society in which we live at 
a breakneck pace. The application of new technologies takes place 

in various areas in order to improve productive processes, facilitate 
personal relationships, or help to better understand society. This global 
transformation reaches its full potential in transforming the more 
traditional industry into the new 4.0 industry which is already a reality 
[1] [2]. Sensors networks, embedded systems, or wearable devices 
networks are interconnected to form large IoT networks (Internet of 
Things). These IoT networks have enhanced the interoperability of 
companies [3]. In addition, new artificial intelligence technologies 
have been incorporated to a large extent in the industry, empowering 
the use of data to optimize, automate and improve various types 
of processes [4]. This ecosystem is in continuous technological 
revolution, which encourages other scientific fields to be growing 
strongly. Technologies related to “Human Augmentation” (HA) seek 
to offer technological solutions to improve people’s productivity by 

using different tools and algorithms. A subset of these tools are those 
encompassed by the "continuum reality" [5]. This concept proposes 
other realities that are accessible through the use of new technologies.     
In this way, users can experience situations and perform actions 
different from the real ones, depending on the position in which we 
are in the "continuum reality". Within this area of research, virtual 
reality is experiencing an exponential growth in recent years [6]. The 
possibility of placing the user in a controlled, completely real and 
highly interacting environment has encouraged many researchers to 
explore the applicability in engineering [7], medicine [8], or education 
[9], among others. In this case, users interact with virtual elements. 
Virtual reality is not the only alternative explored by researchers. The 
rise of smartphones with high computing power and a camera with 
appropriate technical features, provides a perfect platform for the 
execution of many augmented reality solutions [10]. Digital elements 
are represented in the user’s visible spectrum through an external 
element. These elements can interact with each other or as a result of 
user actions. The development of the latest hardware platforms by the 
large manufacturers of the technology industry has been made possible 
by mixed reality to assist in software development, which have been 
applied in industry, architecture, engineering or construction [11] 
[12]. For all the so-called extended realities, researchers have studied 
how these technologies could be applied to training and education, 
in order to enhance students’ performance and skills. With regard 
to training, particularly for industry, the focus on occupational risks 
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prevention should be highlighted. Occupational Safety and Health 
(OSH) is a major challenge for society and science. In 2016, about 3 
million workers in the industry sector reported an occupational injury 
or illness, which is equivalent to 2.9% of full-time workers registered 
in the United States [13]. The science still has a long way to go to 
clearly and correctly identify the factors that can cause occupational 
accidents or professional illnesses. Within the scope of interest of 
this paper, we find research related to the use of extended realities 
applied in the training of workers, such as virtual reality or mixed 
reality. Specifically, we propose our solution, whose objective is 
the democratization of training with extended realities through 
technologies applied to the prevention of occupational risks. This 
solution offers a cloud service for terminals of different technologies 
with which students may experience situations of risk, but without 
compromising their physical integrity or implying any cost in 
materials, and without causing possible damage to the company’s 
facilities or resources. This type of student-centered training will help 
to improve their rapid response to emergency situations, as well as to 
know the protocols to be followed in order to carry out the work in 
appropriate conditions of safety and health. The training activity can 
be performed in a delocalized way with virtual reality or on site with 
mixed reality. Furthermore, to break the barrier of the cost of applying 
this technology [14] [15] [16], our development offers a set of tools for 
the creation of training experiences. A trainer can use these tools to 
build their own mixed reality experiences in a completely customized 
way depending on the workplace.

This article is structured as follows: the background when the 
authors introduce the library review. Then, in motivation and 
methodology we present the result of the OSH analyst and the 
Training-MR objective. We continue with the technical description 
where we resume the main issues, details, characteristics about 
Training-MR. At the end, discussion and conclusion are presented 
where we analyse the advantages of the Training-ME and present its 
limitations and future lines.

II. Background

Human augmentation comprises a field of science whose objective 
is to improve human capacities through the use of tools, which can 
have a different degree of integration with people’s actions and 
perceptions of their environment. A common example of these 
tools is the devices used by people with reduced hearing capacity. 
Human augmentation can be differentiated from other similar 
fields of research such as Human Enhancement (HE), in which the 
improvement of the human body itself is pursued. That is, HE seeks 
to improve the human body through the use of various technologies 
[17], while HA focuses on the application of technologies to improve 
human capacity and productivity, without the need to modify the body 
itself. An example of this differentiation is found in the current use 
of mixed reality glasses that provide real-world digital information, 
in front of a hypothetical artificial eye that sends digital and real 
information to the user’s brain. In this case, the use of mixed reality 
glasses corresponds to HA and the artificial eye with HE. Providing 
a clear definition for HA is not easy, so several definitions of this 
concept can be found in the scientific literature [18]. Li introduces 
human augmentation technology referred to “methods with which 
human beings can obtain abilities exceeding the normal level or can 
compensate for abilities impairments” [19]. Another main definition 
is that provided by Rasiano [20]. In their study it is presented as “an 
interdisciplinary field that addresses methods, technologies and their 
applications for enhancing sensing, action and/or cognitive abilities of 
a human. This is achieved through sensing and actuation technologies, 
fusion and fission of information, and Artificial Intelligence methods”. 

The study of HA is often divided to improve its understanding and 
study. Li proposes a classification according to the scientific field and 
the impact of the adopted technology on the user. The four categories 
identified are as follows [19]:

• Medication augmented: for research focusing on the use of 
medication.

• Genetic augmented: for research using genetic modification 
techniques.

• Mechanical augmented: for research that proposes the use of 
hardware or electronics.

• Surgical augmented: for research focused on surgical operations 
of patients.

Other categories of HA have been proposed, such as Rasiano’s 
research explaining three categories according to augmented skill [20]:

• Sense augmented: improvement of the user’s ability to perceive 
the world.

• Action augmented: improvement of the user’s performance 
capabilities.

• Cognition augmented: improvement of the cognitive abilities of 
the user.

Based on the numerous considerations that can be found in the 
literature and the studies carried out in this field, we define Human 
Augmentation as “the augmentation of the user from devices with 
which they are equipped or dressed, to improve the results of tasks by 
transforming the way they are performed”. Thus, a categorization of the 
human augmentation is proposed with an approach that is not based 
on the augmented user capacity or the way in which this is achieved. 
Today, and with a foreseeable increase in the future, this augmentation 
will be achieved by several means (Li’s proposal [19]), and will affect 
several capacities (Raisamo’s proposal [20]). Accordingly, it is already 
common to find a single device that influences both senses and actions 
(the Microsoft HoloLens, for example). Taking this into account, we 
offer our own categorization based on the augmentation achieved by 
the user from the technology implemented for this purpose:

• Augmented successfully: the application of one or more HA 
technologies enable a user to perform tasks that would otherwise 
be unfeasible, or even achieve a more efficient performance. An 
example is the combination of mixed reality glasses with hand 
detection devices and a remote robot to perform underwater 
operations.

• Augmented Multitasking: the HA allows a user to perform parallel 
operations, which would otherwise have to be done sequentially. 
This would be the case, for example, of executing a complex task 
in an industrial production chain with two collaborative robots, 
one operated by voice commands and the other by hand gestures.

• Augmented perception: set of HA devices that provide information 
to the user about the environment around them. This category 
groups all technologies focused on new design, creation or 
research modes, in which information and data are the main object 
of actions. For example, a scientific experiment conducted with 
mixed reality simulations.

Focusing on the application of these technologies in the field of 
occupational safety and health, some studies can be found.In 2012, 
the EUSafe project was created in Europe to promote the study on 
the prevention of occupational risks, supporting research in this 
área [21]. In this regard, education and training of all the roles 
involved in the occupational risk prevention chain plays a key role, 
including from auditors and inspectors in preventive matters to the 
workers themselves [21] [22]. In response to the needs of society 
and international research, a number of new technologies have 
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been successfully applied. Using artificial intelligence, we find the 
study of Simeone et al. in which they address the construction of a 
cloud platform for monitoring workers, in order to avoid accidents 
or injuries resulting from their usual work [23]. The application of 
Internet of Things (IoT) technologies and principles for the protection 
of workers also corresponds to another well-explored scientific area. 
Sensorizing workers’ behavior has benefited workplace safety, as 
research by Suganya et al. shows, which exposes the construction 
of a miner monitoring system that includes various personal sensors 
and equipment to ensure their safety [24]. Another IoT study for the 
protection of workers in coal mines is conducted by Kumar et al. [25]. 
One of the main applications of IoT technologies in this area focuses 
on the helmet of workers. This individual protection element has 
unique characteristics (type-approval, obligation to use, position and 
guidance vis-à-vis the user). Thus, these protection elements become 
an integration hub for IoT sensors and devices deployed on the 
workers themselves [26] [27].

Considering the technologies that the HA encompasses, this paper 
focuses on the extent of reality, so we aim to improve the user’s ability 
to perceive and interact with the surrounding environment. There are 
several types of applications of these realities, which depend on the 
digital tools selected. In this regard, Milgran and Kishino proposed the 
so-called "virtual continuum" [5]. This "virtual continuum" corresponds 
to the linear representation presented in Fig. 1, in which the technology 
is located according to its proximity to the real world (free of digital 
elements), or virtual (where every user-perceptible element is digital). 
There is a very wide range of possibilities between the two ends of 
the line. Augmented reality is the exposure of user-perceptible digital 
elements within their environment. An example of everyday use can 
be a vehicle browser application that expands the user’s perception of 
his environment, providing the user with the appropriate direction. 
On the other hand, the increase in the load of digital elements while 
reducing the user’s perception of their real environment, lead to the 
approach towards extended virtual reality. Mixed reality, meanwhile, 
occupies a distinct position as it displays digital 3D elements without 
removing user perception from the real environment. For the purpose 
of this study, we consider two positions within the "virtual continuum" 
to be of interest. The first of these is the virtual reality, positioned on 
the far right of the image, corresponding to the virtual environment, 
in which only digital elements are perceived by the user. The user feels 
immersed in a virtual environment. The second is the mixed reality, 
in which users visualize and interact with digital elements while still 
perceiving the real world. In mixed reality, digital objects can interact 
with each other or with other objects in the real world.

A. Virtual Reality
Virtual reality (VR) was introduced in the 1960s, experiencing 

various modifications over the years due to the advancement of 
science and technology. Gigante in 1993 identified virtual reality as 
“the illusion of participation in a synthetic environment rather than 
external observation of such an environment. VR relies on three-
dimensional (3D), stereoscopic, head-tracked displays, hand/body 
tracking and binaural sound. VR is an immersive, multisensory 

experience” [28]. On the other hand, in 2019 Kardong-Edgren states 
the need to agree on a term that today meets the variety of applications 
and research carried out around this concept [29]. The research in HA 
and VR is currently at a time of great relevance for their research. 
Technological progress has led to the lower price of technology, 
which has turned VR glasses into a common consumer product for the 
general population. This has influenced the conduct of applicability 
studies in different fields of research and the consequent increase in 
the number of scientific publications. As Fig. 2 shows, the number of 
scientific papers containing the keyword "virtual reality" continues to 
grow over the years. The increase in published scientific work reflects 
the opportunities offered by these technologies. Isolating a user in a 
simulated, virtual, and 3D environment from the real world is a useful 
tool. Also, it is worth noting the degrees of freedom available to a user 
in virtual reality. The most commonly used devices such as Oculus 
Quest or HTC VIVE are offered as elements of interaction with the 
virtual environment. The set of "head mounted displays" (HMD) and 
hand tracking devices in VR offer the user freedom related to: (1) head 
tracking, i.e. the user’s view in the real environment is driven by the 
movement of their head; (2) wrist rotation, so that virtual hands rotate 
with the movement of the user’s wrist; (3) head and hand orientation 
are interpolated to estimate a natural position of the arms, although 
in most virtual environments the user’s arms are removed from 
simulation; (4) the movement of three of the five fingers of each hand 
are detected by virtual reality hand tracking devices and sent to the 
digital fingers, interpolating the remaining two fingers to provide 
a feeling close to reality. It is common for current HMD devices to 
have a way to recognize the depth of field in a particular configured 
environment, which in Oculus Quest is called The Guardian. This 
provides the user with a controlled environment where their position 
is detected at all times, giving freedom of movement, also taking into 
account their height to know if they are crouched or standing. Thus, 
with modern systems, a user in a virtual world can simulate a controlled 
movement in a given space and even interact through the height of his 
gaze, detected by the movement and position of the head. As far as the 

Mixed reality (MR)

Augmented reality (AR) Augmented virtuality (AV)Real Environment Virtual Environment

Fig. 1. Virtual continuum schema from Milgran y Kishino [5].
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Fig. 2. Chart of papers with virtual reality key word. Data from https://app.
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interaction with the hands is concerned, the sensation experienced is 
quite similar to the reality, since the most common movements that a 
person makes, such as picking, pressing, releasing or pinching with his 
thumb and forefinger, are perfectly detected. These virtual immersion 
features have popularized its use. The application of virtual reality in 
medical research has been very relevant, given the trajectory of this 
technology for simulation. Quigley et al. conducted a study on the use 
of VR for the training of patients aimed at weight loss [30]. Lombardo 
and López, both authors of this paper, also explored the application 
of VR in support of the rehabilitation of Parkinson’s patients [8]. 
Similarly, many studies highlight the pedagogical virtues of the use of 
these tools [31] [32] [33] [34]. Different levels of application of virtual 
reality in the education and training of people can be found. A first level 
is identified with the implementation in basic education [35]. In more 
advanced studies such as those at the university, we find the research 
of Porter et al., in which they concluded that the use of VR improved 
the performance of the students, compared to those who were trained 
using only books or videos [36]. Du et al. performed a study with two 
different types of training experiences in VR, in which one group of 
students participated in the virtual experience individually, while in 
the other group more than one student was connected in the same 
experience and could interact with each other [9]. The results showed 
that students who participated in both types of training experiences 
with VR obtained better qualifications than those who used traditional 
methods. It is not difficult to find in the scientific literature studies 
that apply virtual reality in training oriented to the industrial sector, 
given the virtues of its adoption. VR has been used in different sectors 
to train professionals in the execution of tasks where their integrity 
and health may be at risk. As an example of this kind of training, we 
can cite the one associated with the firefighting. Among these studies 
were those carried out by Rahmalan et al. who used VR to instruct 
in estimating a fire [37], the one by Pitana et al. focused on training 
fire inspectors [38], or the study conducted by Wan for training 
inspectors of industrial oil deposits [15]. In line with the above studies, 
Li explored the use of VR for coal miners training [39]. Likewise, the 
authors of this paper have already introduced a new system to bring 
virtual reality closer to teachers [40], and have explored the use of 
a semi-assisted virtual experience creation system for training in the 
prevention of occupational risks [41]. After a thorough analysis of the 
state of the art, the following conclusions should be highlighted:

• Virtual Reality is a tool with a wide range of industrial applications.

• Virtual Reality can be successfully used for professional training 
so that they can act in situations of risk without affecting their 
health or physical integrity.

• The creation of all virtual experiences starts from scratch without 
using standard tools or framework, which implies cost overruns in 
the design phase.

• Existing solutions do not take into account the vulnerability of data 
that users expose in the system. Users in a virtual environment are 
providing information about themselves and how they interact, so 
these data must be properly protected.

B. Mixed Reality
As we saw in Fig. 1, another position of the "virtual continuum" is 

occupied by mixed reality (MR), whose characteristics are of interest 
to the object of this paper. The user in this region can perceive real and 
virtual objects, together but distinguishable from each other. Virtual 
objects must also interact with real ones. Also, the user has the ability 
to interact with these virtual objects in a natural way. For example, in a 
mixed reality scene that simulates the passage of objects through a real 
production chain, these objects must replicate real-world behavior and 
interact with both the user and the actuators in the assembly chain. 
Defining mixed reality is not an easy task, because of its constant 

evolution [42]. Milgran and Kishino defined it as “a mix of real and 
virtual objects within a single display.” [5]. In 2019, Speicher et al. 
conducted a bibliographic review in order to provide a more specific 
definition of mixed reality, but their conclusion was that it "depends" 
[42]. Even if consensus has not been reached on the definition of MR, 
it is important to note that there is a difference from augmented reality 
(AR). Some authors describe the MR as an integration of VR and AR. 
In their case, Tepper et al. noted: ”mixed reality merges many of the 
benefits of virtual reality and augmented reality“ [43]. In other words, 
they offer the capabilities of a virtual world, where everything that 
happens is controlled by software, along with the user’s perception 
of the real world. Analyzing the devices currently available on the 
market, the most commonly used is the Microsoft HoloLens device. 
Hololens is a Head Mounted Display (HMD) so it is placed on the 
head without the need to hold other devices on the hands. Version 2 
is currently on the market. These devices offer a range of possibilities 
to define the experiences available to users. The main features of 
HoloLens are [44]: (1) head and eye tracking system; (2) microphone 
for voice commands; (3) accelerometers for the user’s motion control, 
based on the acceleration of the head; (4) hand and finger tracking by 
computer vision and depth sensors. Also noteworthy are the actions 
that can be achieved by the use of hands. Microsoft Hololens has a 
very efficient gesture recognition system (e.g. hand closure, thumb 
grip and index finger, or select using index finger) (Fig. 3).

Grab/tap Close hand Touch

Fig. 3. HoloLens 2 gestures examples [45].

However, the HoloLens device also has limitations, as do any 
technology. For gestures, content creators should build virtual 
experiences according to the Hololens detection system, since hands 
can be hidden when using cameras and therefore their actions will not 
be detected. Research on virtual reality has accelerated the application 
of mixed reality in different cases of use. However, it is important not 
to consider that MR is simply an evolution or improvement of AR. This 
confusion may stem from the fact that the MR is a post-AR technology, 
but MR is really a technology that explores a different position from the 
“virtual continuum”. Mixed reality makes digital information ubiquity 
possible, which has led to a significant increase in its application in the 
industry [46]. Previous research in augmented reality has facilitated 
the rapid reception of the MR. This is because some limitations of AR 
have been corrected by the new capacities provided by the MR [47]. 
The main applications of this technology in the industry support work 
at different points in the production chain. This support has mainly 
involved the incorporation of digital information into the execution of 
tasks [48]. Some of the most interesting applications are those related 
to the design of vehicles using aggregated information [49]. Another 
example is the adoption of the MR to offer operators a new user 
interface while working alongside robots or remotely with complex 
devices [50] [51]. It can be noted that significant efforts have been 
made in the scientific community to integrate the MR into the aviation 
industry, with particular emphasis on its airplane maintenance lines 
[52] [53] [54] [55] [56] [57]. The voice command interaction provided 
by the Hololens [58], together with the ability to provide information 
and designs at the operator’s workplace, makes the MR a key tool 
for productivity improvement in the coming years [49] [59] [60], as 
well as for design, maintenance, security and quality control in the 
industry [48]. Likewise, the ability to interact and expose digital 
information in a real environment has made the MR a tool of relevance 
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in the field of education and training in the industry [60]. The MR has 
been used in training to learn how to react in situations of risk [61] 
[62], or to provide a training environment for the performance of real 
tasks, greatly enriching the traditional training experience [63]. This 
improvement is seen in the new ways of training health care workers, 
taking advantage of the mixed reality both in tasks of special difficulty 
and in other everyday tasks such as stitching a patient [64]. These 
new VR and MR tools offer an opportunity to evolve educational and 
training methodologies [65]. Therefore, the MR is a tool that can be 
used in many areas such as industry, education, medicine, etc. The 
adoption of these new tools requires a proper process, since interaction 
with these elements may not be simple and therefore be rejected by 
users. For this reason, a process of user training must precede any 
action to implement a MR tool [48]. In addition, the degree of user 
acceptance will influence the success of the implementation of mixed 
reality tools as a support element in the execution of a task [59].

C. Occupational Safety and Health
The OSH is a important challenge that affect to the whole people 

around the world. In 2018 in EU27 3.1 million of the non-fatal 
accidents occurred, and 3.110 fatal accident, other study, conducted 
by Hämäläinen et al. reports that in 2014 the world saw 373 million 
accidents at work [66]. According to the study carried out by Takala, 
the number of deaths due to professional illness is 2 million and the 
number caused by an occupational accident is more than 300,000 [67]. 
The Global Burden of Disease Study of 2015 revealed that 5% of active 
people’s mortality is due to occupational accidents or professional 
illnesses [68]. Without belittling the importance of protecting the 
human lives involved, a major component is the economic impact 
that the safety and health of workers can have on companies and, in 
general, on the national economy. According to the study by Buerau 
of Economic Analysis, the estimated cost of work-related accidents 
and professional illnesses is between $200-550 billions [69]. These 
data reveal the important problem of workers’ safety and health, 
which justifies the need for tools that help reduce these figures. These 
circumstances have led to significant increase in OSH research in 
recent years. Early research in this field comes from other areas, such 
as medicine [70], although it is already a research field in itself that is 
of great interest. Its relevance in terms of economic cost and human 
lives, has led us to analyse the relationships between employees’ 
factors and their working environment that can determine the context 
for a potential occupational accident [71].

III. Motivation and Methodology

From the study of the OSH situation in Europe and the world we 
can conclude that we can help the society with new tools and solutions 
to try to help the amount of people that could have accidents at 
work. The best way to help the workers is to provide them with the 
knowledge about how to avoid the accident or, if an accident occurred, 
how to get a safe him/herself and him/her colleagues. However, it is 
necessary to help the company with the best tools to train the whole 
workers team and do this training process like a easy, rapid and cheap 
way. Today, human augmentation is a technology with great capacity 
to apply in several user cases. From human augmentation, the authors 
have selected mixed reality technology as it offers a new way of 
interaction between the users and digital solution. With mixed reality 
a user can see a digital 3D object in the same point of view as the real 
environment, and if we use the HoloLens2 as HMD the user can see and 
interact with the 3D object thanks to the HoloLens2 gesture and voice 
recognition. In the literature we find several different approaches of 
mixed reality with workers to help to do different tasks or help to learn 
several concepts or processes. So, the researchers create several mixed 
reality experiences for each paper. Thus, this is the same situation 

that slows down the application of the virtual reality application in 
engineering, construction and industry [14] [15] [16]. For this reason 
and using the literature review the authors introduce the Training-
MR. It is a solution to help the mixed reality application in the whole 
industry 4.0 OSH prevention training process for any type of company. 
Furthermore, Training-MR helps to democratisation of the technology 
application because it reduces the cost and time spent by the entities 
to create, test and publish the mixed reality experiences.

A. Methodology
The creation of the Training-MR was carried out under an agile 

development method. The methodology chosen by the authors 
was Scrum. This methodology offers a great capacity to modify the 
objectives and tasks in a development team depending on the results 
that occur in each Sprint [72]. Scrum is a development methodology 
that works very well in research and development projects because 
the probability of unexpected events is very high as these are projects 
where uncertainty is important. Thus, development has been divided 
into two phases.

• Concept phase. The aim of this phase is to reduce the uncertainty 
of the project. Several proofs of concept (PoC) have been carried 
out in order to assess whether the mixed reality technology was 
mature enough to be applied to the project. A laboratory test of 
the capabilities offered by mixed reality can be seen in Fig. 4. Here 
the authors check several proofs of concept to use MR as a tool to 
create MR experiences [73]. During this phase, the state-of-the-
art analysis of scientific advances related to the project was also 
carried out, and the whole requirements list was defined.

• Development phase. This corresponds to the important stage, during 
which different iterations of the work have been developed in scrum 
methodology in order to extend the features of Training-MR.

Fig. 4. PoC of the mixed reality capacity to interact with the user and virtual 
3D object.

IV. Technical Description

Focusing on the technical description, if we use a high level point 
of view then the Training-MR has 3 major modules working together. 
The modules are shown in Fig. 5 and are as follows:

• Editor: the module used to create the whole virtual experience. 
This module works as a plugin of Unity3D(https://unity.com/) to 
assist the creation process. Editor is composed of tools to render 
the scene, create a set of different kinds of components and conFig. 
them. The Editor is key to solving the cost problem since tools 
and functions are designed to reduce the time to create a MR 
experience. At the end of the creation process, the users can send 
the experience to the cloud for use in the training process.

• Cloud: it is the most important module when the mixed reality 
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experiences are running. Cloud has the responsibility to manage 
the whole process in the experience. It is a communications hub 
that processes all events to determine if it is necessary to run a 
kind heavyweight algorithm.

• Glasses Client: this module runs in the user devices, and it is the 
first controller of virtual components behavior. The functions of the 
Glasses Client are: (1) render the scene, process common behaviour, 
(2) maintain synchronized event queue with the cloud to process all 
users actions (3) send all event data to the the Cloud, and (4) collect 
all data from the user experience to be sent to the cloud.

Editor Cloud Glasses Client
+ Collect all  
   components
+ Create experiences
+ Publish experiences
   in the cloud
+ Test experiences

+ Collect all data form  
   experiences
+ Expose Event API
+ Help to Client glass
   to run experiences
+ Store all published      
   experiences
+ The trainers can      
    program the training
    to the users

+ Render the  
   experiences
+ Process component’s
   common behaviours
+ Send the events 
   data to the cloud
+ Send whole data     
   from the user
   experience

Fig. 5. Main requirement of the Training-MR modules.

However, the Editor module works isolated at the beginning of 
the workflow. Two kinds of important data can be highlighted in the 
workflow of the Training-MR: the virtual experience descriptor and 
the event descriptor. The first one is a high weight structure of data 
where any information can be found to create and run the virtual 
experience. The other one is a lightweight message between glasses 
and the cloud to process all actions in the MR experience. The virtual 
experience descriptor is introduced below, together with the event 
message in the “Communication issue” section.

A. Virtual Experience Descriptor
It corresponds to the core data of any experience in the Training-

MR and where information about any element in the virtual experience 
can be found. This descriptor is an attribute-value file in the JSON 
language. The most important parts in the descriptor are listing below:

• General data: data to describe the virtual experience, the most 
important property is the ID Virtual experience, needed to 
associate the running with the virtual experience in the cloud.

• Scenes descriptions: it constitutes a long list of the components in 
the catalog. The values of the whole properties of all components 
can be found here. The exception is the url to download the 3D 
assets used to render the elements.

• 3D Assets URL: the list of the urls to download 3D assets. These 
data are split off from the other properties for cybersecurity 
reasons.

Fig. 6 shows a fragment of the descriptor file. In this example the 
object “wear” and the parameters such as id, index, onValidSnapEvent, 
among others, are described.

B. High Level of the Workflow
In normal execution, the Editor does not participate in the run. 

The reason is that it is usually used to create the experience. Thus, 
the workflow starts in the glasses client when the user runs our 
application. The steps to be taken for the execution of the experience 
are described below and shown in the workflow diagram in the Fig. 7.

1. Start: at the beginning, the users wait for the experience in the 
hall. The hall is a welcome scene where the users can also interact 
with some dummy components. These components have been 
selected to help the user get familiar with the gestures, actions and 
behaviours from the components.

Fig. 6. Example of the mixed reality experience descriptor file.

Waiting

In hall, the clients waits the
experience start. He/she can
test the gestures and actions
with dummy objects

NO

Start

end

Client is waiting

Render the scene

Download the
experience descriptor

Full download
the 3D component

Send last data 
to cloud

Send the user
to the hall

Trainer 
runs the

experience

The
experience
is cached

User 
interacts
with any

component

is the
experience

ending?

Download the full 
data experience data

Send data to cloud

NO

NO

YES

YES

YES

Fig. 7. High level of the Training-MR workflow.
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2. Load the experience: when the trainer has been selected by the 
cloud, the glasses client receives one message by web sockets. At 
this moment, the glasses client checks if the experience exists in 
the experiences cache then loads from the cache. If it is not cached, 
the app downloads the full description from the cloud.

3. Start the render process: the 3D engine runs the virtual experience, 
and prepares all logic subcomponents to be used in the execution, 
such as: event queue manager, communication abstraction layer, 
3D components catalog and many others. Now the workflow is 
a list of events that have been triggered by the user. The glasses 
client runs different behaviours from the 3D components and 
sends several messages to the cloud.

4. End of the experience: this happens when the user successfully 
performs the last task. The glasses client runs the final actions 
to close the experience and moves the user to the hall, cleans 
the memory, sends data from the experience to the cloud, and 
performs other functions required to prepare the glasses client to 
run another experience.

C. Training-MR Description
At this point, once the virtual experience descriptor is known, it is 

needed to describe the Training-MR in more detail. This description 
is faced by differentiating the following parts: (1st) the cloud and the 
glasses are described together to facilitate their understanding given 
their interconnection, (2nd) we introduce the Editor and how it works 
(3rd) finally, the communication section exposes how the client and 
cloud share information, and the process by which data are protected 
from cyberattacks.

1. The Cloud and Glasses Client
It is important to analyse together the Cloud and the Glasses Client, 

since the design decisions of both are interconnected. Therefore, in 
a common case of use, a large number of requests are sent to the 
Cloud from all the glasses clients that are running at the same time. 
In this way, the microservices architecture in the Cloud is selected 
Microservices architecture allows the rapid scale of services in 
peak requests, so the platform automatically reduces these services 
when the number of requests returns to normal. Services have been 
designed with Stateless Design Pattern [74], so they are run in an 
isolated way and endpoints of the public API have been designed to 
solicit whole data to process. Furthermore, in our solution there are 
no links or relationships between two services. The technology used 
to scale services is Docker. On the other hand, the main workflow is 
the one that takes place in the Glass Client. The Cloud is an unlimited 
resource to send and request data, from Glass Client’s point of view. 
The Glasses Client workflow acts as an action dispatcher. When 
an input is detected (for example, user actions), the Glasses Client 
processes the action according to its code. For this reason the Glasses 
Client is an Event-driven Architecture solution [75]. The Event-driven 

Architecture focuses the workflow on event processing. An event 
could appear for several causes, in our case, the user will be the most 
important event generator, moreover events from the cloud can also 
occur. The most important code component in Glasses Client is the 
Event Queue, where the events are waiting to be processed. Not all 
events are considered in the same way, so user events are priorities 
because their delay could cause the freeze or user view error.

The Glasses Client works as a Thin Client in our scheme, so the user 
could interact with any component that the glasses has renderized. The 
3D components present a behaviour similar to the sequence diagram 
shown in Fig. 8. The sequence starts when the user interacts with the 
component, which provoques the invocation of the EventManager. 
The EventManager has the responsibility to start the communication 
process with the Cloud and invoque de virtual component to modify 
its properties. Once the response from the Cloud is received by the 
glasses, virtual component invocation occurs. The properties of the 
virtual component could be modified in two ways. The first one 
through a simple action such as launching or moving an object, etc. 
The second way allows the modification of virtual components with 
the result of the heavyweight algorithms from the Cloud.

2. Communication Issues
The presented workflow between the Cloud and the Glasses 

Client must deal with a large number of requests. The Cloud has a 
Restful API pattern programmed with JSON language. Restful API 
is a lightweight API standard in Internet services. The Training-
MR has a lot of endpoints to manage all information such as User, 
Student, or Experience, among others although the most important 
is the ExerciseEvent. The responsibility of the ExerciseEvent is to 
manage all events for the experiences. However, the API Rest does 
not handle all communications. When one experience has started, 
a special message is sent to the Cloud in order to create one web 
socket between the Cloud and the Glasses Client. The web socket is a 
channel used by the Cloud to communicate asynchronous data to the 
Glasses Client. For example, when a heavyweight algorithm process 
has finished the result should be sent to the Glasses Client that has 
invoked the algorithm.

Event message An event message is sent to the Cloud caused by 
a certain trigger or behaviour. The events are usually triggered by the 
glasses to the Cloud, but there can also be events created and triggered 
by the Cloud. An example of these events are those from the trainers 
(actions such as force stop or communication). The Event message 
has been designed with a short and simple structure.This decision 
is based on a design that ensures fast message processing. There are 
different types of messages, but they all have the same properties as 
the following:

• Type: Type Event.

• ID Virtual Experience: used by the Cloud to identify the virtual 

:VirtualComponent :EventManager :CommunicationManager :APIService

onTouch
processEvent

processBehaviour

return

processBehaviour

sendEvent

return

prepareData
putEvent

return

return

Fig. 8. Sequence diagram of Glasses Client and Cloud.
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experience.

• ID running: used by the Cloud to identify a particular execution 
in any glasses.

• ID user: user running the experience.

• timestamp: timestamp from the glasses.

• time: run time measured in milliseconds. Zero corresponds to the 
beginning of the MR experience.

Some of the Event messages properties can be customized, which 
are collected in a list of key-values. Data from the experience are 
processed in the Cloud to determine whether it is necessary to run 
a heavyweight algorithm, although all data are always collected and 
stored in a database. The database selected in the Training-MR is 
NoSQL instead of the traditional SQL, due to the need for flexibility to 
store different data sets together and the unknown structure of data 
from future Event messages. These data will be of particular relevance 
for analysis in order to know how users interact with mixed reality.

3. Cybersecurity Issues
Cybersecurity is currently a must-have feature in any software or 

ICT platform, due to the increase in the value of data in recent years. 
Two types of data coexist in our platform: virtual reality description 
data, and data related to user interaction in the virtual experience. 
The first group can contain information from a company, being the 
end point at which a hacker could steal technical information, for 
example the end point where a hacker could download a 3D asset and 
in this way, he/she could steal the technical information. The second 
group is the data about how the users interact in the experience, this 
data set could be analysed to determine a lot of information about 
the industrial process on which the training was designed. To protect 
these data the solution created has:

• API Key: API requests have parameters about the code that did the 
request, this is the API KEY, a unique application identifier (code) 
and it is hardcore in the code so, allows the block of all requests 
when a cybersecurity attack has occurred.

• Encrypted communication end to end: Communications use SSL 
encryption for data protection when transmitted over the Internet. 
In this way, the information will not be understood, if any hacker 
attempts to sniff the network traffic.

• Encrypted store: Data are encrypted before being stored in the 
NoSQL database. Moreover, when the glasses caches the data for 
future use, the virtual experience descriptor is encrypted also.

4. The Editor
The Editor is a module that works isolated from the entire solution. 

The main objective of the Editor is to provide a toolbox to help content 
creators. Key components are listed below:

• 3D Viewer. It is the most important requirement because the 
creator needs to design a 3D scene that will be rendered by the MR 
glasses. The user selects components from the virtual components 
catalog to be assigned to the 3D scene. The user must set the 

properties of these 3D components, such as, physical properties 
and simple actions (touch, grip, push, etc), among others. At the 
end of the process, the creator gets the virtual scene with all items 
positioned on the 3D scene, and all the 3D components completely 
parameterized.

• 3D Catalog. The 3D Catalog and the 3D Viewer work together. The 
catalog is a powerful generic 3D component search tool to be used 
for creating scenes. The 3D components that appear in this catalog 
are the high abstraction of the tools, situations or triggers.

• •Scene tester. Test scenes are fundamental in the creation process. 
For example, the creator might need to test the different settings 
in the scene or probe the relationship between two objects. The 
Editor allows the creator to test the scenes quickly and easily.

• Publish the mixed reality experience. The Editor and the Cloud are 
linked. At the end of the process, the creator will upload the mixed 
reality training to the Cloud. This action will not be available to 
all users , but only trainers selected by the creator will be able to 
access this new MR experience.

In order to provide an example of how the Editor works, its 
application is exposed for selecting the correct electrical wire with 
an alligator clip. In Fig. 9, a scheme of the proposed virtual scene is 
displayed. The creator has to describe: the alligator clip, the electrical 
wires and the triggers (one right option and two wrong). It is important 
to highlight that these items should be selected by the creator from the 
Catalog: the physical object for the electrical wires, a hand object to 
abstract the alligator clip that will be grabbed by the user, and the 
trigger zone attached to the electrical wires (represented in the scheme 
by the blue items around the electrical wires). The electrical wires and 
the alligator clip are physical objects, so the creator has to set their 
physical properties such as weight, and 3D assets, etc. The triggers are 
components that do not have 3D assets, weight or physical behaviour, 
but require a special event when the area is touched by the alligator 
clip. This contact does not cause movements but the test reaction, to 
identify whether the action has been successful or not.

Electric clamps Wires

Fig. 9. Example schema of the MR virtual scene example.

Finally, a simple example is provided to describe the workflow of the 
Editor, although it allows the creator to compose complex behaviours 
and trigger hierarchical events. Fig. 10 shows the definition of the 
workflow from a real virtual scene in which the trigger identifies as a 
failure the lack of worker protection equipment in a welding training.

START

Input Input

Input

Input

Input

Input

END

END

Input

Fail Exercise

Fail Exercise
START

Add Choice Add Choice

Add Choice Add Choice

Add Choice

Add Choice

Add Choice

Option 1

User ready

Select Item

Select Item

Welding Mask

Grab Welding Mask

Grab Welding Mask

Start Welding

Welding

Welding Complete

Welding

Welder

Grab Welder

Grab Welder

Grab Welding Mask
X X

X

X X

X

X

Fig. 10. Example the trigger and behaviour composition in the Editor.
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Therefore, the great potential of the Editor makes it possible for 
users to quickly and easily create mixed reality experiences. Moreover, 
it is necessary to improve the speed to create MR experience because 
the economical cost is a high stopper to apply MR as a tool, thus the 
Training-MR helps to improve training especially in occupational 
health and safety by not compromising the integrity of the workers.

D. Discussion and Conclusion
Virtual reality and mixed reality correspond to new technologies 

that can be adopted in the productive processes of companies 
belonging to different sectors of activity. Researchers have tried to 
develop solutions that apply augmented reality to solve problems in 
different fields such as education, industry, engineering, and so on. 
Mixed reality allows us to go one step further. MR is a powerful tool 
to improve user training and education as they can interact with both 
digital and real components at the same time. However, the adoption 
of MR as a training tool presents the same problems identified for 
the application of virtual reality [14] [15] [16]. These are the high 
costs and excessive time required for implementation. The solution 
to create, test, and publish MR experiences presented in this paper. 
Training-MR is a solution to all of the problems mentioned above. The 
main advantages achieved with this tool are listed below:

• From the user perspective, the MR experience is a service from 
the Cloud. The Glasses Client is a dummy application that only 
detects the user actions to send requests to the Cloud and process 
the response data.

• The architecture has been designed to be scalable based on the 
number of the requests. Therefore, the Cloud can respond to any 
number of Glasses Clients worldwide.

• The Glasses Client has been designed to prioritize the reaction 
of user actions to avoid the freezing effect. The Event-driven 
Architecture enables the prioritization of user events, queuing the 
least relevant events.

• Training-MR has been built on the principles of cybersecurity 
and best practices applied to information security. Cybersecurity 
requirements have been addressed integrated into the platform 
considering their efficiency and optimization, resulting in a fully 
secure platform.

• Training-MR, with its Editor, allows to the user to create easy, 
quickly and quality mixed reality experiences and test these to fix 
problems o improve the scenes

• A user can share with others the MR experiences created by 
Training-MR. Training-MR offers the capability to publish the MR 
experience in the Cloud, and these experiences can be used by 
other users. In this way, it helps to the democratization of the MR

• The MR experiences have been loaded into the Glasses Client in 
a quick and easy way. Users can interact with MR experience and 
improve their knowledge of occupational safety and health.

We compare Training-MR with other public solutions to train the 
OSH prevention process. Nowadays, the most common situation is 
that the entities with know-how of the OSH training or experience 
in virtual reality solutions do not have mixed reality solutions. The 

most important features to help the easy and rapid application of 
the mixed reality solutions are used to compare the solutions. These 
features are: capacity to help to create experiences, mixed reality 
experiences, experience public capability, cybersecurity design. The 
Table I resumes our review with other products. It is not common to 
find solutions with MR technology and usually are for entertainment 
business. Virtual reality for education and training proposals is more 
common. Other products are only a set of VR experiences of several 
kinds of topics. This is the ClassVR case. Rarely find solutions to create 
content with tools from VR technology owner, and the tools are a SDK 
to create content by code develop. The public information about the 
solutions does not explain any cyber security issues.

Our platform is currently in the laboratory testing phase. This phase 
has taken place after the research team has conducted certain relevant 
tests, from which a set of MR experiences have been created and 
will be tested by control users. These users will select an experience, 
choosing between virtual reality or augmented reality, depending on 
their knowledge of each technology. After this test with the control 
users, a final phase called “pilot experience” will be created. In this 
phase the platform will be tested for training common users in a set 
of mixed reality controllers. Despite the platform’s advantages, this 
study is not without limitations:

• Gestures. Hololens2 is the most powerful MR device but has a 
limitation in terms of gesture recognition. It is not possible to 
recognize a movement that happens behind the user, just as it does 
not detect an object that is covered by another.

• Multiplayer experience. The platform currently does not allow 
the creation of a multiplayer MR experience. In the future, special 
attention will be given to collaborative training.

• Teacher assistance. This has close relationships with the 
multiplayer. The platform does not currently allow to introduce 
the teacher’s actions into the MR experience as inany learning 
process in which the teacher interacts with the student.

• Real test. Once the pilot experience is completed, it would be of 
great importance to test the platform in an industrial environment. 
To test the components, behaviours, and results of the training in 
occupational safety and health to validate the MR as a powerful 
tool for this learning.

• Data analysis. Our platform generates a huge set of data for 
every MR experience. These data are of great value because their 
analysis will allow to establish relationships between variables 
specific to workers with the conditions of the workplace and the 
use of tools, in order to determine the situations that could lead to 
an occupational accident or a professional illness.
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TABLE I. Resume of the MR/VR Solutions

Feature Training - MR Blufamsterdam technology Neurodigital tech ClassVR

Mixed reality technology OK OK NO NO 

Creation content toolkit OK NO With SDK NO

Publication capacity OK NO NO NO

Cyber security design OK Without details Without details OK
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