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Abstract

Case-Based Reasoning models are one of the most used reasoning paradigms in expert-knowledge-driven 
areas. One of the most prominent fields of use of these systems is the medical sector, where explainable models 
are required. However, these models are considerably reliant on user input and the introduction of relevant 
curated data. Deep learning approaches offer an analogous solution, where user input is not required. This 
paper proposes a hybrid Case-Based Reasoning, Deep Learning framework for medical-related applications, 
focusing on the generation of medical reports. The proposal combines the explainability and user-focused 
approach of case-based reasoning models with the deep learning techniques performance. Moreover, the 
framework is fully modular to fit a wide variety of tasks and data, such as real-time sensor captured data, 
images, or text, to name a few. An implementation of the proposed framework focusing on radiology report 
generation assistance is provided. This implementation is used to evaluate the proposal, showing that it can 
provide meaningful and accurate corrections, even when the amount of information available is minimal. 
Additional tests on the optimization degree of the case base are also performed, evidencing how the proposed 
framework can optimize this base to achieve optimal performance.
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I. Introduction

Deep Learning is currently a fundamental approach in Artificial 
Intelligence applied to the medical domain. Their applications 

include image segmentation [1]–[3], 3D image reconstruction [4], [5], 
and disease diagnosis [6], [7]. While these approaches offer outstanding 
results, they suffer from a considerable flaw: lack of explainability. 
This issue is particularly concerning in the medical domain, where it 
is crucial to understand the inference procedure carried by a model to 
perform a task. Moreover, deep learning-based approaches require a 
considerable amount of labelled data to be truly accurate, which may 
not always be available.

Opposite to this approach, the Case-Based Reasoning (CBR) 
methodology [8], [9] provides computational models closely related to 
human reasoning. In CBR, the resolution of problems provides knowledge 
that permits to solve new, similar ones. A CBR model discovers the 
closest situation to the current one to solve and adapt its solution to fit 
the present scenario. One of CBR’s essential advantages is that it is easy 
to follow and understand the inference process they conduct, which has 
prompted its use in, for example, the medical domain [10], [11]. 

This paper proposes a hybrid CBR-deep learning model to tackle 
the problem of radiology report writing assistance. The main efforts 
in the radiology domain reside within image-related tasks, such as 
diagnosis or X-ray image segmentation. In this image-dominated field, 
medical reports play a secondary role, mostly used to support the 
aforementioned tasks. Thus, high quality labelled textual data in this 
domain may not always be available, which hinders the use of deep 
learning techniques.

The proposed approach uses a CBR model to work with a few cases 
that can scale up, assisted by deep learning models to improve its 
performance. Therefore, it is a blended solution between a knowledge-
based system [12], where the knowledge must be elicited, and a deep 
learning model, where no expert assistance is required. The proposed 
CBR model considers expert knowledge as an input to improve and 
validate the stored cases, but it does not rely exclusively on this 
knowledge to function.

This framework has been developed under a Horizon 2020 research 
project AI4EU [13], whose goal is to provide users with artificial 
intelligence resources that satisfy specific user necessities. Moreover, 
resources developed under this project should be explainable, verifiable, 
physical, collaborative, and integrative [14]. The proposed system 
meets all these specifications, as the usage of a CBR model ensures 
explainability, collaboration, and verification. The combination of 
different machine learning modules within the proposed model enables 
integration. Simultaneously, the introduction of sensor-retrieved 
and human-generated data ascertains physical interaction between 
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the users and the framework. The implementation of the proposed 
framework for the radiology domain is available as a resource in 
the project platform with an open-source software license [15]. This 
implementation can be accessed by any user and modified accordingly 
to fit different purposes and work domains.

The remainder of the paper is organized as follows. Section II 
provides an insight into the related works. Section III presents the 
proposed hybrid CBR-deep learning model for radiology report 
recommendation, while the architecture and implementation of the 
model are explained in Section IV. Section V reports experimentation 
and obtained results. Finally, Section VI draws conclusions and 
future work.

II. Related Works

Case-Based Reasoning is widely used in the medical domain due to 
its adaptability and interpretability. CBR models have been successfully 
employed for diagnosis [10], [16], medical decision support [17], and 
patient monitorization [18], amongst other tasks.

CBR methodology [19] implements a continuous cycle, where the 
model improves over time by assimilating the knowledge acquired 
from the resolution of previous problems or cases. Subsequently, the 
model’s performance relies on the number of stored cases and the 
relevance of those cases concerning the given situation.   Mechanisms 
to efficiently store and manage the acquired knowledge are needed 
to reach an optimal case set. Several works have explored these 
issues, presenting new approaches for case retrieval and case-based 
maintenance.

Qin et al. [20] use heuristics to develop a new and efficient case 
retrieval algorithm. Daengdej et al. [21] study the substitution of 
the standard distance-based retrieval algorithm by a statistic-based 
method, focusing on the automobilist sector. Regarding case-based 
maintenance, Torrent-Fontbona et al. [11] present a model that 
combines case-based redundancy reduction with weight attribute 
learning to store and manage the cases efficiently. Nasiri et al. [22] 
explore the introduction of ontologies to manage and ensure the 
stored cases’ semantic consistency.

Opposite to these naïve approaches, recent proposals aim to 
integrate deep learning techniques within the CBR cycle. As previously 
stated, while deep learning models are currently state of the art in 
most benchmarking tasks, their lack of explainability hinders their 
usage in the medical domain. Nonetheless, CBR methodologies can 
benefit from deep learning qualities by integrating them into different 
parts of the cycle. Such is the case of the work by Marie et al. [23], 
where they combine a CBR model with a Convolutional Neural 
Network to segment kidney radiographs. This proposal presents CBR 
as a solution to quality data insufficiency, serving as a preprocessing 
and augmentation mechanism for the network. Similarly, Corbat et al. 
[24] employ a combination of CBR with deep learning to efficiently 
segment medical images. Finally, Lamy et al. [25] study the possibility 
of exploiting CBR models’ interpretability to explain the predictions of 
a deep neural network over a breast cancer dataset.

Other proposals focus on the introduction and management of ad-
hoc captured data via sensors. The introduction of this data enables 
the development of several healthcare-related applications. Tang et 
al. [26] employ a CBR model to analyze sensor retrieved data from 
nursing homes to develop personalized healthcare plans for the 
patients. On the other hand, approaches such as Massie et al. [27] 
and Forbes [28] focus on patient monitorization and risk prevention, 
detecting potentially dangerous cases.

While Case-Based Reasoning models have been successfully 
employed for image-related tasks, including the radiology domain, 

their applications on textual data have been much less explored. Deep 
learning techniques are currently state of the art in most radiology-
related tasks, such as medical text classification [29]–[31], diagnosis 
[32]–[34] and event detection [35], [36]. Some works explore the idea 
of assisting experts in the generation of medical reports. Toledo et 
al. [37] propose a prototype of web-based speech recognition for the 
construction of medical reports, while Donnelly et al. [38] evaluate 
the comparison between radiology free-text versus structured reports.

III. Deep Learning Supported Case-Based Reasoning for 
the Generation of Medical Reports

This work presents a CBR deep learning supported model to assist 
in the medical report generation task. The proposed framework does 
not automatically generate medical reports but serves as an assistant 
that provides formal corrections, references, and suggestions. Opposite 
to the methods studied in Section II, the case-based reasoning model 
is the core of the proposal. Besides, the user is actively involved in the 
system’s learning procedure, determining which outputs are valid and 
not, directly impacting the learning process.

The proposed case-based reasoning framework comprises four 
stages in a cycle: retrieve, reuse, retain, and revise. Fig. 1 presents 
an overview of the model, showing its four cyclic phases, the 
interactions between them and the case set, and between the system 
and the user. The design of the framework is modular to make it easily 
customizable to fit different problems and domains. The figure depicts 
interchangeable elements as building blocks.

A. Retrieve
The cycle begins when the user introduces a new problem or case. 

A case can be either a simple draft of a medical report, or include 
additional information such as images, specific terms, or references. 
When the user introduces a new case into the system, the first step 
is to determine the closest ones from the existing case set. A naïve 
approach to this issue is to use a simple K-NN search, where the 
amount of desired cases to retrieve, K, is set, and the selection is purely 
based on distance criteria between samples. While this approach offers 
a straightforward, efficient solution, two main shortcomings hinder its 
usage for the proposed system. First, the input data is not measurable. 
Second, the usage domain is expert-oriented, so that it requires more 
specific, hand-crafted criteria to retrieve similar cases accurately. 

While the similarity between medical reports can be measured 
according to specific metrics like the age of the patient or demographic 
data, there are no fixed, static criteria that enable direct comparison. 
Moreover, while some elements may remain stable between 
comparisons, some criteria may vary between users. The proposed 
framework includes an indicator-based retrieval algorithm to tackle 
this issue. Instead of comparing each case as a whole, the algorithm 
evaluates four different indicators per case. The four considered 
indicators I1, I2, I3, and I4 are:

• I1: Image Comparison. While images may be irrelevant in some 
medical areas, they are the cornerstone in others like neurology or 
dermatology. In such fields, pictures provide essential information 
that should not be diluted within the text but treated separately. 
Several methods can be considered for image comparison, ranging 
from histogram to feature vector comparison. While Convolutional 
Neural Networks are possibly the most robust way to represent 
images in a fixed dimensional space, some simpler alternatives 
can be considered for the task. Feature matching algorithms such 
as SURF [39], ORB [40], or KAZE [41] offer interpretable, easy 
to implement options. Nonetheless, these algorithms are quite 
sensitive to potential image failures such as light flashings and 
cannot capture finer-grained information. A possible solution 
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to this issue is to combine differently generated feature vector 
representations into a unique vector. Once the image is embedded 
into a vector, a distance-based comparison can be established to 
ascertain the similarity between images.

• I2: Document Comparison. As in the case of images, several 
approaches can be considered to establish similarities between 
documents. While some non-feature-based methods can perform 
this task, their performance is entirely lacking compared to those 
where documents are embedded into a vector space and compared 
using different distance-based approaches. Models such as 
Word2Vec [42] or BERT [43] are the preferred choices for document 
representation, but more straightforward methods such as bag-of-
words or TF-IDF can also be employed. However, these models 
cannot capture underlying semantic information, leading to less 
expressive representations at a faster cost. Regarding comparison, 
multiple methods can be considered depending on both the type 
of documents and the purpose. In this respect, cosine similarity, 
word’s mover distance [44], or probabilistic based methods, which 
convert the embedding into a probabilistic distribution before 
comparison, are suitable choices.

• I3: Named Entity Comparison. Named Entity Recognition, or NER, 
is one of the main natural language processing tasks, particularly 
significant in the medical domain. In this task, the goal is to detect 
and label relevant terms within the text, such as people, places, 
or dates. While its usage is extended to a wide range of domains, 
there is a particular interest in developing NER models that focus 
specifically on detecting medical-related terms such as disease 
names, proteins, or drugs. Examples of clinical NER models are 
CliNER [45], BioBERT [46], or SciBERT [47]. Discovering relevant 
labelled terms within the documents is a way to detect and retrieve 
related documents. Therefore, only those cases whose reports 
contain user-specified terms will be considered for retrieval, 
reducing the search scope.

• I4: Noise Filtering Criteria. In addition to the previous indicators, 
additional filtering criteria may be specified to discard unfitting 
cases. They regard formatting specifications, like the absence 
of images or language employed, or type of content such as 
unidentified words like typos or abbreviations. Filtering criteria 
can be as restrictive as required.

For each of these four indicators,   the user can establish a threshold 
value. Indicators can be combined either in a conjunctive or disjunctive 
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way, depending on the user’s goal. These criteria are then translated 
into a search query, which will then be used to retrieve the top N, or 
all, existing cases meeting the user-provided constraints.

query = { I1 >=0.85 , I2 >=0.7 , I3=['
  Pulmonary Disease ', 'Pneumonia '], I4
  =[lang= 'en ', identified_abbrv_rate >=
   0.9 ], N=5, operation= 'OR '}

Listing 1. Example of a retrieval query.

Listing 1 depicts an example of a retrieval query. According to this 
query, the system provides the user with the top 5 cases that either:

• Include images that are at least 85% similar to the given ones.

• Contain a clinical report that has a similarity of at least 70%.

• Contain the medical terms ’pulmonary disease’ and ’pneumonia’.

• Are written in English, and at least 90% of the report’s abbreviations 
have been disambiguated.

Cases that meet the retrieval criteria are ordered in decreasing order 
according to their cumulative similarity across the four indicators. 
Then, the top N cases demanded by the user are returned.

B. Reuse
Once the user has defined the retrieval criteria, the existing cases 

that fit the imposed constraints are selected and presented. A brief 
explanation of why each case has been chosen is also provided 
to maintain the system expressive and understandable. Providing 
information such as the similarity rates between the current case 
and the retrieved ones explains the system’s decision process while 
giving further guidance to the user. From the instances retrieved in 
the previous stage, several operations are performed to obtain precise, 
expressive information that will aid the user in the report generation 
task. Fig. 1 shows four different modules in this stage to provide 
information to the user:

• Formatting Module. Readability is one of the most desirable features 
when it comes to any written report. It encompasses content 
matters, such as syntactic cohesion, and more straightforward 
format issues like proper paragraph and sectioning when required. 
In medical documents, while there may be differences from one 
domain to another, there is generally a fixed, basic structure to 
present the data. On a general view, a medical report comprises 
four main sections:

 - Indication. A brief introduction to the case, giving superficial 
information about the patient and the observed symptoms.

 - Comparison. References to previous existing reports of the 
given patient.

 - Findings. In-depth information about the potential causes of 
the symptoms, as well as additional observations about the 
patient.

 - Impression. Conclusions and diagnosis.

A formatting module is included in this stage such that when a 
report in raw format is introduced, it can be adequately divided 
into paragraphs and sections.

• Disambiguation Module.    Abbreviations are quite usual in 
the medical domain due to the existence of a high amount of 
complicated compound term names. However, while most of 
these abbreviations may be universal and easily understandable 
by any professional, some can still be obscure for a regular reader. 
A potential solution for this issue is to include a module that not 
only detects the abbreviations contained in the report but offers 
disambiguation suggestions for them. While this may extend the 

document, it also highly improves its readability, as it removes any 
potential misunderstandings induced by the abbreviations.

• Term Recommendation Module. As previously stated, Named Entity 
Recognition is particularly prominent in the medical domain. 
These models can accurately detect relevant terms and group them 
in a fixed set of given categories. These categories are usually 
related to each other in some manner, and, subsequently, so are the 
corresponding terms. For example, given a report about a patient 
with pulmonary disease, terms such as (pneumonia, disease) and 
(chest x-ray, test) may appear together frequently. This module 
offers these correlated terms to the user as suggestions. To obtain 
these suggested terms, named entity recognition is performed over 
the previously retrieved relevant cases, receiving a set of terms 
with their corresponding category. This set of terms are then 
flattened, cleaned, and presented to the user in their corresponding 
categories. Hence, if the user is writing a report containing the 
word pneumonia, but does not include chest x-ray, the system 
may recommend the inclusion of this term, as this correlation has 
previously appeared in those cases detected as related.

• Scoring Module. Finally, the system presents the user with a 
validity score, indicating whether the report, in its current form, is 
readable and understandable enough. This score can vary from a 
simple binary value (valid or invalid) to a star-scored base method, 
to a finer decimal system.

It is important to note that the recommendations and suggestions 
offered by the system are not final. The user must decide which of the 
given suggestions are to be applied to the current report.

Once the report’s state satisfies the user, the system generates a 
new case and stores it into the case base. It also presents the original 
document as the problem and the final state as the solution. New cases 
are marked as pending validation and will not be added to the case base 
until the experts validate them.

C. Revise
Once the report satisfies the user, after applying any or none of the 

suggestions provided, the system generates a new case. However, it 
cannot be added directly to the case set as it may include errors that 
can hinder the system from improving. Moreover, if the system stored 
unreliable cases without any revision, they might be presented to the 
next users as solutions, misguiding them. Therefore, an intermediate 
step is required to ensure that those instances included in the case set 
are useful and needed.

A panel of experts must perform this task, manually checking 
pending-on-validation cases to provide them with a coherent score 
with the criteria implemented in the scoring module. Hence, if the 
system offers the user a binary score, the experts must also grade 
the cases following this criterium. Experts can also modify or correct 
minor mistakes within the cases before validating them to ensure their 
quality.

D. Retain
As noted in Section II, one of the biggest concerns regarding case-

based reasoning systems is how to handle the ever-growing number 
of cases. Ideally, the case base should be composed of an optimal 
number of instances where the problem coverage is maximum, while 
the number of cases is minimum. However, while infeasible cases may 
not help the user, they improve the scoring models’ accuracy. For this 
purpose, invalidated cases are also stored separately from the case 
base, where they can be recovered when necessary.

New cases are being regularly introduced into the case base and, 
subsequently, they must affect the system’s behaviour. CBR models 
nurture themselves by adding further information, which keeps 
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them updated and usable throughout time. Aside from case-based 
maintenance, module updates also are conducted in this stage. 
These updates can be either a replacement, such as switching from 
regular expressions to machine learning models, or just a retrain of 
an existing model. Updates can be either scheduled periodically or 
when a particular milestone of case numbers is reached. The scoring 
model can eventually substitute the panel of experts once it has gained 
enough maturity.

IV. System Architecture and Implementation

An implementation and case study is provided to illustrate the 
proposed framework. In this case study, the system focuses on the 
treatment and generation of radiology reports. This context presents 
a challenging scenario where both images and textual information are 
highly relevant to the problem. The implemented resource instantiates 
the proposal depicted in Fig. 1, selecting the appropriate paradigms 
for each of the eligible modules. Fig. 2 illustrates the data flow of the 
system.

The framework implements a four-layered software architecture. 
Before defining the CBR, some issues need to be addressed, such as 
data management and storage mechanisms. An indexed storage model 
is employed to deal with the ever-growing nature of the case set while 
still enabling fast retrieval. In the proposed storage system, cases are 
stored either in a distributed or centralized way and are referenced 
in an index file. The index file contains each case’s location and its 
respective retrieval indicators to accelerate the retrieval process. Before 
starting the CBR cycle, preprocessing operations may be required to 
fit the system’s constraints, such as separating images from text or 
formatting the report.

In the context of radiology, a case comprises a radiograph and a brief 
text summarizing the most relevant findings of the image, alongside 
additional information about the patient. While these two elements 
are enough to define a new problem, the user can also provide further 
information, as depicted in Fig. 3.
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Fig. 3. Case composition of the provided implementation. 

The retrieve stage begins once the user introduces a new problem 
into the system. Then, case indicators are then computed as follows:

• I1. Image comparison: In the current domain, images are black and 
white radiographs. Hence, there is not much variation between 
samples. A convolutional neural network generates the embeddings 
to capture the subtle differences between radiographs and enable 
an accurate comparison. A white-box feature detection algorithm 
is also employed to add a supplementary explainable level to the 
comparison. KAZE [41] generates fixed dimension descriptors 
from the key points detected in an image. These key points can 
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be indicated in the picture, providing a visual explanation based 
on which the comparison is performed. KAZE representation 
is averaged with that obtained from the convolutional neural 
network. Then, it generates a unique embedding that combines 
both interpretable and abstract knowledge. The comparison is 
performed based on this final combined embedding.

1. I2. Report comparison: This task employs a pretrained NLP 
model specific to clinical data. This model provides single word 
embeddings for each of the tokens within the text, sentence-level 
embeddings, and document embeddings. The latest type is used to 
generate comparable report representations.

2. I3. Named Entity Recognition: This task uses CliNER [45]. This 
framework provides a series of models trained over a sizeable 
clinical corpus, capable of identifying the following entity types: 
diseases, treatments, and tests. As mentioned in Section III, 
multiple NER choices in the clinical domain range from fine-
grained information, such as protein detection, to general type 
identification such as drugs versus diseases. CliNER offers an 
intermediate solution that fits the present scenario.

3. I4. Noise filtering: The same NLP model employed for report 
comparison is used to filter noise. In this context, noise refers to 
those elements on the text that can not be identified as tokens, 
and therefore they have no embedding nor meaning attached. The 
report is run through the NLP model to detect these conflicting 
terms, obtaining a set of identified tokens. Noise is then calculated 
as the proportion of identified tokens concerning the total amount 
of elements contained within the text.

These indicators are only computed once per case and are stored in 
the index file to accelerate the retrieval process. The user is then asked to 
specify which threshold values are considered for each of the proposed 
metrics, how to combine the indicators (conjunctively or disjunctively), 
and the number of related cases k which must be retrieved. Fig. 2 
depicts a descriptive representation of the values inquired to the user, 
represented by purple-coloured boxes, where the threshold value for 
each indicator is posed as a human-readable question. For example, 
in the case of I2 (document processing), the framework would ask the 
user ’what is the minimum similarity acceptable between the current 
and the existing reports?’. These queries must be clearly presented 
and understandable to the user, as the success of the retrieval phase is 
directly related to the constructed query.

Once the search query is formulated, a comparison between 
the current problem and the existing cases is performed. Instead 
of retrieving each complete case individually from the case set, the 
comparison is performed based on the case indicators contained in 
the index file. Thus, when an existing case is detected as fitting, its full 
content is retrieved from the case set. A summary of each indicator’s 
similarity metrics is attached and presented to the user alongside the 
case itself.

The retrieved cases are then used as a support for the term 
recommendation module This list containing the retrieved, top k 
similar cases is also provided to the user. Orange-coloured boxes in Fig. 
2 present the different stages of the reuse phase. As shown, the named 
entities identified in the retrieved cases are processed by the term 
recommendation module, which groups the detected terms according 
to their type. Duplicate entries are also removed. The resulting term 
aggregations are then presented to the user, providing guidance on 
which entities could be related to the ones detected in the current case. 
Additionally, as depicted in Fig. 3, the following content and format 
suggestions are provided to the user as part of the solution:

• Sectioned version of the report: A bi-directional long-short term 
memory is employed  for the formatting  task. The problem itself 
is treated as a classification problem, where each sentence is 

labelled according to the section where it appeared. The goal of the 
model is to predict the best fitting section for each sentence. When 
formatting a new report, sentences are presented in the same order 
they are listed in the text to avoid permutations in the content.

• Potential disambiguations for the detected abbreviations: Similarly 
to the noise filtering operation, a set of unidentified tokens within 
the text is first obtained. The elements in this set are then looked 
up in the medical terminology SNOMED-CT, bringing the best 
applicable medical term for the input abbreviation.

• Case validation score and confidence: Binary scoring is employed 
in this implementation, categorizing the cases between valid and 
invalid. While a case is only validated or discarded in the revising 
stage, this score informs the user of whether the current state of 
the report would be considered appropriate or not. For this task, a 
random forest is used.

• Suggested related terms per category: Named entity recognition is 
applied to the content of the top N retrieved cases, obtaining a set of 
(term, category) tuples. Duplicates are removed from the set. These 
terms are then presented to the user grouped by category. CliNER 
[45] identifies named entities within the report, categorizing the 
detected terms into three types: disease, test, and treatment.

The system presents these suggestions to the user, who can freely 
decide which must be applied to the current problem. Once the 
appropriate modifications over the original report are performed, the 
generated solution is stored alongside the initial problem, comprising 
a new case. New cases are labelled as pending on validation and will 
not be shown to future users until experts have reviewed them.

During the phase of revise (depicted in Fig. 2 in blue-coloured 
boxes), an expert panel is in charge of regularly validating the pending 
cases, deciding which are valid and should be presented to the users 
and which are not. The validation status of each case is also referenced 
in the case index file to ease the filtering of which cases should be 
shown. Commonly, invalid cases are deleted from the case set, as they 
intuitively do not provide valuable information to the user. However, 
these cases are necessary to train and obtain robust scoring models 
that may even replace the expert at some point. Corrupted cases can 
be exploited for the benefit of the system, improving its performance.

Once there are enough classified cases, the retain stage begins, as 
depicted by the green-coloured bubbles in Fig. 2. In this stage, both 
the scoring and sectioning models employed in the reuse phase are 
retrained using the case set’s information. Models can be retrained 
following either a periodical or a quantitative approach. Periodical 
retraining ensures that the model is kept updated and improves 
the final quality of the results. However, this approach presents 
a shortcoming: when there is a limited number of cases in the case 
set, the model’s generalization capability will be logically limited. 
Additionally, case base optimization is performed in this stage. As 
previously stated, one of the biggest challenges in CBR models is to 
devise a management protocol for dealing with the ever-growing 
amount of cases. In the proposed framework, case base optimization is 
performed by maximizing case relation. First, a global linking process 
is launched amongst cases, computing the top 5 most similar cases 
per instance. Cases that are listed as related by at least one different 
case are kept in the case base. Unreferenced cases are removed from 
the case base, thus not shown to the users, but are still considered for 
model training.

V. Experimentation and Results

Experimentation based on the proposed implementation is set 
up to assess the performance and accuracy of the proposal. The 
majority of the studied approaches focus on evaluating the retrieval 
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strategy, as it is a crucial element of CBR systems. Our proposal, 
however, relies on user-input queries to retrieve the most fitting cases. 
Hence, assessing the system performance based solely on the retrieval 
approach would not be representative enough, as the success of this 
stage is directly related to the user criteria.

Since the considered context is highly expert-oriented, it is not 
trivial to perform a quality assessment of the framework without 
expert information assistance. Therefore, an alternative evaluation 
approach capable of quantitatively measuring the performance of 
the model is required. The proposed evaluation procedure assesses 
the performance of the proposal for the report correction task. 
Fig. 4 depicts the conducted evaluation process, comprised of the 
following stages:

1. Step 1: Generate the initial case base. As previously stated, the case 
base is at the core of any case-based reasoning model. In this first 
step, a set of medical reports is converted into cases, composing 
the initial case base. Out of all the available medical reports, a 
sub-sample of 25 elements is randomly selected to be later used 

for testing. These randomly selected elements are not included in 
the case base.   From the remaining cases, each medical report is 
stripped, when possible, from its sections, creating the input of the 
case. If a list of named entities and abbreviations are provided for 
the report, they are also included as the input. If the original report 
was already sectioned, its content is stored in the case solution as a 
sectioned report. The remaining solution values (score, suggested 
terms, and similar cases) are updated in the following step.

2. Step 2: Train sectioning and scoring model. At this stage, the cases 
contained in the case base only include the input (the original 
report stripped of its sections) and its corresponding solution 
(the original report without any modifications). These are the 
only attributes required to train both the sectioning and scoring 
model. The existing cases are randomly divided into two sets: 
training and validation. As stated in Section IV, sentence-based 
classification using a bi-directional long-short term memory 
is used to section each report. The sectioning model is trained 
using the case solution, where each report is split into sentences, 
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case base

Step 4: Performance
evaluation over test cases

Step 2: Train sectioning
and scoring model

Step 3: Create sample
test set of medical reports
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Fig. 4. Overview of the experimentation process conducted to evaluate the system.
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and each sentence is labelled with the value of its corresponding 
section. For the scoring model, both the input and the solution of 
each case are required as this model feeds positive and negative 
samples. Therefore, case inputs comprise the negative sample set, 
while solutions comprise the positive sample set. A sequence of 
escape characters substitutes the named entities on each non- 
sectioned report, and the sentences are randomly reordered to 
further corrupt the negative samples. These sets are then used to 
train a random forest classifier, which acts as the scoring model. 
Once both sectioning and scoring models have been trained and 
validated, the case base is updated, adding each report score. 
Named entities, disambiguations, and similar cases are also 
updated.

3. Step 3: Create a sample test set. A set of input cases is created from 
the medical reports set aside for testing in Step 1. A comparison 
between the provided solution for a corrupted version of the input 
versus the original report is conducted to assess the proposal 
performance. Therefore, for each element in the test set, the 
following corruption operations are performed to create an input 
case: section removal, named entity replacement by a character 
sequence, and sentence reordering.

4. Step 4: Performance evaluation over the test set. The generated 
inputs are then passed onto the system, which attempts to provide 
a valid solution for the input permuted report. Alongside the 
corrected report, the framework presents a list of recommended 
terms and disambiguation abbreviations. The corrected version 

of the report is then compared with the original.    The model 
should reorganize the sentences into sections in a cohesive order 
and suggest introducing the named entities previously stripped 
from the report. The following metrics are computed to assess the 
framework performance:

(a) The validation score provided by the model before and after 
the corrections.

(b) The Levenshtein distance between the original report and the 
suggested correction.

(c) The proportion of entities detected on the original report 
pointed out by the model.

Two different radiology datasets are considered for evaluation: 
MIMIC-CXR [48] and Open-I’s radiology set, denoted as ECGEN 
[49]. MIMIC-CXR contains complete medical reports in plain text 
format, without any additional information. On the contrary, Open-I 
provides both images and named entities alongside the medical report, 
and additional metadata.   From each dataset, two initial case bases 
are generated, composed of 50 and 200 cases, respectively. Cases are 
generated from a random sampling of reports from each considered 
dataset. The developed implementation is used to conduct the 
experimentation.

The initial 50-element case base serves as a baseline to assess the 
performance of the framework when the number of cases is limited. 
Applying the retain criteria in this scenario may not have any impact, 
as most or all cases may be related between them. In the initial 
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200-element case base, where the amount of existing elements is four 
times the size of the prior case base, retain criteria can be successfully 
applied, obtaining the optimal case base. The resulting optimal case 
bases are comprised of a total of 187 elements for MIMIC-CXR and 90 
cases for ECGEN. Two different case bases are considered per dataset: 
a baseline 50-element case base, and an optimal case base.

Fig. 5 depicts the results obtained by the model when the case 
base comprises only 50 cases. Despite the simplicity of the case base, 
the framework still offers noteworthy results, accurately correcting 
most of the initially corrupted cases. This performance can be clearly 
observed in the results obtained in the ECGEN dataset (Fig. 5(a)), where 
most of the initial cases are noted as corrupted with a high confidence 
value and turn into valid after the corrections applied by the system. In 
the case of MIMIC-CXR, this improvement is not as noticeable as some 
cases remain considered invalid by the system after the corrections. 
However, as illustrated by Fig. 5(b), even in those cases still denoted as 
invalid after the modifications, the confidence value assigned by the 
system dramatically diminishes. This decrement evidence that, even 
though the report is still marked as invalid, the system corrections 
significantly reduce the corruption level of the report.

Using the optimal case set of each studied dataset impacts 
positively the performance of the model, as shown in Fig. 6. In this 
optimized context, the results are slightly more polarized than in the 
previous case, and most of the original corrupted cases are corrected 
and validated once processed by the system. Moreover, the confidence 
levels are higher than in the 50-case set, indicating that the framework 
can train more refined models, better distinguishing between valid and 
corrupt cases. Furthermore, considering the optimal case set for each 
particular dataset soothes the existing differences in performance. 
While in the 50-case set, the results obtained on the ECGEN dataset 

were slightly better since more reports were correctly modified and 
denoted as valid, in the MIMIC dataset the reports underwent a 
correction process that was insufficient to validate the case.

Levenshtein distance [50] between each original and corrected 
report pair is also computed to further assess the correction 
capabilities of the model. While different text similarity metrics 
could be considered for evaluation, such as cosine similarity or 
Jaccard index, these metrics do not consider text order. As previously 
stated, test cases are generated by stripping sections, permuting 
sentence order, and removing named entities. Therefore, even after 
the corruption process, both the original and corrupted report are 
almost equal in terms of content. Thus, an order-sensitive metric is 
required to ascertain the similarity degree between the original and 
corrected report. Fig. 7 illustrates the Levenshtein distance per pair 
of an original and corrected report on each studied dataset and case 
base. As shown in Fig. 7(a), Levenshtein distances in ECGEN, on both 
50-element and optimal case bases, remains fairly similar throughout 
cases. A similar occurrence happens in MIMIC-CXR cases (Fig. 7(b)), 
where the distance between original and corrected reports remains 
akin. While finding the optimal case base benefited the framework 
results in the validation scenario, this improvement is not reflected 
regarding report sectioning and reordering. This flaw may be solved 
with the introduction of user input. While corrupted samples have 
been artificially generated from simple text editing operations in 
this experimentation, user-corrected reports may be more expressive 
and richer in content, leading the model to identify more complex 
correction patterns that would subsequently lead to better results.

The amount of named entities correctly suggested by the system 
is also provided, illustrated in Fig. 8. As stated in step 4 of the 
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experimentation process, named entities in the original report are 
substituted by escape characters as part of the corruption process. 
Figures 8(a) and 8(b) depict the proportion of named entities stripped 
from the original report and correctly suggested by the framework on 
each dataset. The results show that, when the case base is optimized, 
the amount of detected entities either improves or holds. This is 
particularly noticeable in ECGEN’s results (Fig. 8(a)). Only in three 
cases, the amount of detected entities slightly decreases with the 
optimized case base, but significantly improves in four other cases. In 
MIMIC-CXR (Fig. 8(b)), the results are not as consistent, which could 
be due to the difference in the case base size between both studied 
datasets. MIMIC-CXR has double the cases on its optimized version 
than ECGEN. Named entities are suggested based entirely on the top 
k most similar cases identified by the system. Hence, if the retrieved 
similar cases contain few named entities, this would directly impact 
the number of suggestions provided by the system. A way to overcome 
this issue is to increase the value of k.

VI. Conclusions and Future Work

This work presents a hybrid framework that combines a case- 
based reasoning system with several deep learning models to help 
health professionals generate medical reports. The proposed system 
is fully modular, making it effortlessly adaptable to several scenarios 
and heterogeneous data. A use case focusing on the development 
of radiology reports is provided to illustrate the proposal. An open-
source implementation for this particular use case named r.AID.
ologist is provided under the AI4EU platform. This implementation 
is used to assess the performance of the proposed framework. Two 
different radiology datasets are used: MIMIC-CXR and ECGEN. For 
each studied dataset, two different scenarios are considered: a baseline 
50-element case base and an optimized case base. The results show 
that, even without external user validation, the system considerably 
benefits from optimizing the case base, as it increments its sensibility. 
Moreover, the results also evidence the robustness of the proposal 
even when the amount of available information is minimal, being 
capable of properly correct formatting errors while providing relevant 
suggestions, such as related terms or abbreviation disambiguations.
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