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Abstract

Utilizing biomedical signals as a basis to calculate the human affective states is an essential issue of affective 
computing (AC). With the in-depth research on affective signals, the combination of multi-model cognition 
and physiological indicators, the establishment of a dynamic and complete database, and the addition of 
high-tech innovative products become recent trends in AC. This research aims to develop a deep gradient 
convolutional neural network (DGCNN) for classifying affection by using an eye-tracking signals. General 
signal process tools and pre-processing methods were applied firstly, such as Kalman filter, windowing with 
hamming, short-time Fourier transform (SIFT), and fast Fourier transform (FTT). Secondly, the eye-moving 
and tracking signals were converted into images. A convolutional neural networks-based training structure 
was subsequently applied; the experimental dataset was acquired by an eye-tracking device by assigning four 
affective stimuli (nervous, calm, happy, and sad) of 16 participants. Finally, the performance of DGCNN was 
compared with a decision tree (DT), Bayesian Gaussian model (BGM), and k-nearest neighbor (KNN) by using 
indices of true positive rate (TPR) and false negative rate (FPR). Customizing mini-batch, loss, learning rate, 
and gradients definition for the training structure of the deep neural network was also deployed finally. The 
predictive classification matrix showed the effectiveness of the proposed method for eye moving and tracking 
signals, which performs more than 87.2% inaccuracy. This research provided a feasible way to find more 
natural human-computer interaction through eye moving and tracking signals and has potential application 
on the affective production design process.
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I. Introduction

HUMAN affective comes from the physiological response of the 
machine to the periphery. While specific physiological activities 

generate different affective experiences, such as fear, may cause the 
accelerated heart rate, irregular breathing rhythm, abnormal skin 
electrical response, and the formation of a corresponding [1]-[3]. 
The brain mainly drives the dominant affective; under laboratory 
conditions, evoking an individual’s real affective experience and 
acquiring physiological signals at the same time has been regarded 
as a popular affective measurement method currently. The affective 
generation method may be divided into material stimulation 
and situation induction [4]. Previous studies have shown that, 
under affective stimulation, obtaining human stress data through 
physiological signals and then analyzing it is a relatively stable and 

reliable method [5], including skin temperature, electromyography 
(EMG), electrocardiogram (ECG), blood volume, etc. [6]. To data, 
affective recognition based on multiple physiological signals is more 
complicated; firstly, the processing of physiological signals is more 
complicated, and the denoising algorithm needs to be developed stably 
continuously [7]. Weak noise may cause significant overall changes 
finally. Secondly, various physiological signals have unique denoising 
methods; common noises include motion artifacts, power frequency 
noise, and baseline drift caused by sensor movement. Besides, the 
qualitative problem of affective is currently more complicated, and it 
is mainly divided into discrete affective definitions and dimensional 
definitions. Either definition requires a self-assessment or manual 
labeling process, which brings a lot of subjectivity to the overall 
framework of affective recognition in this research. Now psychology 
does not conclude that the method is good, but from an experimental 
point of view, discrete affective are better recognized when the types 
of affective signal are few and clear. Finally, the physiological signals 
come from personal differences. In some scenes, there may be people 
who reflect strongly that some people have no fluctuations. The 
physiological signal is also that a person may have blood pressure 
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and heartbeat that is already fast. There are two ways to solve this 
state. Among them, detecting the primary form in a calm state and 
regularizing the features in the affective state is acceptable [8].

This paper studies the recognition of human affective by eye 
movement signals, uses efficient preprocessing methods and feature 
calculations, and uses deep neural networks to complete the precise 
classification of affective. Eye movement signal extraction methods 
include human eye pupil positioning and eye movement feature 
extraction; among them, techniques such as pupil center positioning 
based on gray-scale information are performed. The eye movement 
signal is a signal of potential changes around the eye generated by 
eye movement. The signal has the advantages of high amplitude, easy 
waveform recognition, and simple processing. At present, eye-tracking 
signals for human-computer interaction research are a hot issue and 
a relatively new direction [9]-[11]. Some scholars studied people’s 
mental activities by examining their eye movements and explored the 
relationship between eye movements and human mental activities by 
analyzing the recorded eye movement data. The eye tracker’s advent 
provides a new way for psychologists to use eye moving and tracking 
techniques to explore the visual information processing mechanism 
of humans under various conditions and observe their wonderful or 
interesting relationship directly or indirectly with mental activities 
[12] [13]. The eye movement technology has experienced observation 
methods, post-image methods, mechanical recording methods, optical 
recording methods, image recording methods, and other methods.

Eye moving and tracking technology extracts data features such 
as fixation point, fixation time and frequency, saccade distance, 
pupil size, etc. From the recording of eye movement trajectory, to 
study an individual’s internal cognitive process, Juhola et al. used 
eye movement signal analysis for otoneurologic patients [14][15]; 
Kasneci, E., et al. employed eye-tracking and aggregated physiological 
signals for perception prediction [16]. Eye-tracking also may be 
applied for computer-aided diagnosis [17], equipment operator [18], 
and video learning [19][20]. The eye-tracking signals were also 
successfully applied to detect autism patients [21]-[23]. There are 
three basic ways of eye movement: fixation, saccades, and pursuit 
movement. Eye movement reflects the selection mode of visual 
information, which great impacts discovering the psychological 
mechanism of cognitive processing. From the research report, the 
commonly used data or parameters of psychological research using 
eye trackers mainly include gaze point trajectory map, eye movement 
time, average velocity, amplitude time and distance, pupil size (area 
or diameter, unit pixel) and blink. The spatiotemporal feature of eye 
movement is the physiological and behavioral performance in visual 
information extraction. It has a direct or indirect relationship with 
human psychological activities, so many psychologists are devoted to 
eye movement research. When the eyeball moves, a weak magnetic 
field is formed between the retina and the cornea. According to the 
study, the potential change between the cornea and the retina is highly 
correlated with the eyeball’s rotation angle. It is linearly correlated 
between 0-30, and 30-60 is the relationship between the sine and 
cosine line. Electrodes may not be directly assigned to the cornea 
for measurement while skin electrical tests are performed on the 
eye’s outer skin. But this is different from surface EMG (sEMG), for 
the test range and signal are weak and stable information cannot be 
obtained. Therefore, the currently effective method is to set a mirror 
on the cornea or iris for optical measurement. Among them, the 
contact eyepiece is reflected light. The other method is the detection 
coil method, which determines the direction of the eye movement by 
the change of the magnetic field around the eye. At present, electro-
oculography (EOG) signal method is also popular [24].

A deep neural network was applied for classifying eye movement 
signals recently. The simplest artificial neural network is a binary linear 

classifier; a neuron’s structure can be divided into dendrites, synapses, 
cell bodies, and axons. A single neuron can be regarded as a machine with 
only two states. The transformation of a neuron depends on the number 
of input signals received from other neurons and the synapses’ strength. 
When the semaphores’ sum exceeds a certain threshold, the neuron body 
will be excited and generate electrical pulses [25][26]. Electrical pulses 
are transmitted along the axon and through the synapse to other neurons 
which is defined as a synapse, bias as a threshold, and activation function 
as neuron body. The deep network of unsupervised learning is aimed 
at pattern analysis or synthesis tasks, capturing high-order correlations 
of observed or visible data without target label information; and the 
supervised learning deep network directly provides the discriminative 
ability for pattern classification. Describes the posterior distribution 
under visible data, also called discriminative deep network (DDN). 
Besides, there is another type called hybrid deep network (HDN) based on 
a discriminative model. The unsupervised deep network mainly includes 
deep Boltzmann machine, sum-product networks (SPN), recurrent neural 
network (RNN), etc. The training process of deep neural networks is 
critical in the process of signal classification. How to make the network 
perform well on the training set and make the network perform the 
same on the test set if the training set performs well is critical. How to 
tune on the training set is also a vital topic, including how to choose 
the appropriate loss function, mini-batch, choose a new activation 
function, adaptive learning rate, and momentum. The current practice is 
to increase the training set, stop early, regularize, dropout, and improve 
network structure [27]. The deep convolutional neural network (DCNN) 
has developed rapidly and was initially used for image recognition 
classification [28]. Using the convolution layer and the pooling layer, 
the ability to accurately predict the image is accelerated. RNN and its 
derived algorithms can be used for speech recognition, natural language 
processing, speech synthesis, etc. The deep neural network (DNN) can 
model changes in time series. The research of DNN for classification is 
relatively mature, such as LeNet, AlexNet, ZFNet, VGGNet GoogLeNet, 
Inception-v1, etc. [29]-[31].  Applied eye movement signals for affective 
classification is feasible due to the deep learning technologies applied in 
other datasets, such as images [32] and wide applications in industrial 
engineering [33] [34].

This paper developed a novel deep neural network based on gradients 
calculation by converting eye moving and tracking signals to images; 
feature extraction and evaluation indices were also defined for the 
comparing analysis and finally performed the proposed model for the 
dataset. The organization of the remaining sections is as follows. Section 
II introduces modeling for the dataset, including preprocessing algorithms. 
Section III addresses the results and comparing analysis. Section IV 
involves the concluding remarks of the studies and future works.

II. Modeling

A. Preprocessing
The specific requirements for signal preprocessing are due to 

the features of the vibration signal itself. The function of signal 
preprocessing is to make a certain extent by using important factors 
for influencing subsequent signal analysis. The fast Fourier transform 
(FFT) is a general term for efficient and fast calculation methods 
through calculating discrete Fourier transform (DFT). DFT can 
discretize the finite-length sequence in the frequency domain, but 
its calculation is too large to handle the problem in real-time; the 
basic idea of FFT is to sequentially decompose the original N-point 
sequence into a series of short sequences [35][36]. Make full use of the 
symmetric and periodic nature of the exponential factors in the DFT 
calculation formula, and then find the corresponding DFT of these 
short sequences and make appropriate combinations to achieve the 
purpose of eliminating duplicate calculations, reducing multiplication 
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operations, and simplifying the structure. Fast algorithms such as 
high basis and split basis have been developed, such as the Winograd 
Fourier transform algorithm (WFTA) [37] and prime factors based on 
number theory and polynomial theory Fourier transform algorithm. 
Their common feature is that when N is a prime number, the DFT 
calculation can be converted into a circular convolution, reducing the 
number of multiplications and increasing the speed [38]. The obvious 
advantage of a small calculation amount makes FFT widely used in 
signal processing technology, and real-time processing of signals can 
be realized in combination with high-speed hardware. 

Another preprocessing method is signal filtering (i.e., wave 
filtering), an operation to filter out specific frequency bands in 
the signal and is an important measure to suppress and prevent 
interference. Filtering is divided into classic filtering and modern 
filtering. Classical filtering is an engineering concept based on Fourier 
analysis and transformation. According to higher mathematics theory, 
any signal that satisfies certain conditions can be regarded as a 
superposition of infinite sine waves. In other words, the signal is a 
linear superposition of sine waves of different frequencies. The sine 
waves of different frequencies. The sine waves of different frequencies 
that make up the signal are called the signal’s frequency component 
or the harmonic component. The Kalman filter used in this study is a 
recursive algorithm (i.e., real-time algorithm). Specifically, for discrete-
time filtering, as long as the dimension of X is appropriately increased, 
the filter value table at time t can be some linear combination of the 
filter value at the previous time and the observation value Y(t) at 
the current time. For continuous-time filtering, the linear stochastic 
differential equations that should be satisfied with Y(t) may be given. 
In the case where the observation results and output filter values 
need to be continuously increased, such an algorithm speeds up the 
processing of data and reduces the amount of data storage.

First, the following filter equations need to be used for determining 
parameters here. The Kalman filter is suitable for linear systems, and 
the state equation and observation equation of the system are,

  (1)

 (2)

Where, 𝑥(k) is the state of the system at time k; u(k) is the control 
quantity of 𝑥(k); w(k) is to process the noise conforming to the 
Gaussian distribution; and the is that, z(k) is the observation value of 
the system at time k while y(k) measures the noise conforming to the 
Gaussian distribution. The covariance is A, B and H present the system 
parameters, matrix for multiple input and multiple output, and several 
constants for single input and single output separately. The algorithm 
1 describes the filter in detail [39].

Algorithm 1: Kalman Filter
Require: data: input signal; Q: covariance of w(k); R: covariance of 
z(k); x0; p0.
Output: P
L ← length(data) # calculate the length of the input data
K ← zero(L,1) # set the initial zeros to the parameters 
X ← zero(L,1)
P ← zero(L,1)
X (1) ← x0; # set the start point
P (1) ← p0
FOR i in (2 to L)
    K(i) ← P(i-1) / (P(i-1) + R)
    X(i) ← X(i-1) + K(i) * (data(i) - X(i-1))
    P(i) ← P(i-1) - K(i) * P(i-1) + Q
ENDFOR

Another preprocessing algorithm is the short-time Fourier 
transform (STFT), a variant of the Fourier transforms, also known as 
windowed Fourier transform or time-dependent Fourier transform, 
used to determine the sinusoidal frequency and phase of a local 
portion of a signal that changes with time. The process of calculating 
the STFT is to divide the long-term signal into several shorter equal-
length signals and then calculate the Fourier transform of each shorter 
segment separately. It usually describes changes in the frequency 
and time domains and as one of the essential tools in time-frequency 
analysis [40]. Continuously, we have that,

 (3)

 (4)

Where, f is frequency of the signal; t is time. The STFT is to truncate 
the original Fourier transform into multiple segments in the time 
domain and perform the Fourier transform separately. Each segment 
is recorded as time ti , and the frequency domain characteristics 
are obtained by corresponding FFT, and the time ti can be roughly 
estimated. The frequency domain characteristics of time (that is, 
the corresponding relationship between the time domain and the 
frequency domain is simultaneously guided). The tool used for signal 
truncation is called a window function (the width is equivalent to 
the length of time). The smaller the window, the more obvious the 
time-domain characteristics, but currently, for the number of points 
is too small, the FFT reduces the accuracy and the frequency-domain 
characteristics are not obvious. In order to ensure the improvement of 
the time domain characteristics on the basis of the frequency domain 
characteristics, it is often selected to overlap a part of the front and rear 
window functions, so that the time of the two windows is determined 
is closer to improve the time domain analysis ability. However, it is 
not better to have more overlaps. Too many overlapping points will 
greatly increase the amount of calculation which is resulting in low 
efficiency. Therefore, the number of overlapping points in the front 
and rear windows also needs to be determined. Several windowed 
models are introduced as below,

• Hamming window:

 (5)

• Hanning window:

 (6)

• Rectangular window

 (7)

• Triangle window

 (8)

• Blackman, third order raised cosine window

 (9)

• Blackman-Harris window

 (10)

In this research, the window function selects the hamming window, 
and the maximum number of DFT points is not greater than 256; user 
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input (pass value) is signal, window, overlap, N, fs, etc. According to 
the size of the window, split the signal and multiply it with the window 
function; perform N-point FFT on each signal segment and find the 
energy spectral density; Algorithm 2 described the windowing process 
on eye movement signals, and splitting the signals for further analysis 
was described in Algorithm 3 [41].

Algorithm 2 preprocessing the eye movement signal by windowing

Required: signal.vector: original signal sequence; N: length of 
signal; w: window length; noverlap: the number of overlapping 
windows; nfft: FFT/DFT points; fs sampling frequency; 
Output: signal
FOR i in (0 to w) #hamming window 
        hamming[i] = 0.54 - 0.46 * cos(2*M_PI*i/(w-1))
        windowPV ← windowPV+ pow(hammingW[i], 2)  
ENDFOR
#calculate the number of rows and columns of the short-time 
Fourier transform signal array, the number of rows is the number of 
time points, the number of columns is w
row ← (N - noverlap)/ (w - noverlap)
column ← w
half_Nfft ← nfft/2+1
FOR I in (0 to row)  
        timeV[i] ← ((float)i) /((float)(fs*(w/2+1+(w-noverlap) *i)))  
ENFOR
# separating the signals by row and column using windowing 
FOR i in (0 to row)  
       FOR j in (0 to column)  
                 signalXY[i][j] ← signal.vector[i*(w - noverlap) + j]
                 signalXY[i][j] ←  signalXY[i][j] *hammingW[j]
       ENDFOR
ENDFOR

B. Feature Extraction Methods
The feature extraction (FE) methods include time domain, frequency 

domain and model-based method. For time-domain based features, 
there are waveform, pulse, kurtosis, margin, peak and zero crossing 
rate (ZCR), etc. the ZCR is calculated by,

 (11)

Where, N is the length of the frame, n is the number of frames; 

.

Using time as an independent variable to describe changes in 
physical quantities is the most basic and intuitive expression of 
signals. In the time domain, the signal is filtered, amplified, statistical 
feature calculation, correlation analysis and other processing, 
collectively called the time domain analysis of the signal. Different 
eye movement waveforms have obvious differences. It is also feasible 
to directly analyze the waveform characteristics, such as amplitude 
and wavelength. In addition, the digital signal can also be fitted by 
the model method. As commonly used linear predictive coding (LPC). 
For eye movement signal, frequency domain-based feature methods 
mainly focus on power spectrum density (PSD) estimation. Here, we 
adopted parametric method, supposed that., eye movement signal is  
𝑥(n), the autocorrelation function of 𝑥(n) is r(k), so, the PSD is,

 (12)

Algorithm 3: FFT and STFT preprocessing for eye moving and 
tracking signals

Required:  nfft: FFT/DFT points; fs: sampling frequency
Output: S; P;
freqStep ← fs/nfft; freq[0] ← 0.0
    FOR i in (1 to nfft)  
           freq[i] ← freq_Step + freq[i-1] 
    ENDFOR  
    FOR i in (0 to row)  
        FOR j in (0 to half_Nfft)  
                Sxx[i][j] = (fft_Real[j]*fft_Real[j] + fft_Img[j]*fft_Img[j])/                
               windowPV
        ENDFOR 
    ENDFOR
     Pxx[0][0] ← Sxx[0][0]/fs
     log_Pxx[0][0] ← 10*log10f(fabsf(Pxx[0][0]))  
     pxx_Max ← log_Pxx[0][0]  
     pxx_Min ← log_Pxx[0][0]
  FOR i in (1 to row)  
          Pxx[i][0] ← Sxx[i][0]/fsFloat
          log_Pxx[i][0] ← 10*log10f(fabsf(Pxx[i][0]))  
          IF log_Pxx[i][0] > pxx_Max THEN
                 Pxx_Max ← log_Pxx[i][0]  
          ENDIF
          IF log_Pxx[i][0] < pxx_Min THEN 
                 pxx_Min ← log_Pxx[i][0] 
          ENDIF
       IF nfft mod 2 = = 0 THEN  
            FOR i in (0 to row)  
                    FOR j in (1 to half_Nfft)  
                           Pxx[i][j] ← Sxx[i][j] *2.0/fs  
                           log_Pxx[i][j] ← 10*log10(abs (Pxx[i][j])) # 
                           abs(.):absolute 
                           IF log_Pxx[i][j] > pxx_Max THEN
                                   pxx_Max ← log_Pxx[i][j]
                           ENDIF
                           IF log_Pxx[i][j] < pxx_Min THEN 
                                   pxx_Min ← log_Pxx[i][j]
                           ENDIF
                    ENDFOR
            ENDFOR  
         ELSE 
              FOR i in (0 to row)  
                        Pxx[i][half_Nfft-1] ← Sxx[i][half_Nfft-1]/((float)fs)
                        log_Pxx[i][half_Nfft-1] ← 10*log10(abs (Pxx[i]
                        [half_Nfft-1]))
                        IF log_Pxx[i][half_Nfft-1] > pxx_Max THEN  
                                pxx_Max ← log_Pxx[i][half_Nfft-1]
                        ENDIF
              ENDFOR 
               FOR i in (0 to row)  
                       FOR j in (1 to halfNfft-1)  
                               Pxx[i][j] ← Sxx[i][j] *2.0/((float)fs)
                               log_Pxx[i][j] ← 10*log10f(fabsf(Pxx[i][j]))
                               IF log_Pxx[i][j] > pxx_Max THEN  
                                        pxx_Max ← log_Pxx[i][j]
                              ENDIF
                              IF log_Pxx[i][j] < pxx_Min  
                                       pxx_Min ← log_Pxx[i][j]
                              ENDIF
                      ENDFOR
               ENDFOR
      ENDIF
   ENDFOR
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Where, ,* is conjugate; EP is expectation.

If the length of eye movement signal is smaller, the PSD may be 
adjusted by,

 (13)

Where, .

Parameter spectral density estimation first uses a certain function 
to fit the signal, then you can determine each parameter of the 
function model, and finally get the spectral characteristics of the 
parameter. When the signal fitted by the established function model is 
like the actual signal, the efficiency of the parameter spectral density 
will be relatively high. The commonly used models of modern spectral 
density are automatic moving average (ARMA), auto regressive (AR), 
moving average (MA), etc. For eye movement models, AR models are 
often used. The main advantage is that under high SNR conditions, 
a relatively high resolution can be obtained. It is suitable for short 
data processing. AR is a linear regression model that linearly combines 
random variables at several times in the early period to describe 
random variables at a certain period in the later period. It is essentially 
a linear prediction, expressed as follows:

 (14)

Where, ε(n) is a white noise sequence with variance σ2 and mean 
is zero, and c represents the order of the AR model. Therefore, the eye 
movement signal sequence 𝑥(n)  may be regarded as the output of the 
white noise sequence ε(n) through the AR model. When building an 
AR model, the first question is to determine the appropriate order. 
The order of the model is implemented in the recursion process. 
When using the LevinsonDurbin recursion method (LRM), each set 
of parameters from low order to high order can be given. When the 
minimum prediction error power of the model no longer changes, the 
correct order is acquired.

In this research, frequency domain indicators are also applied 
including center of gravity frequency (CGF), mean square frequency 
(MSF), root mean square frequency (RMSF), frequency variance 
(FV), frequency standard deviation (FSD), short-term power spectral 
density (STPSD), spectral entropy (SE), fundamental frequency (FF), 
and formant (F). We combined all signal features and used transform 
processing technologies to prepare the inputs for deep neural networks. 
The candidate transforms include FFT, non-parametric power 
spectrum (i.e., periodic graph method, Welch method), parametric 
power spectrum estimation method, STFT, wavelet transform, Hilbert 
transform, MFCC, Wigner distribution (WDF), Radon transform, and 
Gabor transform.

C. Deep Gradients Convolutional Neural Network-based 
Classification Model 

The gradient is a concept related to the directional derivative. 
The direction of the gradient is given by the angle of the gradient 
vector relative to the x-axis. The original gradient descent algorithm 
is obtained from the directional derivative, and then the momentum 
gradient descent algorithm is described. Due to the importance 
of hyperparameter learning rate to gradient descent, the gradient 
algorithm has multiple adaptive gradient descent algorithms; the 
forms of gradient descent include batch gradient descent (BDG), 
stochastic gradient descent (SGD), and mini-batch gradient descent 
(MGD); the evolution of gradient descent is mainly several adaptive 
gradient descent algorithms such as AdaGrad, RMSprop, AdaDelta, 

and Adam. Gradient descent is a commonly used optimization method 
for machine learning. The difficulty of gradient descent is mainly 
reflected in the setting of the learning rate.

The minimum point, the first difficulty in saddle point gradient 
descent optimization, is the problem of setting the learning rate 
mentioned above. When the learning rate is too low, the convergence 
speed is slow, and when the learning rate is too large, it will cause 
training shocks and may diverge. In contrast, non-convex error 
functions generally appear in neural networks. When optimizing 
such functions, another difficulty is that the gradient descent process 
may fall into a local minimum. Studies have also pointed out that this 

Algorithm 4 deep gradients convolutional neural network for eye 
movement signals classification

Required: numObservations: number of observations; 
miniBatchSize; maxEpochs; numIterationsPerEpoch
Output: loss; learnRate; epoch; Elapsed time
Iteration ← 0
numIterationsPerEpoch ← floor(numObservations./miniBatchSize);
start ← tic
FOR epoch in (1 to maxEpochs)
    idx ← randperm(numObservations)
    XTrain ← XTrain(idx)
    YTrain ← YTrain(idx)
    FOR i in (1: numIterationsPerEpoch)
        iteration ← iteration + 1
        #Read mini-batch of data and apply the transformSequences
        idx ← (i-1)*miniBatchSize+1:i*miniBatchSize;
        [X,Y,numTimeSteps] ← 
        transformSequences(XTrain(idx),YTrain(idx));
        dlX ← dlarray(X)
       # Evaluate the model gradients and loss using dlfeval.
        [gradients, loss] ←
                    dlfeval(@modelGradients, 
                    dlX,Y,parameters,hyperparameters,numTimeSteps)
        #Clip the gradients.
        gradients ← dlupdate(@(g) 
        thresholdL2Norm(g,gradientThreshold),gradients);
        # Adam optimizer for updating the network
        [parameters,trailingAvg,trailingAvgSq] ← 
        adamupdate(parameters,gradients, ...
            trailingAvg, trailingAvgSq, iteration, learnRate)
        IF plots == “training-progress”
            D ← duration (0,0, toc(start),’Format’,’hh:mm:ss’)
            loss ← mean (loss/ numTimeSteps)
            loss ← double(gather(extractdata(loss)))
            loss ← mean(loss)
            addpoints(lineLossTrain,iteration, mean(loss));
            title (“Epoch: “ + epoch + “, Elapsed: “ + string(D))
            drawnow # plot the results
        ENDIF
   ENDFOR    
   IF mod(epoch,learnRateDropPeriod) == 0
        learnRate = learnRate*learnRateDropFactor;
   ENDIF
ENDFOR
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difficulty does not come from the local minimum, but more from the 
saddle point, those that are increasing in one dimension and decreasing 
in another dimension. Points with the same error usually surround 
these saddle points. Because the gradient in any size is approximately 
0, it is difficult for SGD to escape from these saddle points.

The neural network’s main task is to find the optimal parameters 
(weights and biases) during learning. This optimal parameter is also 
the parameter when the loss function is minimal. However, in general, 
the loss function is more complicated, and there are many parameters, 
so it is impossible to determine where to obtain the minimum value. 
So, the gradient method is the method to find the minimum value (or 
as small as possible) through the gradient. It is noted that the gradient 
indicates the direction in which the function value at each point 
decreases the most, so the path of the gradient does not necessarily 
point to the minimum. But along its direction can minimize the value 
of the function. Therefore, when looking for the minimum value 
(or as small as possible) of the function, use the information of the 
gradient as a clue to determine the direction of progress. Currently, the 
gradient method comes in handy. In the gradient method, the value 
of the function advances a certain distance from the current position 
along the gradient direction, then recalculates the gradient in the new 
direction, and then advances along the new gradient direction, and 
so on. Like this, the process of gradually decreasing the value of the 
function by continuously advancing in the direction of the gradient 
is the gradient method (gradient method). In neural networks (deep 
learning), the gradient method mainly refers to the gradient descent 
method [39]. We designed a deep gradients convolutional neural 
network-based classification model, which is illustrated in Fig.1.

Algorithm 4 introduced the process of the network proposed.

III. Results and Discussion

A. Data Acquisition and Preprocessing
Normally, the amplitude of the eye movement signal is in the range 

of 0.4-10mv, and the frequency is between 0-38Hz; the main frequency 
is 0-10Hz. While in this experiment, the Sampling frequency used for 
eye tracking is 600Hz. Eye image stream frequency is approximately 
10 Hz.  Accuracy is 0.3° at optimal conditions (down to 0.16°); 8-bit 
timestamped data (256 event codes) event-driven detection with a 
timestamp accuracy of 50 µs; Operating distance is of 55 to 75 cm 
from the eye tracker reference point; freedom of head movement is 
34 cm width x 26 cm height at 65 cm, that means at least one eye 
tracked. Two cameras capture stereo images of both eyes for accurate 
measurement of eye gaze and position in space. The experiment uses 
a “non-invasive” technology based on video oculographic (VOG),. The 
specific model is Tobii’s X6, 0/120 series of bare machines; the user’s 
range of activities is limited to a square of 2 meters, and authorized test 
personnel are required to place their chin on a fixed bracket to obtain 
more accurate data. The system compensates the head movement, 
and the specified head movement range is 44×22×30cm (length, width 

and height). This experiment collected 16 group signals (8 males, 8 
females, 18-22 years old). Fig. 2 shows the original tracking patterns, 
in which the black dots are the location, lines between dots are the 
traces. Fig. 3 shows the signals processed by using SIFT. FFT applied 
for eye-tracking signals is acquired from the experimental platform. 
(shown in Fig. 4)

Fig. 2. Eye movement tracking scene experiment.
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convolutions convolutions
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Fig. 1. deep gradients convolutional neural network for eye movement signals classification.
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Fig. 3. Eye movement preprocessed signals acquired by eye tracking lab 
system Tobii pro.

 

 

 

Fig. 4. FFT applied for Eye movement signals.

B. Classification Results and Discussion
Frequency, sample frequency, eye gaze, eye position, moving speed, 

peak value of signals, time-synchronized average (TSA), amplify, 
root mean square, Impulse Factor, Signal-to-Noise Ratio (SNR), Total 
Harmonic Distortion (THD). The input features dataset is listed in 
Appendix A. The original training dataset for eye movement signals 
with features and manual labels are illustrated in Fig. 5. The features 
were labeled by a group of person in advance using investigation 
system. We have the 600 rows with 13 columns which including 12 
features and 1 label for 4 affective of nervous, calm, happy, and sad. We 
also developed an evaluation index table for the performance of the 

classification model. TP is true positive, TN is true negative, FP is false 
positive, and FN is false negative. Then we have that, Accuracy (A) 
is for the entire model, the number of prediction pairs is higher than 
the total number of samples. Accuracy is TP+TN/(TP+TN+FP+FN). 
Precision (P) is the prediction is correct for a certain target, which is 
compared to the total number of that type predicted, P is TP/(TP+FP). 
Recall (R) or recall rate is for a certain category that how much of the 
category has been predicted in total. R is TP/(TP+FN). F1-score is for 
the case of the precision rate and the recall rate are always opposites; 
F1-score is an indicator that can balance the two to choose an optimal 
value. F1 is 2(PR)/(P+R). The proposed DGCNN classification results 
are shown in Fig. 6, which is the accuracy predictive matrix and AOC 
for DGCNN classification model and Fig. 7 shows the ROC curvature 
for the TPR and FNR by selecting affective of “calm”; the average 
accuracy of effective is more than 87.2%. Fig. 8 shows the predictive 
class matrix of decision tree (DT) model for eye-tracking signals; Fig. 9 
shows the predictive class matrix of Gaussian naïve Bayes, and Fig. 10 
shows the predictive class matrix of KNN model.
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Fig. 5. The original training dataset for eye movement signals with features 
and manual labels.
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Fig. 6. Accuracy predictive matrix and AOC for DGCNN classification model.
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Fig. 8. Predictive class matrix of decision tree model for eye movement and 
tracking signals.
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Fig. 9. Predictive class matrix of Gaussian naïve Bayes model for eye movement 
and tracking signals.

Tr
ue

 C
la

ss

Predicted Class
TPR FNR

'calm'

'calm'

'happy'

'happy'

'nervous'

'nervous'

'sad'

'sad'

KNN

88.5% 1.2% 5.8% 3.5%

5.7% 85.7% 2.7% 5.6%

6.5% 2.5% 87.2% 3.8%

2.3% 6.5% 5.9% 85.3%

88.5% 11.5%

85.7% 14.3%

87.2% 12.8%

85.3% 14.7%

Fig. 10. predictive class matrix of KNN model for eye movement and tracking 
signals.

The matrix known that the proposed DGCNN performs a much 
higher predicted class in TPR and lower in FNR. Furthermore, 
more indices are developed for comparing the proposed model for 
classifying affective signals in which, A is accuracy; S1 is sensitivity; 
S2 is specific; PP is positive predictive; NP is negative predictive; PL 
is positive likely; NL is negative likely; F1 is f1-score which defined 
based on TPR and NPR. The comparing results are shown in Table I. 

TABLE I. Comparative Analysis on the Different Classifiers and the Proposed Classification Model for Acoustic Signal Analysis with STFT 
Preprocessed Signals

Classifier/Evaluation Metrics A S1 S2 PP NP PL NL F1

ANN [43] 76.40% 81.23% 77.43% 78.12% 77.12% 7.21 0.13 0.91

MCSVM [44] 78.76% 82.12% 76.43% 76.32% 75.32% 7.22 0.12 0.82

LSTM [45] 81.42% 82.33% 76.78% 79.34% 77.32% 7.21 0.12 0.87

R-CNN [46] 82.43% 84.65% 78.76% 81.32% 78.12% 6.31 0.14 0.88

Fast R-CNN [47] 85.54% 84.43% 82.45% 82.57% 81.11% 6.54 0.12 0.87

VGG-16 [48] 85.43% 83.87% 84.67% 79.89% 81.81% 6.66 0.14 0.90

GoogLeNet [49] 87.11% 84.65% 83.55% 84.90% 81.78% 7.54 0.14 0.92

AlexNet [50] 85.76% 82.48% 85.12% 83.43% 82.32% 7.35 0.14 0.93

DGCNN (*) 88.10% 85.98% 82.69% 84.09% 84.87% 7.55 0.12 0.94
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And the proposed DGCNN has still in high effectiveness in A, S1, NP, 
PL, and F1. Table I shows the comparing results for those indices, in 
which the DGCNN performs high effectiveness in most indices.

IV. Conclusion Remarks

This article mainly studies the acquisition and preprocessing of eye 
movement signals, endpoint detection, effective eye movement signal 
extraction, feature extraction, and compares classification algorithms 
such as SVM, Bayes, and GoogleNet to verify the effectiveness of 
this method; eye movement analysis method is an effective method 
for studying human cognitive processing. Its advantages of harmless, 
ecological and high-efficiency are difficult to replace by general 
research technology; eye-tracking technology has become the 
foundation of psychology, neuromarketing, neurocognition, user 
experience technical methods for visual behavior and human behavior 
in many fields such as research and market research, recently, deep 
CNN was also used in sentiment analysis and emotion detection in 
conversations [51]. The research limitation is that the eye-tracking 
signals need to be converted and lose some information in feature 
extraction. Furthermore, future research requires multimodal 
physiological signals; on the other hand, more human emotion 
classifications also need to be further evaluated.

Eye movement signals can better characterize the emotional 
state and perform efficient classification; in this paper, the eye-
tracking signals can be transformed into the standard input of the 
convolutional neural network by utilizing the eye movement signals’ 
transformation and preprocessing. The effectiveness of the method is 
verified by comparison analysis. In future works, affective computing 
will be widely applied to medical rehabilitation, and assisting autistic 
people for their emotional changes, applying affective computing in 
education to realize the collection and analysis of learning status and 
guiding the selection of content progress. The computer can perceive 
the user’s preference for music and based on the understanding 
and judgment of the emotional response, provide users with more 
interesting music playback.
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