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Abstract

In this paper we propose a theoretical model of an ITS (Intelligent Tutoring Systems) capable of improving and 
updating computer-aided navigation based on Bloom’s taxonomy. For this we use the Bayesian Knowledge 
Tracing algorithm, performing an adaptive control of the navigation among different levels of cognition in 
online courses. These levels are defined by a taxonomy of educational objectives with a hierarchical order 
in terms of the control that some processes have over others, called Marzano’s Taxonomy, that takes into 
account the metacognitive system, responsible for the creation of goals as well as strategies to fulfill them. The 
main improvements of this proposal are: 1) An adaptive transition between individual assessment questions 
determined by levels of cognition. 2) A student model based on the initial response of a group of learners which 
is then adjusted to the ability of each learner. 3) The promotion of metacognitive skills such as goal setting 
and self-monitoring through the estimation of attempts required to pass the levels. One level of Marzano's 
taxonomy was left in the hands of the human teacher, clarifying that a differentiation must be made between 
the tasks in which an ITS can be an important aid and in which it would be more difficult. DOI:  10.9781/ijimai.2021.05.006

I. Introduction

THE use of computers as helping devices in education started in 
the early 1960s [1], this was called Computer Assisted Instruction 

(CAI), which interacted directly with the student, rather than assisting 
a human professor. A text with questions was shown to the student, 
who had to provide a brief answer and a set of instructions, and then 
let the system continue with the next questions. The answers provided 
by the student were evaluated by the system according to specific 
patterns. CAIs were frame-oriented systems where, sometimes, 
students' learning was stimulated while they were engaged in some 
activity, such as a simulation or a game [2].

During the 70s some Artificial Intelligence (AI) techniques were 
added to CAI design and were redefined as knowledge-based or 
Intelligent Computer-Aided Instruction (ICAI) [2]. The teaching 
strategies were provided by human teachers and written as a set of 
rules that ICAIs had to apply, to lead students towards an efficient 
learning process of the subject. In addition, the development of ICAIs 
allowed the introduction of didactic material to analyze the student’s 
performance after the application of individual tutoring strategies. 

Hartley and Sleeman, based on their definition of “intelligent 
teaching”, described that “a necessary ingredient of an intelligent 

teaching system is a decision-making algorithm which has specific 
information about the teaching domain and objectives” [3]. In addition, 
they identified two types of components necessary to implement 
ICAI’s decision-making procedures: first, a knowledge representation, 
for the teaching task and the student model; and second, a control 
strategy, based on a set of teaching operations and a set of mean-ends 
guidance rules. 

ICAIs were rebranded as ITS (Intelligent Tutoring Systems) and 
defined as dynamic and adaptive systems for personalized instruction 
based on students’ characteristics and behavior. Their design is the 
outcome of integrating knowledge from various fields such as: AI, 
cognitive psychology and educational research. The architecture of an 
ITS is composed by four modules [4]:

• Domain model: It contains knowledge about the subjects that must 
be learned. It is also called knowledge model.

• Student model. The structure that stores the student’s knowledge 
status, what the student knows or does not know about the domain.

• Instructional model. It defines the teaching and tutorial strategies. 
It is also called the teacher model or pedagogical module.

• Interface. It is the media that allows the interaction between the 
user and the computational system.

Fig. 1 shows the architecture based on these four modules and the 
way in which the flow of information between them and the user is 
performed.
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Fig. 1. Architecture of an Intelligent Tutoring System.

From the beginning of the development of ITS there is a very 
important criticism against them, which consists in affirming that 
they are not well grounded in a model of learning, and that they seem 
more motivated by available technology than by educational needs [4]. 
That is why the authors of this work propose to start from a student 
advancement system through a taxonomy of educational objectives 
used in a previous CAI system [5], updating its cognitive foundations 
and at the same time adding adaptability through a Bayesian model.

The purpose of this work is to propose a theoretical model of an 
ITS capable of improving and updating computer-aided navigation 
based on cognitive levels. Our main contribution is the articulation 
of Marzano’s taxonomy of educational objectives, which takes into 
account the metacognitive system, with the Bayesian Knowledge 
Tracing algorithm to probabilistically model learners’ knowledge.

II. Previous Work

We classified Intelligent Tutoring Systems into three big groups:

1. Knowledge tracing systems: The systems in the first category 
model the mastery level of learners and make predictions about 
it. Some examples are Bayesian Networks to implement a control 
shared between the students and the machine to track the process 
of studying linear equations [6], the use of Artificial Neural 
Networks in children games to determine the right amount 
of difficulty for each user [7] and Formal Concept Analysis to 
determine the type of feedback corresponding to each student 
when solving a given task [8].

2. Conversational agents: Systems in this category use natural 
language processing to interact with students simulating a 
human conversation, this is possible because students type text 
strings either in chat like interfaces or Learning Management 
Systems sections, and then they are computationally processed. 
Some examples of the techniques used in these systems and their 
objectives are semantic web technologies to let students inspect, 
discuss, and alter their learner models [9], ontologies to model 
cultural awareness of users through DBpedia database [10], and 
semantic processing based on conceptual representations to 
autonomously respond to students’ introductions, posted weekly 
announcements, and answer frequently asked questions [11].

3. Affective tutoring systems (ATS): They are ITS that track the 
emotional state of student [12]. It is worth mentioning that most 
of the time a generalized emotional response is estimated, not 
towards specific problems. ATS are divided into two categories, 
sensor-based, and sensor-free:

Sensor based ATS: They use devices such as physiological sensors, 
pressure sensors, cameras, and eye-trackers. Some examples of 
these prototypes use photoplethysmographic signals to track 
reading difficulty [13], a mouse with pressure sensors to measure 
students’ stress [14], facial recognition and the measurement of 
skin conductance to determine the affective response to concrete 
problems [15], and eye-tracking to hypermedia environment 
adaptation [16].

Sensor-free ATS: They aim to find a correlation between students’ 
emotions and characteristics like interaction logs like number of 
hints seen, number of hints available, number of skipped tasks, 
time spent for tasks and time between actions [17] and filled 
surveys or self-assessment reports, where students report their 
own feelings, emotions, or mood in a particular learning situation 
[18]. There are also scopes belonging to this category or to the 
conversational agents’ category and they aim to monitor students’ 
emotions through their interaction with chatbots [19].

Table I shows nine intelligent tutoring systems that are important 
for the proposal of this work.

As we can see, Bayesian techniques are used to classify learners 
according to their characteristics and to model their knowledge and 
performance in an adaptive way. We can also observe that most of the 
jobs in Table I are based on the level of knowledge of the learners. Our 
proposal consists of a knowledge tracking system based on a Bayesian 
model that guides students through specific cognitive levels, to select 
these levels, we start from the navigation of a CAI system called SAGE.

III. SAGE

SAGE (Sistema de Apoyo Generalizado para la Enseñanza 
Individualizada) is a CAI system developed at Tecnológico Autónomo 
de México (ITAM) [5]. The system has the following characteristics:

A. Individual Teaching
SAGE allows the learner to select a sequence of topics while meeting 

the prerequisites for each lesson. This individual teaching approach 
allows students to take into account variations in their scores and to 
compare it with the group average, noting their position inside the group.

B. Content Map
SAGE is based on a content map that organizes subjects from the 

general to the particular and dependencies are established between 
the course subjects. Therefore, if the students need to check subjects 
where they do not need previous knowledge, they will be able to do 
that, but if they do not have the pre-requirements, the system will not 
allow them to see the lessons.

C. Bloom’s Taxonomy
Students can progress through lessons solving tests according 

to the levels of Bloom’s taxonomy, this taxonomy operationalizes 
thinking processes inside a hierarchy which helps to select, describe 
and evaluate the behaviors that are going to be taught. This is derived 
from a learning model that considers three domains: cognitive, 
affective, and psychomotor [29]. The authors proposed six levels for 
the cognitive level:

• Knowledge: Involves all those behaviors that consist of 
memorization.

• Comprehension: Understand the message inside the 
communication process.

• Application: It is the transference of acquired knowledge to similar 
or almost new situations, this means, to make generalizations.

• Analysis: Split knowledge in their constitutive elements so the 
relative hierarchy of ideas appears clearly.

• Synthesis: It means the reunion of the elements and parts to form 
a whole.

• Evaluation: Consists in judging if a determined set of knowledge 
satisfies or not a specific criterion.

SAGE covers the first four levels of Bloom’s taxonomy (knowledge, 
comprehension, application, and analysis) according to specific types 
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of questions, Table II shows the correspondence between evaluation 
strategies and cognitive levels.

Fig. 2 shows the steps that a learner must carry out in SAGE to select 
and pass a lesson, and the steps carried out within each of the first four 
cognitive levels of Bloom’s taxonomy (knowledge, comprehension, 
application, and analysis). 

IV. Proposal

The characteristics and operating principles of the proposed ITS are 
described below.

A. Adaptive Learning
The system will allow the navigation path between lessons to 

automatically adapt to the progress of the learner’s skills. For this, the 
student model starts from the performance of the group to later adapt 
to individual needs through the Bayesian model.

B. Bayesian Knowledge Tracing
Transitions between lessons are defined according to the Bayesian 

Knowledge Tracing algorithm, a tool developed by Anderson and 
Corbett [30] that modelled the acquisition of knowledge and skills as 
a Hidden Markov Model, this means, a Markov process with unknown 
parameters known as hidden states that must be determined from some 
observable outputs. The unknown parameters are the knowledge and 
skills that students should possess when their lessons are finished, and 
the observable outputs are the answers to the evaluation questions, 
where two options exist: “right” and “wrong”.

A personalized sequence of questions is presented to the learner 
based on probability estimates until the student has mastered each 
skill. The transition probability represents the odds of a progression 
between knowledge units, while the emission probability represents 
the odds of an accurate evaluation. Both probabilities are calculated 
through a computational procedure that is a variation on one 
described by Atkinson [31] that employs two learning parameters and 

TABLE I. Examples of intelligent Tutoring Systems 

Authors Educational field IA techniques Purposes of IA techniques Learner’s characteristics

Muñoz, Ortiz, Gonzalez, 
Lopez, and Blobel [20]

Childhood disease 
management

• Bayesian technique (Bayesian 
network)

• Define and update student’s 
knowledge level

• Learner’s knowledge 
• Learner’s performance

Costello [21] Computer 
programming

• Data mining technique 
(Intelligent clustering 
algorithms) 

• Condition action rule-based 
reasoning

• Presenting adaptive learning 
content 

• Adaptive recommendation 
generation 

• Updating learning styles

• Amalgamated learning style 
• Learner’s preference 
• Learner’s performance

Myneni, Narayanan, 
Rebello, Rouinfar, and 
Pumtambekar [22]

Physics education • Bayesian technique (Bayesian 
network) 

• Prediction adaptive learning 
content 

• Adaptive feedback and hint 
generation

• Learner’s knowledge 
• Learner’s behavior 
• Learner’s performance

Weragama and Reye 
[23]

Computer 
programming

• Bayesian-based technique 
(Bayesian network)

• Determining and updating the 
student model

• Learner’s responses to 
learning activities

Hooshyar, Ahmad, 
Yousefi, Yusop, and 
Horng [24]

Computer 
programming

• Intelligent multi-agent 
• Bayesian technique (Bayesian 

network)

• Adaptive feedback and 
recommendation generation 

• Levels of knowledge 

• Learner’s knowledge 
• Learner’s feedback

Grawemeyer et al. [25] Math • Bayesian technique (Bayesian 
network classifying and 
reasoning)

• Classifying the learners affect 
states 

• Adaptive feedback generation

• Affect states 
• Reasoning stage 
• Learner’s interaction

El Ghouch, El Mokhtar, 
and Seghroucheni [26]

Designed for variant 
courses 

• Bayesian technique (Bayesian 
network classifying) 

• Classifying the learners based 
on learning styles 

• Learning style

Grivokostopoulou, 
Perikos, and 
Hatzilygeroudis [27]

AI curriculum • Condition action rule-based 
reasoning (Rule-based expert 
system) 

• Data mining technique 
(decision tree)

• Presenting adaptive exercises 
• Learners evaluation 

(prediction of the student 
performances)

• Learner’s knowledge level 
• Learner’s performance

Mostafavi and Barnes 
[28]

Philosophy & 
Computer science 
(solving logic proof 
problems)

• Bayesian-based technique 
(Bayesian knowledge tracing) 

• Data mining technique 
(Cluster-based classification)

• Evaluation and prediction of 
the learner’s performance 

• Classification of the learners 
based on their performances

• Student performance 
• Learner’s knowledge

TABLE II. Correspondence Between Strategies and Cognitive Levels 

Type of question Knowledge Comprehension Application Analysis Synthesis Evaluation
Brief answer ü ü

Completing ü ü

Multiple option ü ü ü ü

Matching ü ü

Alternative answer ü ü

Arranging ü

Essay ü ü ü ü
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two performance parameters: Initial Learning or p(L0) is a learning 
parameter that indicates the probability that a skill is in the learned 
state prior to the first opportunity to apply it, Transition or p(T) was 
described before as the transition probability and it is the second 
learning parameter. On the other hand, the emission probability 
is decomposed into two performance parameters: Guess or p(G) is 
the probability that a student will guess correctly if a skill is in the 
unlearned state and Slip or p(S) is the probability that a student will 
make a mistake if a skill is in the learned state. Equations (1), (2), and 
(3) show the relations between parameters when Initial Learning 
is updated to p(Ln) [32] where n is the discrete time measure that 
increases each time an exercise is answered, what is called Actionn.

 (1)

 (2)

 (3)

Every Actionn has two possible results: correct answer (Correctn) 
or incorrect answer (Incorrectn). In this way, the parameters p(L0), 
p(T), p(G) and p(S) can be calculated from the group’s answers, and 
as each student solves the questions, their p(Ln) will progressively be 
adjusted depending on whether their individual answers are correct 
or incorrect.

C. Marzano’s Taxonomy
The questions that allow making transitions between lessons are 

planned according to Marzano’s taxonomy, a taxonomy of educational 
objectives that proposes a hierarchical order in terms of the control 
that some processes have over others. The model presents three 
mental systems: self- system, metacognitive system, and the cognitive 
system. When the execution of a new task is required, the self-system 

is responsible for assessing the importance of the task, the probability 
of success, the present motivation to accomplish it, and the emotional 
response to the task. Depending on these factors the task is accepted 
or rejected. When the task is selected, the metacognitive system 
is responsible for the creation of goals to be achieved, as well as 
strategies to fulfill these goals. Later, the cognitive system deals with 
information processing and the analytical operations through four 
levels of cognition: retrieval, comprehension, analysis, and knowledge 
utilization  [33]. Table III shows correspondence between systems, 
levels and tasks in Marzano’s taxonomy.

The automation of the fourth level of Marzano’s taxonomy, which 
corresponds to knowledge utilization, would require advanced 
evaluation of texts, therefore the experimental work would be difficult 
to take into account. The complexity of this level is high for the 
machine while for the human tutor it is almost intuitive. According 
to this, the level of utilization of knowledge will be for now in the 
hands of the human tutors. On the contrary, the Bayesian Knowledge 
Tracing algorithm will guide the transitions between the retrieval, 
comprehension, and analysis levels in which it is more feasible to use 
questionnaires with correct and incorrect answers.

TABLE III. Systems, Levels, and Tasks in Marzano’s Taxonomy

System Level Tasks
Cognitive Retrieval Retrieval

Comprehension Integrating, symbolizing

Analysis Matching, classifying, analyzing 
errors, generalizing, specifying

Utilization Decision making, problem solving, 
experimenting, investigating

Metacognitive Metacognitive Specifying goals, process 
monitoring, monitoring clarity and 

accuracy

Self-system Self-system Examining importance, efficacy, 
emotional response and overall 

motivation

The function of the metacognitive system within the algorithm 
is not a continuation of the cognitive levels, so its role within the 
knowledge tracing system will be implemented as a function in which 
the student will be asked how many attempts they will need before 
the algorithm allows them to go to the next level, thus promoting 
goal setting and self-monitoring. The system will display the number 
of attempts that the learner estimated and will advise whether the 
prediction was correct or not. Fig. 3 shows the steps we propose 
for a student to pass a lesson, the steps carried out within each of 
the first three cognitive levels of Marzano’s taxonomy (retrieval, 
comprehension, and analysis), and the step when the learner is asked 
to estimate the number of attempts it will take to pass.

Regarding the self-system, it is worth mentioning that the adaptive 
control will let the fastest learners to move forward easily and the 
slowest learners will be able to move according to their own pace, 
according to the adjustment of its parameters, avoiding the states of 
boredom and anxiety that appear when the level of challenge of the 
activities does not correspond to the student’s abilities [34]. In the 
future, an Affective Tutoring System could be linked to be in charge of 
monitoring the aspects that correspond to the self-system. We would 
prefer a sensor-free system to avoid the system being invasive.

V. Conclusion

The main improvements of our proposal compared to computer-
assisted navigation based on cognitive levels are: 1) The adaptive 
transition between individual questions determined by levels of 
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Application

Analysis
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Lesson
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Fig. 2. Navigation in SAGE through the levels of Bloom’s taxonomy. a) 
Workflow of a lesson. b) Subprocess that represents the steps within 
knowledge, comprehension, application, and analysis.
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cognition. 2) The possibility of starting the student model based on the 
general response of the group and adjusting it according to the ability 
of each learner. 3) The promotion of metacognitive skills such as goal-
setting and self-monitoring.

It is worth mentioning that SAGE is based on individualized 
teaching that at the end of the lessons allows a comparison with the 
general performance of the group, so its point of comparison is not 
personalized and could have very different effects on students with 
different levels of performance. On the contrary, our proposal starts 
from common parameters that are adjusted in a personalized way, so 
that the point of comparison is the learners themselves and in this way 
the level of challenge can be according to their skill level.

In the field of Technology Enhanced Learning, it is important to 
bear in mind that there are mechanical and repetitive activities that 
are simple to perform but involve a large amount of time, and complex 
activities that require considerable effort to perform in a personalized 
way, especially in large groups. The first can be automated by means 
of simple resources, as in this case self-grading questionnaires are 
used for the first three cognitive levels. The second can be assisted by 
means of artificial intelligence tools, such as personalized transitions 
between levels according to the Bayesian model. However, there are 
many activities in which the human teacher has a great advantage 
over machines and automating them would lead to imprecise and 
incomplete processes, such as the evaluation of the knowledge 
utilization level of Marzano’s taxonomy. As Sánchez-Prieto et al. [35] 
said, “it is the moment to reflect on the students’ perceptions of being 
assessed by a non-conscious software entity like a machine learning 
model or any other artificial intelligence application”.

Clearly delimiting the role of the intelligent tutor system and the 
human teacher based on a learning model, as in this case, will make 
it clear that the human teacher is not substitutable and that these 
types of systems are auxiliary tools for learning. That is, tools can be 
built to extend teachers’ capabilities; for example, in Villagrá-Arnedo 
et al. [36], based on a probabilistic performance prediction system, 
teachers are given insights on students’ learning trends to identify 
best moments for their intervention.
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