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Abstract

Brain pathological changes linked with Alzheimer's disease (AD) can be measured with Neuroimaging. In 
the past few years, these measures are rapidly integrated into the signatures of Alzheimer disease (AD) with 
the help of classification frameworks which are offering tools for diagnosis and prognosis. Here is the review 
study of Alzheimer's disease based on Neuroimaging and cognitive impairment classification. This work 
is a systematic review for the published work in the field of AD especially the computer-aided diagnosis. 
The imaging modalities include 1) Magnetic resonance imaging (MRI) 2) Functional MRI (fMRI) 3) Diffusion 
tensor imaging 4) Positron emission tomography (PET) and 5) amyloid-PET. The study revealed that the 
classification criterion based on the features shows promising results to diagnose the disease and helps in 
clinical progression. The most widely used machine learning classifiers for AD diagnosis include Support 
Vector Machine, Bayesian Classifiers, Linear Discriminant Analysis, and K-Nearest Neighbor along with 
Deep learning. The study revealed that the deep learning techniques and support vector machine give higher 
accuracies in the identification of Alzheimer’s disease. The possible challenges along with future directions are 
also discussed in the paper. DOI:  10.9781/ijimai.2021.04.005

I. Introduction

THE most frequent form of dementia is Alzheimer's disease. About 
1 out of 85 people in the world are suspected to have Alzheimer's 

Disease by 2050 [1]. In this disease, neurons are lost because of the 
accumulation of abnormal proteins in the form of plaques tau tangles of 
neuro-fibrillary in the brain of a person [1]. AD occurs in the temporal 
lobe of the brain and hippocampus [1] thus changes the brain even 
before the symptoms of dementia occur [2]. It has been proposed that 
this inescapable decay can be a profitable marker of neurodegeneration, 
as estimated with sMRI (Structural Magnetic Resonance Imaging). 
Moreover, functional MRI (fMRI) and fluorodeoxyglucose positron-
emission tomography (FDG-PET) [3], [4] detect the alterations in 
function, metabolism, and connectivity. In the starting stages of AD, 
it becomes hard to distinguish between the patterns with quantitative 
analysis and even with radiological readings, this is because of the 
nuance in the pattern. So, it is challenging to diagnose and monitor 
disease at its early stage.

Individuals in the underlying phase of Alzheimer’s Disease are 

considered to have Mild-Cognitive-Impairment (MCI) [5], even 
though not every individual grows Alzheimer’s Disease having MCI. 
Mild-Cognitive-Impairment is a provisional phase from typical to 
Alzheimer’s Disease, where an individual has gentle changes in the 
psychological capacity, which is evident to the individual and family 
members, yet the individual can perform daily routine activities.

Around 15 to almost 20% of individuals, matured to 60+ or more 
have Mild-Cognitive-Impairment, and 30 to almost 35% of people 
with MCI grow to AD within 4 years [6]. This transition takes time 
between six to three years, yet ordinarily, it takes a year and a half. 
MCI patients would then be able to be classified as Mild-Cognitive-
Impairment converters or non-converters; means that the individual 
may or may not have changed to AD within a year and a half. There 
are additionally different subtypes of MCI that are occasionally 
referenced in the writing, for example, first MCI. The utmost critical 
hazard influences for Alzheimer’s Disease are family ancestries as 
well as the nearness of linked qualities in an individual’s genes. An 
Alzheimer’s Disease evaluation depends on a medical assessment, 
just as an exhaustive meeting of the patient and their family members 
[7]. The evaluation of Alzheimer’s Disease must be completed using 
dissection, which is not clinically useful [8]. Without this ground-
truth information, individuals require additional models to diagnose 
Alzheimer’s Disease. These measures can enhance the comprehension 
of AD, and make analysis workable for existing individuals. 
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Various neuroimaging studies, which have used region of interest 
(RoI) to find out the subtle changes related to AD, were solely dependent 
on previous knowledge to suggest the selection of features, ignoring 
the changes in the brain besides the region studied. Fig 1 demonstrates 
the general flow of the CAD system in the diagnosis of Alzheimer’s. 
In contrast, machine learning is a systematic approach that develops 
automatic as well as objective classification and analyzes huge 
amounts of data either complex or simple and efficiently distinguishes 
between the subtle changes occurring in the brain images.

Mostly, feature extraction and classification methods, i.e.; 
classification frameworks make predictive models [9] to help in decision 
making and facilitating automation of medical decisions. Moreover, 
imaging markers or records can be created by using classification 
frameworks with improved affectability and an individual’s specificity. 
This makes a more individualized and tolerant customized approach, 
which is basic in the present period of customized medication. It 
permits to encourage the thought of hereditary or way of life dangers, 
by using progressed computational control. In the past decades, a lot of 
work has been done on the neuroimaging-based classification of AD, 
to make it computerized to diagnose at its early stages. Its rapid study 
has motivated us to summarize different AD-related work from feature 
extraction using different neuroimaging data to different classification 
methods. Moreover, we discuss problems related to the limited sample 
size and data setting variability by analyzing different studies. The 
most significant and primary test in AD appraisal is to decide if 
somebody has Mild-Cognitive-Impairment and to anticipate if a Mild-
Cognitive-Impairment individual will build up into neurodegenerative 
sickness. Different phases of the disease, for example, early/late MCI 
are equally important to diagnose. Identifying AD utilizing Deep 
learning is generally a test for analysts due to:

• Poor quality images during the pre-processing phase. 

• Unavailability of publicly available large data samples for research. 

• Limited labeled dataset for AD.

• Deficiency of essential data points, specifically for the identification 
of ROI in the cerebrum. 

The general flow of the CAD system in the diagnosis of 
Alzheimer’s is demonstrated in Fig. 1. We will generalize the existing 
AD classification studies. Furthermore, critical parts, which were 
previously not explored in AD will also be discussed. The past review 
papers on AD [4], [10], limited AD classification to MRI but the 
pathological changes in the brain-related to AD can be diagnosed by 
several different modalities of imaging which include FDG-PET and 
amyloid-PET. This is the reason that a comprehensive review of AD 
classification is needed.

This paper also discusses cross-validation strategies i.e. independent 
training and testing of classification algorithms. It uses two strategies, 
split-n-train and k-fold cross-validation [11], [12] for unbiased results. 
We further discuss the different imaging modalities used for AD 
identification along with machine learning techniques and algorithms 
used in this domain. We conclude our review by highlighting the 
limitations and research challenges along with possible future research 
directions for researchers. 

II. Scope of this Review

Computer-Aided-Diagnosis (CAD) of Alzheimer’s has opened 
an important area for the early detection of Alzheimer’s Disease. In 
this survey, the papers are reviewed from repositories of IEEE, ACM 
libraries, Science Direct, Springer containing keywords like AD, 
Alzheimer’s Disease, deep learning, machine learning, and image 
processing. These all online databases were selected as they are well-
known for their authenticity and they offered the most significant 
peer-reviewed articles covering the field of image processing, machine 
learning, and deep learning. While going through these databases, the 
terms used for searching was expecting to cover most of the effort 
including image processing, neural networks, and machine learning 
approaches for the identification of Alzheimer’s Disease. The scope 
of the paper is to make a survey and analyze the studies and research 
of different groups in image processing-based approaches as well as 
machine learning-based techniques. This paper also helps the new 
researcher who is starting to explore the computer-aided methods for 
AD diagnosis.  Fig. 2 shows a general overview of this paper.
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Fig. 2. The overall flow diagram of the survey.
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III. Imaging Modalities

Different enhanced imaging techniques are being used to identify 
the signals that are leading toward more accurate AD detection. The 
quantitative analysis of brain degeneration identification is being 
more comprehensively applied.  Diverse neuroimaging-based signals 
like CT scan, PET, sMRI, fMRI, and DTI are utilized to produce a more 
conclusive prediction.

A. Computerized Tomography (CT) Scan
CT scan is a cross-sectional illustration of the brain region that is 

produced with the help of an x-ray with a constant bombardment of 
radioactive rays. These images are 100% more transparent than normal 
x-rays. CT scans cannot be considered as a benchmark for the early 
detection of AD as other advanced methods are providing precise 
and accurate results. Some studies tried to endorse its efficiency in 
affected AD detection by emphasizing its coherence and cost-effective 
conclusions in comparison with other techniques like PET or MRI. It is 
safe to conclude that it does not play any substantial role in the early 
detection of AD.

B. Positron Emission Tomography (PET) 
PET scan is a volumetric subatomic illustration method that is used 

to obtain a 3D brain scan on anatomical and sub-anatomical levels. 

PET scanning is done by administering or inhaling a radioactive 
isotope as a tracing agent also known as a radiotracer. That works as a 
positron-emitting spec for the subject. Then this radiotracer is detected 
by a scanning machine. Afterward, the scanner provides a digital image 
(illustration) of the radiotracer spread in the subject body. The nature 
of the PET scan depends on a different kind of radiotracer being used. 
The cost of PET scanning has been raised due to the use of cyclotron 
agents that play an essential role in the preparation of radiotracer. As 
the brain functionality depends on the consumption of blood sugar, so 
the illustration can be deduced that glucose consumption and neural 
functioning are directly proportional. The PET scan is very peculiar in 
the prediction of AD even with mild symptoms. The working of PET 
scanning is quite effective, but the reasons mentioned above show that 
this is not a healthy diagnostic method.

C. Structural Magnetic Resonance Imaging (sMRI) 
MRI is a non-invasive (non-anatomical) imaging (illustration) 

method that is used for structural evaluation of the concerned brain 
region. MRI scanners are used in brain scanning. The MRI procedure 
involves the bombardment of the magnetic rays on the area of which 
imaging is required. Different kinds of areas are identified due to 
tissue movement. MRI is widely utilized for the early diagnosis of AD. 
The number of studies based on MRI has been increased for years due 
to the availability of open-source databases like ADNI and OASIS. 
This has also impacted the studies driven around these databases to 
help detect disease progression monitoring and improved analytical 
studies. With the help of MRI, the disease impact on the subject’s 
spatial domain and temporal region creating patterns can also be 
observed. MRI-based studies helped to verify results that the brain 
tissue degeneration in patients affected with AD and transitioning 
from MCI to AD can be a speedier process than that of a healthy 
individual. The concerned domain in this regard could be to detect 
subjects with MCI which can be done with early detection of AD. The 
accuracy for MRI based model is 93.18% with 93% precision, 92% recall, 
and 92% f1–score. Various studies show that early detection of AD 
with the help of MRI is not 100% accurate. The degeneration in the 
hippocampal region can easily be identified in a patient suffering from 
AD in comparison with a non-AD patient. As in many cases, the brain 
damage is solely not due to AD so determining these meek differences 
can be critical. But over time MRI based studies (automatic MRI) 

showed promising improvement. Currently, MRI-based techniques are 
widely used for the early detection of AD because MRI devices are 
easily available now.

D. Functional Magnetic Resonance Imaging (fMRI)
The process of functional MRI is also a non-invasive procedure 

that aids the diagnosis of malfunction caused by AD. fMRI also allows 
observing the absorption of oxygen during resting and active state 
to form an activity pattern. So, brain activity during different states 
can be evaluated. fMRI extracts data from each region of the brain to 
help diagnose AD. Studies over the period show that patients suffering 
from AD have reduced activity in the limbic region especially in the 
hippocampus due to brain damage, and plaque abnormalities, and 
cerebral cortex region due to vascular damage. But these exceptions 
are less notable in patients suffering from MCI that indicate the 
less evident use of fMRI in early detection of MCI. Some studies 
have also shown some incongruous conclusions for hippocampus 
regions. In this regard, a resultant U-curve shape is formed. One of 
the most beneficial uses of fMRI is that it does not involve the use of 
radioactive substances or radiations due to this fMRI can be used as 
many times as needed. As patients advance levels of disease, suffering 
from extreme cognitive impairment, they cannot have adequate motor 
control. So, to get good results patients need to be steady while going 
through the scanning process. The prompt changes of AD are due to 
the neuro-degeneration process of intentional availability between 
different brain regions [13]. Different researchers working on rs-
fMRI have talked about the presence of common changes inside the 
gut concerning resting-state systems. Oxygen level-subordinate that 
are initiated as local patterns are generally concerned for the most 
stressed part of cerebrum capacities like tangible, and non-appearance 
color innovation [14] [15] [16] [17] [18] [19]. 

E. Diffusion Tensor (DTI)
DTI is an MRI-based imaging technique that illustrates minute 

structural cross-sectional details of brain regions. These samples are 
also procured non-invasively with MRI scanners. DTI is roughly based 
on the Browning motion sensation of water molecule activity of human 
tissues. So, this phenomenon can be described as the microscopic 
dimension that measures the size, dimensionality, and orientation of 
the tissue that helps identify the last stage of microscopic degeneration. 
Studies show that DTI can be an implicit mechanism to aid early-stage 
AD identification.  The Look into utilizing DTI-based features, might 
lie in expansion isolated under three categories, contingent upon 
how characteristic would be extracted: i) tractography, ii) integrated 
network measure process, then iii) distinctive voxel-preference 
approach. 

In the respective section, different types of images utilized in 
the detection and classification of AD along with their modalities 
were discussed. Their utilization in the existing literature was also 
referenced and elaborated. Fig. 3 summarizes the modality of images 
through the modality chart of images utilized in the above-mentioned 
techniques.

IV. State of the Art Alzheimer’s Detection and 
Classification Methodology

A. Image Preprocessing
Multiple approaches to image processing were deployed for the 

diverse domain of studies. In [8] the image processing process involved 
visual inspection for essential irregularities distinct to Alzheimer’s or 
FTLD and artifacts. The method included: the use of SPM5 (http://
www.fil.ion.ucl.ac.uk/spm); The combined images of groups I and III 
and patients from II and IV using in implementation diffeomorphic 
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registration algorithm; The preprocessing steps for [20] for baseline 
1.5 t and T1 weighted MRI dataset from the ADNI repository. These 
images were normalized and segmented with Statistical Parametric 
Mapping (SPM) software package. The preprocessing of [21] was 
conducted with the statistical software package SPM2 (Welcome 
Trust Centre for Neuroimaging, London, https://www.fil.ion.ucl.
ac.uk/spm/). This domain dataset area is of binary class type as they 
were of Alzheimer’s disease (AD) and normal class (NC). Each MRI 
was 3D, with the tensor intensity value equal to 110×110×110. As one 
subject can have more than one MRI in the data repository, to avoid 
the redundancy between the training and testing dataset option,s the 
best approach of only using the best and earlier acquired MRI’s for 
individual subjects was considered. For this purpose, multiple diverse 
amounts of images were selected for each training and testing batch for 
individual studies. In each study preprocessing method was quite like 
the MRI’s or PET scans however, dimensions were altered according to 
the dimension requirements of the said algorithms.

B. Image Processing Based Techniques for Alzheimer Detection
Image processing-based approaches are utilized to extract the 

features from the images. The following are the different Image 
processing-based approaches. Table I demonstrates the features that 
are mostly extracted by utilizing these approaches from neuroimages.

1. Thresholding
For image segmentation and object detection, thresholding is one 

of the most widely used techniques. Thresholding is used to separate 
and elaborate the concerned terrain of the foreground from the 
background aptly for analytical purposes. The building block of this 
method depends on the pixel’s intensity values of the image under 
analysis. Threshold values are specified/classified as an intensity 

histogram for the background (Erosion) and foreground (Dilation) and 
then both distinct values are analyzed to separate them. 

2. Region-Based Methods
In this method, the concerning area is selected based on pre-defined 

rules according to the nature of the algorithm and dataset. The focus 
in this regard is the intensity values of the object boundaries in an 
image. In this process, a seed point is selected and pixels with similar 
values are used based on properties such as intensity, texture, and 
color. With these values, concerned regions are separated from the 
rest of the image. Using the region growing method solely for object 
detection is not enough as it is usually used with additional techniques 
like Region splitting, split and merge, and Edge detection.

3. Clustering 
Grouping together similar data-points is known as clustering. 

Clustering is an unsupervised learning approach as it is not based on 
advanced learning of training data.

But the iterative nature of the clustering method takes care of the 
segmentation method. The process of clustering continues till each 
similar object is not assigned to a cluster with the same attributes, for 
this purpose a similarity measure is defined in advance. 

4. Atlas Guided Approaches
This map or atlas-based approach is used to form an image analysis. 

The image is designating a specific region to form a shape. The 
primary motivation behind this methodology is to assist radiologists 
in the revelation and ID of illnesses. The working progress of the 
approach is enhanced by distinguishing noteworthy life systems in 
the clinical images.
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Fig. 3. (a) This chart demonstrates the multimodality and single modality images ratio (b) This chart demonstrates the MRI, fMRI, and PET images ratio (c) This 
chart demonstrates the RAW and Gray-Matrix (GM) ratio.

TABLE I. Feature Extraction Techniques Using Machine Learning

Type Description Benefits & Limitations

Local Binary 
Pattern (LBP):

The working of LBP is by limiting a certain gap of image pixels utilizing the middle 
image pixel value and understands output as a dual array i.e. binary pattern. These 
image pixels are further labeled by utilizing these patterns. The histogram of these 
arrays signifies the feature description. To create the system, a well-organized 
bigger window is suitable, as the values of pixels differ slowly.

Benefits: LBP features are computationally 
simple and fast. It also takes a shorter training 
time.

Limitations: LBP features are less accurate 
because of the high false-positive rate.

Scale Invariant 
Feature 
Transform 
(SIFT):

This approach joins identification and explanation of the features [40]. Its working 
is by increasing the regions for interest point assortment and further pinpointing 
important facts in that picture. The bearings info is formerly given to certain 
important points, that in conclusion defines the Scale Invariant Feature Transform 
(SIFT).

Benefits: The implementation of SIFT is fast 
and has a robust high rate matching.

Limitations: SIFT feature extractions are too 
sensitive to input type and smoothing.

Gray-Level-
Cooccurrence-
Matrix (GLCM)

It was initially applied for texture examination and it exceeded the best-in-class 
methods. The working is stipulating the co-occurrence of different levels of gray at 
a precise position in the image in a precise section of the usual image of gray level, 
the pixels are generally of related gray level in a precise section, and are greatly 
related.

Benefits: The computational time of GLCM 
features is low and that is why memory 
consumption is also very low.

Limitations: It only works with grayscale 
images.
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5. Edge-based Methods
These approaches are used to detect object boundaries. It is also 

used to find cracks in detected boundaries. This is one of the most 
widely used methods to detect object boundaries with the same pixel 
intensities. The distinction between the pixels, in this case, is carried 
out by estimating the intensity gradient. These methods are mainly 
used as a base or central technique for other segmentation approaches.

C. Machine Learning Techniques for Alzheimer Detection
These techniques are extensively used in the clinical application[22] 

and also established noteworthy attention in the past eras [23]. It is 
well-thought-out as a division of AI as it allows the removal of an 
expressive model or pattern from samples. These approaches are 
mainly categorized into clustering/unsupervised and classification/
supervised. Below is a brief explanation of Classification i.e. Supervised 
Learning and clustering i.e. Unsupervised Learning. The main idea 
behind this machine learning approach is centered on a trainer which 
trains label data with the label group by utilizing a training set. 
Different types of biomarkers are called features that must be learned 
for the difficulty at hand. Fig. 4 shows the fundamental framework for 
the ML approach for the classification of AD.

1.  Bayesian Classifiers
Bayesian classifiers are the simple statistical classifier centered on 

Bayes theorem with robust (naïve) independence expectations amongst 
the feature [24]. Instead of undergoing training by a single algorithmic 
approach, Naïve Bayes learns by utilizing algorithms centered on 
universal rules. In [25] Seixas et al. give a Bayesian classifier i.e. 
Bayesian network decision model for helping detection of Alzheimer 
disease, Mild Cognitive Impairment (MCI), and Normal Control (NC), 
while they achieved higher results as compared to numerous famous 
classifiers like simple Naïve Bayes, Logistic Regression  Classification 
(LRC), multilayer perception Artificial Neural Network, decision table, 
choice base enhanced through Adaboost approach and J48 Decision 
Tree. In [26] Liu et al. give the multifold Bayesian kernelization 
approach that could discriminate Alzheimer’s disease and normal 
control with higher accuracy value nonetheless attained bad output 
in identifying MCI-converter (MCI) and MCI non-converter (MCI). In 
[27] plant et al. join a particular feature with grouping by utilizing a 
Bayesian classifier for the judgment amongst Alzheimer’s Disease and 
Normal Control on Magnetic Resonance Images data and stated up 
to 92.0% accuracy. In [28] Lopez et al. use the multivariate approach, 
for example, PCA and Linear Discriminate Analysis for extracting 
feature, after that applied the Bayesian frame for automatic detection 
of Alzheimer’s Disease and Normal Control by utilizing Positron 
Emission Tomography i.e. PET and Single Photon Emission Computed 
Tomography i.e. SPECT. 

2.  Support Vector Machine
SVM i.e. Support Vector Machine is a very common machine learning 

algorithm used for both regression and classification-based problems. 

For non-linear separable data, sample points are mapped over a high 
dimensional plane exploiting the boundary among points in a high 
dimensional space [29], [30]. This transformation of data-points from 
one dimension to another dimensional space is known as the kernel 
trick [31]. This optimal algorithm is established over the ‘Training Set’ 
where the training data is utilized for maturing the procedure that 
can distinguish among previously defined clusters and a ‘Testing Set’ 
where the procedure is utilized to forecast the clusters where the new 
observations go. To plot the training set from input space to a high-level 
feature space, Kernel functions can be utilized [32]. The data points 
that are positioned nearest to the decision surface are support vectors. 
Support vector machine have different variants, for example hierarchal 
SVM [33], radial basis function-based SVM [34] and AdaBoostSVM 
[35]. In the past decades, the interest in SVM in Alzheimer’s Disease 
studies has been increasing [36]. For the classification of patients with 
Alzheimer’s Disease, the early applications of support vector machines 
to neuroimaging data were mainly meant to translating the mental 
state of Normal or healthy subjects [37]. Effectively established that 
it was achievable to differentiate amongst subjects giving correct and 
incorrect responses with the accuracy of 99.3% centered exclusively 
on discriminative forms of brain actions. Recently in 2019, Afzal. S et 
al. [38] utilized machine learning, the Random Forest approach for the 
classification of multi-class Alzheimer’s Disease, and 92.4% accuracy 
was attained in their findings. MicroRNAs or MiRNA are single-
stranded non-coding RNA particles that exhibit distinctive expression 
to varying pathological and physiological conditions. To differentiate 
between AD and other neurological ailments that are centered on 
such genome-based biomarkers, SVM was utilized by Smith-Vikos 
and Slack [39]. By utilizing three blood-based biomarkers [41], 
oxidized LDL, antibodies [42], Laske et al. [43] also utilized Support 
Vector Machine to distinguished patients with Alzheimer’s Disease 
from other normal subjects and attained 81.7%. Higher accuracy 
was reported by comparing the output of the thresholding-based 
approach with the SVM-based segmentation. Accuracy of 92.31% 
plus 96.67% was reported for Alzheimer’s disease (AD) diagnosis by 
utilizing Support Vector Machine in PET and SPECT respectively 
by Lopez et al. [44]. Juergen Dukart et al. utilized SVM to combine 
magnetic resonance images (MRI) and FDG-PET for enhancing the 
identification of AD. They casually removed FDG_PET and Magnetic 
resonance Images from two different databases i.e. ADNI and Leipzing 
Cohorts. They attained accuracy of 88% for ADNI datasets and up to 
100% for Leipzing datasets [45]. Y. Zhang et al. distinguish among 
elderly subjects with Alzheimer’s Disease, MCI, and Normal control 
(NC). They utilized 5-fold cross-validation for KSVM-DT and attained 
80% classification accuracy [46]. P. Padilla et al. proposed a new 
Computer-Aided Technique (CAD) centered on non-negative matrix 
factorization and support vector machine for initial AD analysis. They 
utilized two databases (PET and SPECT), both databases containing 
AD patients and healthy control. They proposed NMF-SVM and 
yields 91% accuracy [47]. In [48], researchers used SVM on MRI and 
SPECT images and attained much higher accuracy for MRI instead 

Neuroimages
based on CDR

Image
Processing

Features
like ROI

Features
Selection

Feature
Optimization

Machine 
Learning ModelOutput

Alzheimer’s
Disease Classification

Test

Train

Fig. 4.  The fundamental framework for the ML approach for the classification of AD.
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of SPECT that resulted in 74%. In [49] Vemuri et al. utilized SVM as 
the classification algorithm as well as feature selection technique and 
attained a sensitivity of 86.0% whereas 92.0% specificity in Alzheimer’s 
disease on magnetic resonance images data. In [45] Dukart et al. utilized 
a meta-analysis centered on support vector machine for diagnosis 
of Alzheimer’s disease and normal control and attain accuracy of 
90%, specificity of 87.8%, and sensitivity of 91.8% on both magnetic 
resonance images and PET. Magnin et al.[20] utilized Histogram 
and Support Vector Machine on MRI to distinguish patients with 
Alzheimer’s Disease from other normal subjects and attained accuracy, 
sensitivity, and specificity of 94.6%, 91.5%, and 96.6% respectively. Fan 
et al. [50] utilized VBM and non-linear Support Vector Machine on 
MRI to distinguish patients with SC from other normal subjects and 
attained an overall accuracy of 90.2%,  and with linear SVM attained 
88.5% accuracy. Geradin et al.[51] utilized Hippocampi and Support 
Vector Machine on MRI scans to distinguish patients with Alzheimer’s 
Disease from other normal subjects and attained accuracy, sensitivity, 
and specificity of 94.6%, 96%, and 92% respectively. Hackman et al. 
[52] utilized Wavelet Transform and Support Vector Machine on MRI 
to classify patients with MC from other normal subjects and attained 
accuracy, sensitivity, and specificity of 80.44%, 87.80%, and 73.08% 
respectively. Ortiz et al. [53] utilized VAF and Support Vector Machine 
on MRI to distinguish patients with MC from other normal subjects 
and attained accuracy, sensitivity, and specificity of 71.0%, 76.0.80%, 
and 66.08% respectively and after VAF. 

Schmitter et al.[54] utilized FreeSurfer and Support Vector 
Machine on MRI to distinguish patients with MC from other normal 
subjects and attained sensitivity and specificity, 82.80% and 88.08% 
respectively. Horn et al.[55] utilized SVM to distinguished patients 
with Alzheimer’s Disease from other Frontotemporal Dementia (FTD) 
and attained accuracy, sensitivity, and specificity, 87.0%, 88.0%, and 
87.08% respectively. Table II shows the Performance comparison of 
SVM over the above-mentioned techniques.

3. Logistic Regression
Logistic Regression Classification classifies the input samples 

to their respective classes based on the probabilistic value returned 
through the logistic sigmoid function. To differentiate Alzheimer’s 
Disease from other sorts of dementia, Logistic Regression Classification 
is utilized in various Alzheimer’s Disease analyses [56]-[58]. Logistic 

Regression performs classification for Alzheimer’s disease MRI in a 
similar way to SVM [59]. To design a prediction model for the timely 
detection and progression of Alzheimer’s Diseases, Johnson et al. [61] 
utilized Logistic Regression Classification (LRC). In the large feature 
space for finding the optimum features like neuropsychological tests, 
a genetic algorithm (GA) is utilized [62] [63]. These Optimal features 
from the Genetic Algorithm are maintained as the inputs of the 
Logistic Regression Classification (LRC). It appears that the Genetic 
Algorithm can enhance the detection of Alzheimer’s disease. For the 
detection of different analyses of dementia, a two-level prediction 
model was submitted by Mazzocco and Hussain [64].

4. Linear Discriminant Analysis
Linear Discriminating Analysis (LDA) is thoroughly connected to 

studies of variance and regression studies which show one dependent 
variable as a linear combination of other features or dimensions [65]. 
Linear Discriminating Analysis (LDA) is also called ‘Fisher Linear 
Discriminant ‘ which is the most common size reduction approach [66]. 
Linear Discriminating Analysis (LDA) develops a linear discriminant 
function resultant in minimum errors [13], [67], [68].

Zhao et al. [69] suggested an enhanced iterative trace ration (iITR) 
procedure to resolve the trace ratio linear discriminate analysis 
(TR-LDA) problematic for dementia analysis and attained improved 
results as compared to the principal component analysis (PCA), 
locality preserving projections (LLP), and maximum margin criterion 
(MMC). In [55] horn et al. utilized the image features reduced by the 
partial least square (PLS) to LDA for distinguishing AD from FTD and 
attained an accuracy of 84%, a sensitivity of 83%, and a specificity of 
86% on perfusion SPECT images. Horn et al. [55] utilized PLS and 
LDA  to distinguished patients with Alzheimer’s Disease from other 
FTD by utilizing SPECT images and attained accuracy, sensitivity, 
and specificity, 80.4%, 83.0%, and 86.08% respectively. Zhao et al.[69] 
utilized KPCA and TR-LDA to distinguish patients with Alzheimer’s 
Disease from other Normal control and attained an accuracy of 90.01%.

5. K-means Clustering (Hard Clustering)
The Clustering (grouping) approach is also known as unsupervised 

learning [80] [81], as the classification approaches categorized 
instances in dissimilar groups, but in the clustering approach 
(unsupervised learning) there is no training dataset to practice [82]. In 

TABLE II. SVM Based Techniques

Author Targets Methods Imaging Modality Accuracy
Afzal. S et al. [38] Multiclass AD classification SVM MRI 92.4%

Smith Vikos et al.[42] AD vs NC SVM MRI 90.3%

Laske et al.[43] AD vs NC SVM MRI 81.7%

Lopez et al.[44] AD vs NC SVM MRI 96%

Y.Zhang et al.[46] MCI vs NC SVM MRI 80%

P.Padilla et al.[47] AD vs NC NMF-SVM PET and SPECT 91%

Luiz K Feriera et al.[48] FDG-PERT vs MRI SVM PET 68-71%

Gerardin [51]
AD vs NC

Hippocampi + SVM MRI
94.0%

MCI vs NC 83.0%

Hackman [52] MC vs NC Wavelet Transform + SVM MRI 80.44%

Dukart [45] AD vs NC Meta-Analysis + SVM MRI, PET
85.7%

100.0%

Ortiz[53] AD vs NC

LVQ + SVM

MRI

91.0%

PCA + SVM 81.0%

VAF + SVM 71.0%

Nir[60]
AD vs NC Diffusion Weighted method 

+ SVM
MRI

86.2%

MCI vs NC 82.0%

Schmitter [54] AD vs NC FreeSurfer + SVM MRI NAN
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medical imaging issues and the detection of Alzheimer’s disease, this 
clustering approach is widely utilized e.g. segmentation of brain tissue, 
hippocampal division, and entire cerebrum division i.e. segmentation. 
In [83] authors provided efficiency for various clustering procedures 
aimed at describing the physiognomies of cerebrum muscles for 
assessment of Alzheimer’s disease in various phases. K-means is an 
unsupervised learning approach that is mainly utilized when having 
data without label, which means data having no definite clusters 
and categories. It is a famous method utilized to assemble in pre-
characterized digits of K groups i.e. K-means grouping which is a 
hard-grouping approach. This procedure aims to find out clusters in 
the data set. For hippocampal division, cerebrum muscle division, and 
tumor affected area division (segmentation) K-means is  used [79]. To 
differentiate subjects into pathologic groups Escudero et al.  [80] used 
KM i.e. K-Means by distinguishing EEG temporal measures. Rodrigues 
et al. [81] isolated cases having AD and normal subjects by utilizing 
K-means clustering. They observed K-means as the best method for 
an unsupervised diagnosis of EEG temporal arrangements. To choose 
the centroid of groups in KM for cerebrum segmentation in Magnetic 
Resonance Images, a new approach recommended by Liu and Guo [82] 
is based on shifting average filtering. Papakostas et al. [83] utilized 
VBM and KNN on MRI to distinguished patients with MC from other 
normal subjects and attained accuracy, sensitivity, and specificity of 
80.44%, 80.80%, and 79.08% respectively. Horn et al. [55] utilized PLS 
and KNN on SPECT to distinguished patients with Alzheimer’s Disease 
from other FTD and attained accuracy, sensitivity, and specificity of 
88.0%, 93.0%, and 85.08% respectively. Table III shows the performance 
comparison of distinct machine learning-based existing techniques.

D. Deep Learning-Based Approaches

1. Transfer Learning
Transfer Learning (TL) is a well-known Machine Learning 

approach in which a model that is trained can be reutilized on another 
related task. Because of not having enough data, numerous studies 
had anticipated methods to upsurge openly existing data, which are 
summarized in Table IV. K. Aderghal et al. in [84] proposed transfer 
learning from transferring the info from sMRI data to DTI images. 
They trained the model on sMRI with extensive distinct augmentation 
techniques and then transferred the info to the DTI dataset by utilizing 

the ADNI dataset repository for Normal subject classification, AD, 
and MCI. The first subject of images with just structural magnetic 
resonance images sMRI was chosen from the ADNI-1 repository and 
the second subject of images was taken from ADNI GO and ADNI. 
This second subject consisted of structural magnetic resonance images 
along with the diffusion tensor images. The second subset of images 
included the group of subjects with both sMRI and the DTI modalities. 
In this study, the hippocampus region was in focus which is a regular 
functional structure of the cerebrum containing two sections. To 
acquire just region of interest (RoI) for given AD individuals, they 
measured the average of two sections when floating the right region 
of the hippocampus to the left region. Data augmentation was used as 
a preprocessing step and all the experiments were done by utilizing 
the Café Deep learning framework. They attained classification 
accuracies of 92.5% for AD vs NC, 85.0% for AD vs MCI, and 80.0% for 
Mild Cognitive Impairment vs NC. 

In [85], Afzal et al. proposed a new approach by utilizing image 
augmentation-based techniques to classify the AD utilizing the OASIS 
dataset. They performed all the experiments using transfer learning 
and attained 98.2% performance accuracy. In [86] N.M et al. proposed 
a transfer learning approach for the prediction of the binary class 
Alzheimer’s Disease and Maqsood et al. [87] proposed a transfer 
learning approach by utilizing pre-trained AlexNet for multiclass 
classification of Alzheimer’s Disease.

T. D. Phong et al. [88]  established the efficacy of utilizing pre-
trained models as a starting point for other networks. The other two 
models proposed in research, i.e. GoogNet and ResNet, are reinforced 
by python’s TensorFlow library2 and are pre-trained with ImageNet, 
having great expertise to distinguish numerous types of real images. 
Later, those models utilized in this research were only trained for the 
fully connected layers of the network. S. Wang, et al. [89] utilize the TL 
approaches and Augmentation to resolve the inadequate samples of the 
data to identify Mild Cognitive Impairment on Magnetic Resonance 
Images. They utilize OASIS2 and their performance accuracy was 90.6% 
for MCI vs Normal Control. The Diffusion Tensor Images maps are 
frequently understood as upright modularity for AD identification. So 
M. A. Nowrangi et al. in [90] have compared the NC, AD, and MCI. The 
outputs showed MD is a good indicator. B. Cheng et al. [91] use MCI vs 
structural Mild Cognitive Impairment as the Supplementary domain 

TABLE III. Machine Learning-based Approaches

Author Targets Methods Imaging Modality Accuracy
J. Akhila et al.[70] Classification of AD Feedforward NN MRI 97.5%

C.V Dolph et al. [71] Classification SAE DNN MRI 56%

Faturrahman et al. [72] AD vs NC DBN MRI 91.7%

H.I.Suk et al. [73] Features extraction and classification DESRN MRI 90.28%

E.M. Alkabawi et al. [74, 75] Features extraction and classification CNN + LR MRI 74.93%

J. Akhila et al.[70] Features extraction and classification Feedforward NN MRI 97.5%

Cui et al.[76] AD diagnosis RNN MRI 89.7%

Wang Yen et al.[77] AD vs NC vs MCI CNN MRI 92.06%

Gunawerdena et al.[78] AD CNN MRI 96%

Seixas et al.[25] MCI vs NC Bayesian Network MRI NAN

Horn [55] AD vs FTD

PLS + LDA SPECT 84.0

PLS + K-NN SPECT 88.0

SVM SPECT 87.0

Zhao[69] Dementia vs NC KPCA + TR-LDA - 90.01

Plant [21]
AD vs NC Data Mining + SVM MRI 90.0

MCI vs NC Data Mining + Bayes MRI 85.71

Papakostas [79] AD vs NC VBM V LC-KNN MRI 80.0

Liu [26]
AD vs NC Multifold Bayesian 

Kernelization
MRI, PET 84.74

MCI vs MCInc MRI, PET 63.79
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for classification of Normal Control vs Alzheimer’s Disease The main 
idea of our multi-domain transfer learning-based method is to exploit 
the multi-auxiliary domain data to enhance the classification of the 
targeted domain. They then linked the multi_domain and the target 
domain to enhance the selection and classification of features phase. 
The accuracy for AD vs NC was 94% and for MCI vs NC, they attained 
82.1% classification accuracy. T. Glozman et al. in [92] utilized the pre-
trained ImageNet as the source domain, by utilizing the full brain with 
joint classification. Only initial layers were transferred. They attained 
an accuracy of 83.5% for AD vs NC. M. Dyrba et al. [93] utilized FA and 
MD with the SVM, utilizing the info gain measure approach for AD 
classification. For FA, the accuracy was 80% whereas the accuracy was 
83% in the case of MD. Li et al. [94] also proposed the approach for the 
classification of this disease for small datasets on a knowledge transfer 
perspective and attained accuracies of 49.0% with Tongi, 61.5% using 
naïve combination, 55.3% using insane weighting, and 84% using with 
adaptation. Table IV shows the Performance comparison of Transfer 
Learning for deep learning-based existing techniques. LDA was used 
for AD classification using different features. The results are evaluated 
on ADNI and 63.7% accuracy was achieved. Another study combined 
the features from CSF, GM, and WM and performed classification [95]. 
These features were used for AD stage classification over the ADNI 
dataset with 79.8% accuracy [96]. D. Chitradevi et al. [97] proposed 
a method using multiple sub-regions of the cerebral and these 
subregions were WM, GM, and hippocampus. Different classification 
methods including PSA and gray wolf optimization were used for AD 
classification with 98% accuracy. Hao et al. [98] performed AD stage 
detection using thresholding with 95% accuracy. Chihun Park et al. 
[99] worked on a similar algorithm for AD stage classification and 
achieved 82.3% accuracy. Arifa et al. [100] proposed a system using 
CNN and hybrid features for AD and achieved very good results.

2. Convolutional Neural Network
In [76], researchers present an MLP combinational framework, 

multilayer perception, and RNN identification of this disease by using 
MRI. Initially, MLP is used and then authors use the 2-level RNN 
formed on the MLP. They achieved an accuracy of 89.7% for the AD 
classification. For all these experiments, they use ADNI data sets.

Wang Yan et al. [77] use three-class subjects with balanced sample 

sizes and achieved greater precision by combining multimode magnetic 
resonance with the CNN core. They achieved 92.06% accuracy for 
this experiment. Gunawardena et al. [101] used a total of 1615 scans 
and reached 84.4% accuracy by utilizing the vector carrier and then 
proposed the CNN approach and attained an accuracy of 96%. This 
section discussed the application of pre-processing techniques over 
brain images utilized in the existing literature. Each of the techniques 
considering AD detection is discussed and their representative 
articles are also briefly overviewed. The section in its second half also 
discussed the utilized machine learning algorithms for efficient and 
accurate segmentation and classification results. All the techniques 
were comparatively analyzed, and their performance was represented 
in tabular form. A generic CNN framework is presented in Fig. 5.

V. Datasets and Softwares

Diverse freely online-available datasets and programming bundles 
are accessible to help. Mind picture investigation bundles, for 
example, FreeSurfer (surfer.nmr.mgh), FSL (https://fsl.fmrib.ox.ac.
uk/), MIPAV(mipav.cit.nih.gov), and SPM, which give integral assets 
to various robotized pre-preparing systems [102]. Additionally, 
programming bundles, for example, MATLAB (mathworks.com), Keras 
(keras.io), Tensorflow (tensorflow.org), Theano (deeplearning.net/
programming/ theano) , Caffe (caffe.berkeleyvision.org), and Torch 
(torch.ch) are utilized to execute profound frameworks [103]-[105] 
Also, freely online-available, for example, ADNI [106], AIBL [107], 
and OASIS [108] are exceptionally useful too. These datasets make 
freely functional attractive reverberation images of the brain. Fig. 6 
represents the overall utilization of the tools for the given problem. 

A. ADNI Datasets
The data of Alzheimer’s disease Neuroimaging Initiative (ADNI), 

a database available at (adni.loni.ucla.edu), were used throughout 
in every Alzheimer’s detection-related study. The dataset of ADNI 
was launched in 2003 by the National Institute on Aging (NIA), 
the Food and Drug Administration (FDA), the National Institute of 
Biomedical Imaging and Bioengineering (NIBIB) private non-profits, 
and pharmaceutical companies of the private sector. The main role 
of the ADNI repository has been to analyze its images whether serial 

TABLE IV. Transfer Learning-based Approaches

Author Method Dataset Images Accuracy
Afzal et al. [85] Transfer Learning OASIS MRI 98.41%
Muazzam et al. [87] Transfer Learning OASIS MRI 92.85%
N. M et al [86] Transfer Learning OASIS MRI 99.4%

K. Aderghal et al.  [84]
Transfer Learning
sMRI to DTI

ADNI MRI
92.5% AD vs NC
85.0% AD vs MCI
80.0% MCI vs NC

T. D. Phong et al. [88]  Transfer Learning 115 different hospitals CT scans NAN
S. Wang, et al. [89] Transfer Learning OASIS MRI 90.6%
B. Cheng et al.  [91]  Multi-Domain Transfer Learning ADNI MRI 94.7%
T. Glozman et al. [92] ImageNet Transfer Learning ADNI MRI 83.5% 
M. Dyrba et al.  [93] FA and MD ADNI MRI 83%
Li et al. [94] AD classification ADNI MRI 84% with adaptation

Neuroimages
based on CDR

Image
Processing

Split Data into
train & test

Output

CNN Network

Fig. 5. The fundamental framework for the deep learning approach for the classification of AD.
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magnetic resonance imaging (MRI), positron emission tomography 
(PET), other clinical and neuropsychological, and biological markers.

B. OASIS Datasets
The dataset of the Open Access Series of Imaging Studies (OASIS) is 

an open-source repository for the scientific community for Alzheimer’s 
disease classification. The basic reason for the compilation of this 
dataset is to facilitate future discoveries in neurodegenerative disease, 
which is based on a multi-model-based dataset. Formally released data 
for OASIS-Cross-sectional and OASIS-Longitudinal have been used 
for hypothesis-driven data analyses, development of neuroanatomical 
atlases, and development of segmentation algorithms. OASIS is a 
neuroimaging-based data of longitudinal dimension, clinical dimension 
data, cognitive-based data, and biomarker dataset. This dataset is 
formed representing progressive stages of the disease from normal 
to mild, moderate to severe stages of the dataset. These stages can 
be distinguished in their clinical dementia rating (CDR) representing 
the overall classes. The OASIS dataset is hosted on which provides 
open access to the substantial database of processed MRI images and 
neuroimaging for the community. This dataset is a broad demographic, 
genetic spectrum, and cognitive-based dataset. This can be used for 
neuroimaging-based clinical and cognitive research purposes. This is 
a multi-staged dataset range from normal aging to cognitive decline. A 
broad horizon of studies in this domain is based on the OASIS dataset. 
The dataset can be accessed via https://www.oasis-brains.org/.

C. Other Neuroimaging Dataset
Apart from open-access datasets, the remaining studies dataset was 

collected from diverse open source scanners based on over the diverse 
sources across the spectrum for diverse Alzheimer’s disease detection 
and other health infections [109]-[111]. The details of each respective 
study dataset are comprised of multiple T weighted magnetic 
resonance imaging (MRI), positron emission tomography (PET) scans.

Each study uses and selects a dataset according to the need and 
requirement of the algorithm to fully scale the problem statement 
under consideration. In this study two main data repositories, ADNI, 
and OASIS were used broadly as they are available publicly and can 
be used with ease. OASIS and ADNI dataset images are collected and 
processed with a more domain-centric approach. As the OASIS and 
ADNI datasets have millions of MRIs and PET images with dedicated 
domains, these datasets are used widely for experimental studies. This 
section discusses the datasets utilized in our discussed techniques in 
existing literature regarding the detection and classification of AD. 
The section also provides links to the data repositories for access to 
publicly available datasets.

VI. Discussion and Future Direction

In this section, we have discussed the most important features for 
the identification of AD. Alzheimer’s disease is neurodegenerative 

dementia and has an impact on the fitness of an individual. It affects 
the parts of the brain related to memory and sensing such as the 
hippocampus, amygdala, parietal lobe, temporal lobe, etc. This paper 
efficiently presents procedures for improving AD diagnosis by using 
various approaches to image processing, machine learning, and deep 
learning. Firstly, classifying the early Mild-Cognitive-Impairments 
individuals from normal controls and its conversion to Alzheimer’s are 
most significant. This timely identification at the initial stage of this 
disease would propose so many possible advantages to the individual. 
Over the last decade, numerous contributions have been done by 
utilizing different machine learning and deep learning approaches, 
but still, early detection remains an issue for AD diagnosis, instead 
of considering the whole brain part, some studies focus only on the 
Region of Interest part. This RoI-based has low feature dimension and 
can be easily interpreted. The performance of AD diagnosis is greatly 
based on the quality of the neuroimages. Neuroimaging modalities 
including MRI, fMRI, and PET are essential to Alzheimer’s detection. 
This neuro-imaging identification for Alzheimer’s is being a complex 
procedure involving countless influences that rely on these image 
modalities. Various other aspects, for example, age in years, gender, 
and education level are also useful. The most influential transfer 
learning models are mainly AlexNet, LeNet, and GoogleNet. There are 
a lot of open-source libraries that can be deployed to explore these 
models, as these are fast and efficient. Currently, neural network 
transfer learning methods are extensively used but the unavailability 
of enough data samples is a problem for the AD classification.

This approach is the most prominent and emerging technique in the 
machine learning field. The Convolutional Neural Network is another 
most prominent and state-of-the-art technology in AD diagnosis. 
These CNN approaches are widely used in many other computer-
vision tasks including classification. The Convolutional Neural 
Network-based approaches are the most efficient and significant 
method for large scale issues including classification of more than 
1000 classes, without handcrafted features, CNN works automatically 
to classify the distinct classes but the main issue in deep learning is 
that it requires huge training data to train the network, sometimes 
it is difficult to tune the CNN because of the hyperparameters. If the 
training data has not enough data samples then the overfitting issue 
may occur. The number of Alzheimer’s individuals, as well as MCI, 
could be very limited in each dataset, which is inadequate for testing a 
deep learning framework. This circumstance is more terrible for multi-
modality studies. Therefore, some research combines the datasets to 
avoid this class imbalance issue. Another way to resolve this class 
imbalance issue is to apply distinct augmentation approaches. Data 
augmentation is an efficient approach that increases the number of 
samples in the training set without gathering new data. 

The future directions for AD classification include more localized 
pattern recognition to identify the changes in the brain. For this 
purpose, the researchers can divide the images into multiple equal parts 
for feature extraction and AD classification. The AD classification can 
be further improved by combining multiple modalities and by using 
reinforcement learning.
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