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Editor’s Note
Towards an Intelligent Society: Advances in Marketing and Neuroscience

DOI:  10.9781/ijimai.2019.07.005

Artificial Intelligence (AI) is becoming the main character of what 
is now being called the fourth industrial revolution. Its role is 

gaining importance in everyday life, and the reason is straightforward: 
it offers a wide range of possibilities to make life easier in many 
different aspects.

However, AI is also at the center of a debate since some studies 
anticipate a radical transformation of the future industry, where some 
scenarios involve the destruction of millions of jobs. However, it 
is generally acknowledged that many new, more specialized, job 
positions will be created, as it has happened throughout history with 
other technological revolutions (see The Future of Work special issue 
in Nature [1]). Nevertheless, uncertainties remain on the net impact 
on employment. While this debate is certainly useful, at this point we 
find it better to focus on a general objective assessment of how AI is 
impacting the world and the society.

From a global perspective, a clear statement can be made: Artificial 
Intelligence can have an immense positive impact on societies. Some 
of this impact is already unveiling in recent years and is particularly 
observable in the fields of health and medicine [2, 3], where AI 
is turning into a key player at the time of diagnosing diseases at an 
early stage or developing new medicines and specialized treatment. 
Personalized medicine is probably the biggest breakthrough of the 
coming years, and AI is taking an active role to push this field forward.

However, medicine is not the only field where AI can enhance the 
process of personalization and customization. Marketing is certainly 
another good scope of application, where intelligent software can 
help knowing the target audience and offering them what they need in 
response. In this sense, we can already find intelligent devices that are 
able to make predictions about our behaviors [4]. From a more practical 
perspective, AI can facilitate the sales process [5, 6, 7], dealing with 
most routinely procedures such as information tasks or documentation 
handling, which become streamlined and turn cheaper.

Additionally, AI enable brands to offer a commitment to their 
customers [8, 9]. This commitment will trigger some kind of emotional 
response in the customer depending on the perceived quality and the 
surrounding circumstances. In fact, AI can provide a software with 
means to detect the feelings arising during an interaction or engagement 
with customers, and determining whether these feelings are positive, 
negative or neutral.

In summary, with tools such as those outlined, AI would be capable 
to allow [10]:
• Knowing your tastes, desires and expectations as a consumer, as 

well as predicting your needs.
• Analyzing your behavior and consumer habits when browsing the 

Internet.
• Studying the emotional response during an interaction.
• Anticipating trends.
• Offering to selected customers the products or services they 

demand in a timely manner.
• Using the most effective channels to enhance the consumer 

experience to the best possible.
• Customizing communications to enhance the customers feelings.

All of these achievements are easy to reach when virtual assistants 
are able to retrieve a complete picture of a customer’s behavior, tastes 

and way of interacting. By these means, customers are not offered a 
generic experience but rather a unique result fitting their needs.

Since all data is not available in digital formats, the speed in which 
they are generated, processed and analyzed is dizzying. This velocity is 
one of the key aspects when it comes to applying AI to marketing, and 
especially when monetizing publications or services in social networks 
or the Internet.

This Special Issue focuses in cases that explore the relationship 
between Artificial Intelligence and marketing, as well as neuroscience. 
AI can be combined with specific neuroscience techniques to achieve a 
more successful and profitable neuromarketing. For this Special Issue, 
we have found that descriptions of successful use cases are highly 
valuable to help researchers identify fields where novel applications 
of AI can enhance the outcome of digital marketing and neuroscience.

The first paper of the Special Issue is entitled “Data and Artificial 
Intelligence Strategy: A Conceptual Enterprise Big Data Cloud 
Architecture to Enable Market-Oriented Organizations” and is written 
by C. Moreno, R. Alberto-Carrasco and E. Herrera-Viedma, a group of 
researchers from the University of Granada and from the Complutense 
University of Madrid, both in Spain. In their paper, they present an 
AI cloud architecture capable to help companies to switch from a 
descriptive to a prescriptive usage of data, bringing agility and many 
possibilities to acquire new marketing insights to these companies.

The second article has been written by A.Goli, H. Khademi-Zare, 
R. Ravakkoli-Moghaddam and A. Sadeghieh, researchers of the Yazd 
University and the University of Tehran in Iran, and is entitled “An 
Improved Artificial Intelligence Based on Gray Wolf Optimization 
and Cultural Algorithm to Predict Demand for Dairy Products: A Case 
Study”. This paper combines different AI techniques to carry out the 
prediction of dairy product demand in Iran, testing the improvement of 
neural networks with the help of novel meta-heuristic algorithms such 
as gray wolf optimization and cultural algorithm.

The following research work, “The Promotion of Graduate 
Programs through Clustering Prospective Students” has been carried 
out by R.M. Cantón-Croda, D.E. Gibaja-Romero and F.R. Castillo-
Villar, a group of researchers of UPAEP, Mexico. In their work, authors 
perform clustering, which is a well-known AI technique to tackle the 
problem of the promotion of academic programs, a crucial problem 
particularly interesting for private universities, suggesting how a deep 
analysis can be used to design better promotion strategies.

The following paper analyzes the state of emotional state of the 
users. Specifically, the work of M. Magdin, T. Sulka, J. Tomanová and 
M. Vozár, researchers from Constantine the Philosopher University in 
Nitra (Slovakia) is entitled “Voice Analysis Using PRAAT Software 
and Classification of User Emotional State.” Their paper proposes the 
classification of the emotional state of a person based on the voice 
track analysis, a useful application of AI with potential direct benefits 
to marketing.

The following three works have a point in common: they belong 
to the field of AI applied to medicine and neuroscience. The first of 
them, entitled “A User-centered Smartphone Application for Wireless 
EEG and its role in Epilepsy,” has been written by S. Ahufinger, P. 
Balugo, M.M. González, H. González and P. Herrero, researchers of 
Polytechnic University of Madrid and San Carlos Clinical Hospital, 
both in Spain. The paper presents the design and evaluation of a wireless 
EEG smartphone application resulting from a user-centered design, 
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that fits the clinical and research needs, and explore its application to 
epilepsy diagnosis, a field of a large medical interest.

Moreover, C. Pruenza, M.T. Solano, J. Díaz, R. Arroyo and G. 
Izquierdo, researchers from the Knowledge Engineering Institute, 
the University Hospital Quirónsalud Madrid, the Ruber Juan Bravo 
Hospital and the Vithas NISA Hospital, all of them in Spain, have 
partnered to author the following, entitled “Model for prediction of 
progression in Multiple Sclerosis”. In their paper, they develop a 
personalized prediction model of three stages of the multiple sclerosis 
disease, which can be used as a clinical decision support system, using 
AI and big data techniques.

The next paper has been published by J.M. Lombardo, M.A. 
Lopez, M. Lopez, M. León, F. Miron, J. Arranbarri and D. Alvarez, a 
group of researchers from the FIDESOL Foundation in Spain, and is 
entitled “Natural interaction Technologies, virtual reality and artificial 
intelligence for gait disorders.” Parkinson’s disease is the most 
common degenerative disorder after Alzheimer’s disease, and in this 
paper authors propose a tool that can provide health staff with means 
to analyze, evaluate and monitor the progress of patients’ disorders, 
as well as the design of custom rehabilitation sessions in patients with 
Parkinson’s disease.

The last paper is a work by K. Aufderhaar, M. Schrepp and 
J. Thomaschewski entitled “Do Women and Men Perceive User 
Experience Differently?”. In this paper, authors study how women and 
men differ when rating the user experience of different websites using 
standardized questionnaires. Interestingly, they conclude that gender is 
not a significant factor,   while personal attitudes and preferences are.

This Special Issue has gathered a diverse set of applications 
of Artificial Intelligence to the fields of marketing, healthcare and 
neuroscience. Research of such applications is expected to keep 
growing in the upcoming years, revolutionizing the way in which we 
understand marketing and medicine, and opening new possibilities 
which we might not be able to imagine as of today.

The future of marketing and neuroscience looks exciting, and 
Artificial Intelligence is at the core of it.

F. Mochón and A. Baldominos
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I. Introduction

MARKET-ORIENTED (MO) enterprises have as its main 
objective to perfectly understand the needs of its clients to satisfy 

them better than the competition and, in this way, to have a competitive 
advantage over the said competition. In this aspect a key role is played 
by the data, in such a way that converted into timely knowledge and 
transmitted to the entire organization to work in coordination, will 
achieve this common goal [1]-[3].

Precisely, Business Intelligence (BI) is a business philosophy that 
bases decision-making on data that has been opportunely converted 
into knowledge process in which, Artificial Intelligence (AI) plays a 
key role [4] [5]. In this way, there have been authors who have defined 
a formal framework for the effective implementation of Business 
Intelligence (BI) in a MO company [6].

However, the emergence of Big Data [7] has made these models 
obsolete, and market-oriented companies do not know how to adapt 
given the wide variety of products and services that composes the so-
called Big Data ecosystems.

The main objective of this work, therefore, is to define a formal 
framework that allows Market Orientation to be effective in the context 
of Big Data, including the necessary components.

To achieve this goal, in section II it is introduced market orientation, 
and formal architectures to achieve it in a BI framework. In section 

III a review of this proposed formal frameworks is made, adding the 
appropriate components that allow carrying out Market Orientation in 
a Big Data context. Finally, in sequence, some conclusions and future 
work are presented.

II. Market-Oriented Enterprise Strategy Based on Data 

The data-driven business strategy has been in existence for several 
decades. An example of the theoretical framework of strategic planning 
is showed in Fig. 1, which has three components based, to a greater or 
lesser extent, on the collection and analysis of data:
1. Specification of objectives: Normally, increase the value of the 

company, present and future, based on doing the same with the 
value of the clients.

2. Decision Making (DM): Based on the objectives specified through 
the generation and evaluation of the different strategies.

3. Monitoring of the results: Quantifying to what extent the 
objectives have been reached after the DM.

Fig. 1. The formal process of strategic planning (based on [1]).

Keywords

Market-oriented 
Organisations, Big Data, 
Cloud Architecture, 
Artificial Intelligence 
Strategy, Data 
Supermarket.
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In the eighties and nineties of the twentieth century, companies 
were in a general situation of lack of differentiation, since they offered 
products/services (P/S) of very similar quality with differences not 
perceptible for clients. At this juncture, Market Orientation, proposal, 
arises as the generation in the entire organization of market intelligence 
about the current and future needs of customers, the dissemination of 
information by all departments and the ability to respond to it throughout 
the organization [2]. In this definition three dimensions are identified:
• Generation of market intelligence. It consists of the responsibility 

of the entire organization to obtain a marketing information system 
on the present and future needs of customers, as well as distributors, 
suppliers, lobbyists, competitors and macro environment in general.

• Dissemination of information. Among the different areas of 
the organization in order for them to work in common in the 
same objective.

• Response to information. In such a way that this knowledge 
obtained and disseminated becomes actions that will result in 
obtaining competitive advantages in the organization.
Market-Oriented (MO) companies are committed to 

understanding both the needs of their customers and the capabilities 
and plans of their competitors, through the processes of acquiring 
and evaluating market information in a systematic and anticipatory 
manner [3]. Therefore, a key concept for MO is, undoubtedly, 
Business Intelligence (BI) that can be defined as [4][5]: the process 
of converting data into knowledge and this into actions or decisions 
to create the competitive advantage of the business. In Fig. 2 it is 
possible to observe a global scheme of the different components that 

encompasses the concept of BI focused on MO, proposed by Stone 
and Woodcock [6].

The different components are explained in more detail below:
1. Data. It would include the internal data of the organization such as: 

the contents in the operative processes of the Customer Relationship 
Management (CRM) and Enterprise Resource Planning (ERP) 
systems; those related to bidirectional communications with 
customers and society in general commonly supported in 
collaborative and social CRM; third-party data; qualitative data 
including those from typical secondary sources; etc.

2. Data Warehouse (DW). They are the databases specifically 
designed for analysis and they would include much of the raw data 
discussed, through the so-called ETL (Extraction, Transformation 
and Loading) processes [8]. Data marts are a portion of the DW with 
a departmental purpose; in our case, the one that interests us is the 
marketing data mart that would coincide, to a large extent, with the 
concept widely used in the past of marketing information systems.

3. Insight Generation. It would include, among others, the typical 
models of the relational strategy such as valuation, identification, 
recruitment, retention and client development. In large part, 
this component is supported by Data Mining or Data Science of 
which modeling phase is, in turn, supported largely by Artificial 
Intelligence (AI), and more specifically, by Machine Learning 
(ML) systems.

4. Action. This component is related to business decisions, which is in 
TD processes, based on the knowledge discovered in the previous 
component (with visual representation, scorecards, qualitative 

Fig. 2. BI applied to the MO (based on [6]).
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reports, etc.). Many of these decisions will end up in the form of 
specific operations in the corresponding CRM systems.

5. Outcomes. In such a way that it is possible to discern to what 
extent it has been successful in the actions carried out.

III. Definition of a Conceptual Framework for 
Market Oriented Organizations Based on an Artificial 

Intelligence Cloud Architecture

Most of the modern organizations have invested, for many years, 
in a conceptual framework similar to the one proposed by Stone and 
Woodcock [6], and explained in the previous section, as the way to 
implement their Market Orientation. However, with the increasing 
amount of data volume, with a variety of formats (unstructured, semi-
structured and structured) that are produced (and therefore they have 
to be processed) at high velocity, organizations are now obligated to 
materialize a new Big Data paradigm [9] capable to adapt to these new 
challenges. Although, there are several proposals for the use of Big 
Data adapted to certain sectors [10][11], the new components of this 
MO architecture, that solves these Big Data challenges, have not been 
fully formalized until now.

Thus, in this section, it is proposed a new formal framework for 
companies that want to adapt to a Big Data MO strategy. For this 
purpose, the formal framework, presented in Fig. 2, is redefined by 
adding the necessary components. The new proposed framework can 
be seen in Fig. 3. The changes introduced are explained below:

A. Data
In this architectural data layer, a fundamental new source for 

companies, that comes from the called Internet of Things (IoT), also 
named Internet of Everything, is incorporated. It is a new technology 
paradigm envisioned as a global network of machines and devices 
capable of interacting with each other [12]. A practical example of the 
use of IoT data is the one called smart trains, where the railway industry 
is exploiting the opportunities to use IoT data. This new data will enable 
predictive maintenance, smart infrastructure, advanced monitoring of 
assets, video surveillance systems, energy efficiency, etc. [13].

Special emphasis must be placed on the usefulness of the market data 
that this new technology will bring for MO companies [14]. Therefore, 
the value proposition of IoT data in MO companies is to receive real-time 
data coming directly from connected objects on the internet, capable to 
provide rich market insights to improve business outcomes.

B. Data Management Solutions for Analytics
Another addition to the architecture is this new layer called Data 

Management Solutions for Analytics (DMSA) instead of the DW 
layer. Although the DW component is still valid at present for the 
functions indicated in section II, it is clear that the large volume of 
data, which Big Data implies with such data, produced in real-time 
and with a variety of formats (more and more, among other factors, by 
the greater implantation of IoT sensors, as seen in the previous point), 
cannot be included in the conventional DW with the conventional 
ETL processes discussed. 
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Fig. 3. A conceptual Big Data MO strategy architecture.
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This nomenclature has been used by Gartner that defines DMSA 
as “a complete software system that supports and manages data in 
one or many file management systems, most commonly a database or 
multiple databases” [15]. Gartner also evaluates the different software 
products that support the DMSA. This evaluation includes only the 
main products and many of them are specifically focused on the cloud 
(Google, Amazon AWS, Microsoft, Alibaba Cloud…) [16]. In effect, 
the cloud allows the ingestion of this large volume of data.

According to the National Institute of Standards and Technology 
(NIST) Cloud Computing is [17]“a model for enabling ubiquitous, 
convenient, on-demand network access to a shared pool of configurable 
computing resources (e.g., networks, servers, storage, applications, and 
services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction”. Cloud providers, 
according to Iorga & Karmel [18], provides “economies of scale, cutting-
edge technology advancements, and a higher concentration of expertise 
enabling cloud providers to offer state-of-the-art cloud ecosystems that 
are resilient, self-regenerating, and secure—far more secure than the 
environments of consumers who manage their own systems”. Cloud is 
a key weapon to allow companies to adjust to market demand; the data 
and the market will grow, and the data architecture will have to grow 
to adapt.  Most of the main cloud providers (Microsoft, Google and 
Amazon) in the last years invested heavily to create state-of-the-art data 
and AI services to enable small, medium and large organizations to use 
the cloud to transform their business into MO companies.

At present, there are two main pieces included in the DMSA: 
The Data Lake and the DW in which the cloud component will be 
fundamental. They are explained in more detail below:

A Data Lake is a centralized data repository that allows enterprises 
to collect a larger volume and variety of data and store all structured, 
semi-structured and unstructured data at any scale without the rigidity 
and overhead of traditional DW architectures [19].  Very often this data 
repository runs on a cloud provider in which case it is usually called Cloud 
Data Lake. Data Lakes have a high degree of flexibility and scalability 
in such a way that it allows MO companies to ingest all the market data 
in general, including that of their own customers and competitors. This 
is possible thanks to the characteristics of these repositories [20][21] 
that scale as much as possible; plug-in disparate data sources; acquire 
high-velocity data; store in native format; do not worry about original 
data schema; run massively parallel SQL queries; and allow advanced 
algorithms like deep learning that will power real-time decision analytics 
(as it will be seen in the Insight Generation layer).

In a Data Lake there are two main levels:
• Raw Zone. This tier has the capacity of storing data as-is, i.e., 

raw data, without having to first structure these data (see Fig. 4). 
Therefore, raw data are data not classified when they are stored. 
As a result, data preparation, cleansing, and transformation tasks 
are eliminated. The meaning of this storage philosophy is that [21]: 
“Storing data in its rawest form enables us to find answers from 
the data for which we do not know the questions yet; whereas a 
traditional data warehouse is optimized for answering questions 
that we already know”. At a technological level, this layer is 
a folder stored thanks to distributed file systems such as HDFS 
(Hadoop File System).

• Curated Zone.  Where the result of different types of analytics, 
using Big Data processing engines, is stored (see Fig. 5). Only high-
value data are stored as files inside the Curated Zone in a folder 
(often in HDFS); it means data that passed quality data checks, 
i.e., data cleansing, data transformation and data enrichment [21]. 
This data, available in the curated zone, can be used to ad-hoc 
dashboards and visualizations, real-time analytics, and machine 
learning to guide better decisions.

Fig. 4. Plug in disparate data sources into the Cloud Data Lake: Raw Zone.

Fig. 5. Plug in disparate data sources into Cloud Data Lake: Raw Zone, clean, 
transform and enrich and store in the Curated Zone.

About the other main component of the DMSA, i.e., the 
typical DW, it still plays a fundamental role in the enterprise data 
architecture of any MO organization and it is a key component of 
the data landscape. However, in a Big Data environment, it often 
becomes in a Cloud Data Warehouse. The reasons are multiple 
[22]: to reduce cost, increase security, simplify maintenance, and 
to make possible unlimited and easy DW growth. As mentioned, 
data is growing in an exponential form, and MO organisations need 
to adapt using modern Cloud DW architectures. Parallel database 
systems [23] have been available for organizations for many years 
and provided enterprise capabilities to run large SQL queries on a 
large amount of data for many business users in traditional reporting 
and analytics systems. This new Cloud DW must: maintain the 
capability to run large SQL queries in a large amount of data, run in 
the cloud, use MPP (Massive Parallel Processing) [24] with storage 
and compute decoupled and allow unlimited growth and high SQL 
query performance.

Other advantages of using the cloud in this layer are that MO 
companies can program their cloud infrastructure using automatic 
scaling capabilities. One of the main benefits is cost reduction. 
Automatic scaling allows services to go to sleep during times of low 
load and can handle unexpected traffic spikes.

As seen in section II, DWs are loaded by ETL processes. Having 
expanded the storage philosophy with the Data Lakes explained, 
it is necessary to also extend the philosophy of these processes 
incorporating ELT (Extract, Load, and Transform) processes where 
data is extracted from the source, then loaded into a landing area in 
the Data Lake, transforming it where it sits in the Data Lake and then 
loading it into the Curated Layer of the Data Lake or DW.  When the 
data is extracted from the source into the landing area (Raw Zone), 
it is a raw copy, meaning the column “names” is kept the same as 
in the source database and data is not converted.  In most cases, in 
Big Data projects, it is preferable to use ELT instead of ETL. ELT 
has the benefit of minimizing the processing on the source, since no 
transformation is being done, which can be extremely important if 
the source is a production system where you could be impacting the 
user experience as opposed to a copy of the source (via replication, 
database snapshot, etc.). The negative side of this approach is that 
it may take longer to get the data into the target system data lake or 
data warehouse, also with the landing area there is an extra step in 
the process, and more disk space will be needed for the landing area.
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C. Insight Generation
As described in section II, this layer is supported largely by AI and 

ML. The new proposed architecture adds two new key elements for MO 
companies to increase the monetary value of the current data asset. On 
one hand, some components that will imply a change in the AI model 
making process conception that will allow increasing their power 
and the industrialization of them: Cloud AI and AutoML (Automated 
machine learning). On the other hand, there is a fundamental element 
that is the incorporation of the new AI models that are revolutionizing 
the business world, with special mention to Deep Learning algorithms 
due to the repercussion that it will have in the MO companies. These 
commented elements are explained below in more detail:
• Cloud AI.  As seen, AI plays a fundamental role in the Insight 

Generation layer. Thus, Cloud providers invested a considerable 
amount of money and time to build research teams to create state-
of-art AI services and more specifically Cloud ML services [25]. 
Some of these important providers are [26]: Google Cloud Machine 
Learning Platform, Microsoft Cognitive Services, Amazon 
Machine Learning; and IBM Watson Analytics. Having said that, 
it is proposed that MO companies select from the available Cloud 
AI services offers the services that will enable them to differentiate 
from their competitors instead of building their own (including the 
typical models presented in Fig. 2: customer segmentation, channel 
optimization, brand sentiment, etc.). This approach will reduce the 
cost of hiring highly skilled, expensive and scarcest experts, also 
reducing the time to market of new insights generation solutions 
and spending less time/money in AI research. Most of these AI 
services will not even require minimum AI skills and will be 
available in the Cloud for software developers to integrate using 
APIs (Application Programming Interfaces). It should be noted 
that the suppliers of these new Cloud AI services also have the 
advantage of being able to train the ML algorithms with much more 
data that the company itself could have. This implies that, in many 
cases, they will be much more efficient models. A real example 
could be for a MO company to use cloud text analytics services 
to better understand what customers are writing about companies’ 
products and services in the social media or to automatic review 
customer’s comments in a website or in a contact center. 

• Automatic Machine Learning (AutoML) is a software that can 
run in the cloud or in a local computer that enables developers 
with limited ML expertise to train high-quality models. With the 
shortage of specialized professional [27], the use of AutoML tools 
[28][29] in MO companies can increase the capacity of the insight 
generation team. 

• Deep Learning. They are an evolution of artificial neural networks 
composed of multiple processing layers to learn representations of 
data with multiple levels of abstraction [30]. In MO organizations 
Deep Learning can play an important role in improving existing 
ML models to forecast time series data (sales), monitor the brand 
sentiment, understanding customer behavior using text analytics/
NLP (Natural Language Processing), detect customers using face 
recognition techniques, etc.[31][32].
Most of MO companies in the last decades used the Insight 

Generation process to increase company value, reduce costs, understand 
better their customers and competitors, and provide relevant insights 
for the business. Our purpose in this new framework is to add the Data 
Supermarket, a place to commercialize the data products generated 
by the insight generation process to other consumers exchanging them 
for a monetary value [33]. A typical insight generation process is 
developed by a multidisciplinary data scientist team, where raw data is 
converted into insights and data products. Our proposed contribution 
is to define the Data Supermarket as a key element in the Big Data 
monetisation strategy where data products created by this Big Data 

Scientist team, will be shipped as data products in a form of services or 
products to internal or external consumers. Smart Steps from Telefonica 
is a successful example of building data products and providing them 
to external companies. Smart Steps is an insight solution that uses 
anonymized and aggregated mobile network data to provide useful 
insights [33]. Therefore, the principal goal of the Data Supermarket is 
to generate new revenue to the company and enable the organization to 
increase penetration in new markets, not explored before. Organizing 
the data into one single repository and creating a data product catalog 
is also a benefit for the end business users. Data will be democratized 
to the business users with a proper data definition [34]. 

In Fig. 6 the lifecycle to build data products and sell in the Data 
Supermarket is showed. As mentioned, the Data Supermarket concept 
is based on a normal supermarket. In daily life people can buy multiple 
products in a single place, they are all available in the supermarket. 
The same concept can be transposed to data. Using this same idea, it 
is proposed that data will come from different data suppliers (source 
systems), ingested/moved to the Raw Zone (landing zone) where 
the raw data is organized in a catalog (raw area). The next step is to 
transform the raw data into different data products according to the 
internal and external business user’s needs. Like the experience of 
going to a food supermarket, where all the products are gathered and 
arranged in an organized manner. 

Fig. 6. Data science lifecycle to build data products and sell in the data 
supermarket.

The benefit of a data supermarket is the synergy of having best 
practices applied to activities like data collection, data transformation, 
data storage and data consumption. All the complexity of dealing with 
data is hidden from the end business user and presented in the Data 
Supermarket in a better user experience. The presentation or Data 
Supermarket store will handle the important tasks of data access, 
data security and data commercialization (free or paid) for internal or 
external users.  The data supermarket store is the broker responsible for 
selling data products and for allowing market-oriented companies to 
profit from the data products available in the company data asset. The 
future data supermarket/data marketplace could become an important 
key asset of the modern MO organization. 

D. Action
The MO scheme requires to be continuously adapting to changes 

in this market precisely (behavior of customers, competitors, etc.). It 
is for this reason that this Action layer should facilitate this continuous 
adaptation. In this layer, some components were added with the aim of 
automating many of their tasks and therefore drastically reduce the staff 
that performs them. This staff will be largely replaced by automated 
agents to perform some specific tasks with more velocity and accuracy. 
Thus, it is proposed the addition of new components, real-time alerts 
and chatbots, which are described below:
• Real-time alerts system. A MO company needs to be able to notify 

in real time, to their decision makers, the essential information 
for decision-making. The real-time notification system will 
communicate with the decision maker through the best notification 
option available and desired by the user. The most common 
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notification mechanisms/systems are SMS, Phone Calls, e-mail, 
WhatsApp, iOS/Android mobile notification, desktop alert, mass 
notification, led wall boards, drones, autonomous cars and robots. 
These systems provide only the essential information that needs to 
be monitored in real time; and in case that certain rules happen the 
required actions can be taken consequently. 

• Chatbots. Answering to clients is another important task that 
MO companies need to accomplish, and there is a technological 
capability that can help organizations with this requirement: 
the chatbots.  A chatbot is a software aimed at simulating the 
conversation of a human being [35][36], i.e. that can interact with 
humans by text or voice, responding queries using sophisticated 
natural language processing and speech recognition techniques, 
they can also retrieve historical information from the DMSA 
layer and respond personalized questions like what is my current 
bank balance, what is my national insurance number, how many 
days do I still have available for annual leave, etc. The insurance 
company Norwich Union, an Aviva company, is a real example of 
using chatbots as an automated customer service representative. 
These virtual agents (chatbots) were designed to help with general 
queries regarding products [37].

• DevOps (Development Operations) [38]-[40]. In order to enable 
MO companies to better serve their customers and compete more 
effectively in the market, it is proposed the usage of DevOps, 
which is “a combination of cultural philosophies, practices, and 
tools that increase an organization’s ability to deliver applications 
and services at high velocity”[41]. This component is especially 
important for the development of technical services of companies 
since it is a methodology that allows its automation. In this way, 
the knowledge obtained from the corresponding layer can be 
implemented more quickly. 

E. Outcomes
Outcomes layer includes the continuous motorization of the Key 

Performance Indicators (KPI) in order to check the effectiveness of 
the actions. It should be noted that many of these business actions 
are proposed or executed directly by ML models, so it is necessary 
to control these automatic decision makers. Thus, the knowledge 
discovered by these AI techniques is not universal, and its results 
will be degraded as the behavior of the market changes (consumers, 
competitors, etc.). Therefore, it is considered essential to incorporate 
constant monitoring and management of these ML models:
• ML Model Management [42]. It is a set of techniques and 

software that are used to manage ML models. It automatizes the 
ML lifecycle [43] in MO organizations. It helps organizations to 
measure the results of the ML models and guarantee the historical 
of all the ML iterative process. In this way, when it is identified that 
a ML model is no longer useful, it will be automatically replaced 
by others.

IV. Concluding Remarks and Future Work

The market is constantly evolving; thus, MO organization has a 
huge advantage compared to non-market-oriented companies [44]. 
This difference has been increased in those MO companies that 
have effectively used the data for decision making, incorporating 
AI techniques to increase sales, reduce costs, improve customer 
satisfaction, develop new value propositions, etc. 

Because of the emergence of Big Data and AI, every company 
will have to invest in a new data and AI strategy, learn how to 
leverage existing internal data, buy new data from other companies 
and extend new capabilities to become data-driven companies [45]. 
This journey is mandatory in the digital era that we all live, there is 

no way a company will survive without shifting to a data culture, the 
market is evolving rapidly, and new products will disrupt companies 
and change entire industries. 

In the context that there are many disoriented companies on how to 
adapt their classic conceptual architectures and take advantage of the 
great potential of this immense volume of data, this work proposes a 
conceptual Big Data Science Cloud Architecture, that aims to set the 
foundational building blocks for a modern MO organisation, capable to 
support Data and AI use cases and provide the flexibility necessary to 
add or remove capabilities according to market needs.  

Companies that adopt the proposed formal framework will bring 
agility and many possibilities to get new marketing insights and to 
innovate and create new P/S individually adapted to the needs of each 
of its customers [46].

As an additional advantage, companies that know how to make 
their own decisions based on data in the context of Big Data, can 
consider new lines of business based on the commercialization of data 
and knowledge. For this reason, it has been incorporated into our formal 
framework the Data Supermarket component dedicated to selling Data 
Products that are powerful weapons that will drive innovation and 
additional revenue for organizations.

As future work, we plan to focus on topics such as: IoT, AutoML, 
Chatbots, Robotic Process Automation (RPA), Cloud, Data, AI Strategy 
and Data Supermarket applied to MO companies in different industries 
and measure the results achieved in short, medium and long term. We 
also plan to include automatic TD [47]-[49] applied to MO companies 
in the formal framework proposed.
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I. Introduction

Demand prediction includes determining the volume of sales or 
market trends for a particular product and determining its sales in 

the entire market. By forecasting demand in a company, it is possible 
to determine the company's market share and the required planning 
for performance improvement. Therefore, one of the earliest stages of 
budget planning is demand prediction. With demand prediction, the 
income of the firm and its costs are based on the predicted income. 
Therefore, if sales forecasting is not highly accurate, it will affect other 
monetary and financial variables [1]. 

Since prediction is one of the key tools in manufacturing system 
planning, various researchers have well attempted to develop this area. 
In many ways, demand prediction is focused on behavioral patterns 
of demand in the past. In these methods, the use of historical data is 
important [2]. 

Various prediction models were used in the literature, such as 
linear or polynomial regression techniques, moving average, box 
Jenkins models and structural models. However, these models had 
weaknesses that did not allow to consider complex and non-linear 
affecting factors. In recent decades, artificial intelligence  has been 
used to detect relationships between complex and nonlinear variables 
[3]. Accordingly, due to the high ability of neural networks to learn 
complex and non-linear relationships, they have been widely used in 
various fields of science [4].

Hybrid artificial intelligence (HAI) tools are used to establish a 
better relationship between the input and output values      of the training 
data. Recent studies have shown that new researches in the field of  
neural networks are focused on using HAI [5]. The growth of HAIs 
in different domains indicates their ability to achieve better results 
compare to traditional methods. Several main related research in this 
filed are explained below.

II. Related Works 

Khalafallah (2008) [6] has used artificial neural network to predict 
US housing demand.  Khashei and Bijari (2011) [7] have developed 
a hybrid neural network with ARIMA technique to improve the 
performance of the neural network.  Slimani et al. (2015) [8] have 
examined Moroccan supermarket demand prediction using neural 
networks. They have used a MLP neural network. 

Liu et al. (2017) [9] in their study, developed the artificial 
neural network in order to predict the periodic demand for products. 
Rangel et al. (2017) [10] have predicted demand for drinking water 
for the next 24 hours in the city of Barcelona through a variety 
of neural networks. In order to improve these neural networks, 
the training phase has been improved with the help of genetic 
algorithm. Evaluations carried out by the error index indicate that 
the use of the genetic algorithm improves prediction performance 
up to 1.5%. In 2018, Anand and suganthi [11] proposed an ANN 
that is optimized with hybrid genetic algorithm and particle swarm 
optimization (GA-PSO) to predict the electricity demand of the 
state of Tamil Nadu in India. The obtained results showed that the 
proposed method have higher accuracy than single optimization 
models such as PSO and GA.
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Obedinia et al. [12] in 2018 prepared a hybrid forecasting engine 
based on ANN and  shark smell optimization (SSO) algorithms.  
Dosdoğru et al. [13]  in 2018 used different meta-heuristics likes Ant 
Lion Optimization (ALO) and  Firefly Algorithm [14] to improve the 
performance of the ANN. According to the results, hybrid ANN models 
provided a remarkable solution for other forecasting problems.

This research is focused on the prediction of dairy product demand 
(DPD) by using artificial intelligence. In this regard, MLP, is used as 
demand prediction tools. Since this tool has limitations and defects, 
the most recent meta-heuristic algorithms have been used in order to 
improve such limitations.

The main contribution of this research is to provide an integrated 
framework based on statistical tests, time series neural network and 
HAIs with the help of the most recent meta-heuristic algorithms. 
The used algorithms include gray wolf optimization (GWO) and 
cultural algorithm (CA). The work is organized as follows: Section III 
introduces the methodology, section IV presents the structure of hybrid 
methods. In Section V, the case study is introduced, and in Section 
VI, the results of implementation of the hybrid prediction methods are 
presented; Section VII concludes the paper with some suggestion for 
future researches.

III. Methodology

In MLP, the total weighted input and bias are given to the neural 
network through the transfer function in order to generate outputs. 
The results are saved in a layered feed forward topology called the 
feed forward neural network [3]. MLP networks include an input 
layer, one or more hidden layers, and an output layer. Each layer has a 
number of processing units, and each unit is fully linked with weighted 
connections to units in the next layer. The N input converts to the L 
output through nonlinear functions. The units of the neural network are 
calculated by Eq. (1).
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In Eq. (1), f is the activation function, xh is the activation of the hth 
hidden layer node and who is the interconnection between the hth hidden 
layer node and the oth output layer node. The most common activation 
function that is used in the literature is the sigmoid function that is 
based on Eq. (2).
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The quality of the output of the MLP is specified by comparing 
the predicted output (y) and real output (o). The main three criteria of 
evaluation prediction quality is presented in Eqs. (3-5).
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The aim of the MLP is to reduce the MSE by adjusting the 
connections between the layers. The weights are adjusted using the 

gradient descent back propagation (BP) algorithm. This algorithm 
requires training data. During the training process, the MLP starts with 
a random set of initial weights and then continues a convergence to 
least error (optimum or local) is met [15].

The BP algorithm has a deep independency to the number of 
hidden layers. Moreover, this algorithm is so slow converging in big 
data analysis. For these reasons, it is suggested to use a meta-heuristic 
algorithm instead of the classic learning method, which has a fast 
convergence and low independency to the number of hidden layers. 
The method of implementing a meta-heuristic algorithm in the neural 
networks is explained in the section VI and the structure of proposed 
hybrid MLP and novel meta-heuristic algorithms is described in Fig. 1.

Fig. 1. The structure of the proposed hybrid MLP and novel meta-heuristic 
algorithms.

A. Prediction Network Optimization
As previously described, the use of traditional methods to optimize 

the prediction network structure has disadvantages that need to be 
addressed by a more powerful method. In this regard, it is suggested to 
use new meta-heuristic algorithms. 

In order to implement each prediction network optimization 
algorithm, a suitable solution representation and a fitness function 
are required. Each solution representation shows a set of weights 
corresponding to the neural network architecture. Fig. 2 shows an 
example solution string for a network architecture with four neurons in 
the input layer, two neurons in the middle layer and one neuron in the 
output layer. In this representation, there are 8 (4×2) weights linking the 
first and second layers (W1) and 2 weights linking the second and third 
layers (W2). The values of all these weights range from zero to one.

Fig. 2. The structure of the solution string for network optimization algorithms.

The next step after determining the network weights is to obtain 
a set of predictions (Y), compare them with their counterparts among 
real observations (O), and measure the difference in terms of the mean 
squared error [16], which is presented in Eq. (3). 

In this research, the GWO and CA are used to optimize the prediction 
network. In all of these algorithms, the solution representation and 
fitness function are the same. In section IV, the details of each of these 
algorithms are expressed. 
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IV. Applied Novel Meta-Heuristic Algorithm 

A. Gray Wolf Optimization 
The gray wolf optimization (GWO) algorithm was proposed by 

Mirjalili et al. (2014) based on their collective hunting [17]. The gray 
wolf is from the Canadian wolf family. Gray wolves are on top of the 
food chain and prefer to live in groups. Their groups consist of 5-12 
wolves. The wolf alpha is the leader wolf in the group, whose orders 
must be followed by the group. Alphas are basically responsible for 
deciding about hunting, sleeping, moving time, etc. The second level is 
the gray wolf beta. Betas are wolves led by alphas, which help alphas in 
decision making and other group activities. Beta wolves are probably 
the best candidate for being alphas and play the role of an assistant for 
the alpha and a moderator for the group. The lowest grade is the omega 
gray wolf. Omega wolves have a sacrificial role for other members of 
the group. They are the last wolves that are permitted to eat. A wolf 
that is not an alpha, beta or omega is called obedient (or delta).  Delta 
wolves follow alphas or betas and lead omegas. Scouts and sentinels 
belong to this group.

1. Social Behavior of Wolves
When designing the GWO in social behavior of wolves, the most 

appropriate solution is called wolf alpha. Then, the second and third 
best solutions are called wolf beta and gamma respectively. The 
remaining solutions are assumed to be omega. Therefore, optimization 
in the GWO algorithm is led by alpha, beta and delta, and omega 
wolves follow these three categories. 

2. Turning Around the Prey
Gray wolves encircle the prey during hunt. For modeling the 

turning behavior mathematically, Eqs. (6-7) are presented [17].

 (6)

 (7)

Where t represents the repetition, A and C are the vector 
coefficients,  is the vector of the prey position and X represents 
the position vector of a gray wolf. The vectors A and C are calculated 
according to Eqs. (8-9).

r r ur rA a r a� �2
1
.

 (8)
r ur
C r= 2

2
.

 (9)

Where  decreases linearly from 2 to 0 under the path of repetitions, 
and r1 and r2 are random vectors.

3. Detecting the Position of the Prey
In order to mathematically simulate the hunting behavior of gray 

wolves, we assume that alphas (the best candidate solution), betas 
and deltas have enough knowledge about the potential position of the 
prey. Therefore, we will save the first three best solutions and force 
other search agents (omegas) to update their position according to the 
position of the best search agents based on Eqs. (10-16). 
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The final position can be in a random location within a circle 

marked with the alpha, beta, and delta positions in the search space. 
In other words, alphas, betas and deltas estimate the position of 
the prey and other wolves update their position randomly around 
the prey. In summary, the steps of the GWO algorithm are as the 
algorithm 1.

1: Generate initial search agents Gi (i=1, 2,…., n)
2: Initialize the vector’s a, A and C
3: Estimate the fitness value of each hunt agent
      Ga=the best hunt agent 
      Gβ=the second best hunt agent
      Gδ=the third best hunt agent
4: Iter=1 
5: repeat 
6: for i=1: Gs (grey wolf pack size)
 Renew the location of the current hunt agent 
End for 
7: Estimate the fitness value of all hunt agents 
8: Update the value of Ga, Gβ, Gδ
9: Update the vectors a, A and C 
10: Iter=Iter+1 
11: until Iter>= maximum number of iterations {Stopping criteria}
12: output Ga 
13. End

Algorithm 1. The GWO pseudocode [17].

B. Cultural Algorithm (CA)
Cultural algorithms were introduced by Reynolds in 1994 

[18]. These algorithms are inspired by evolution of the human 
culture and influence of a community on its people and its effect 
on creation of future generations. A cultural algorithm considers 
the two search spaces in the optimization process. In other words, 
cultural algorithms are a branch of evolutionary computing, in which 
there is a component called the “belief space” in addition to the 
population space, which is based on the Darwinian genetic theory. 
This algorithm uses the domain of knowledge for the search process. 
In fact, in the belief space, a group of elite people (or those who are 
more attentive) are selected, and in population space, there will be 
a way that is considered for influencing this selected group on the 
individuals. The addition of knowledge is effective in improving the 
efficiency of evolutionary algorithms and makes the search process 
more intelligent. Cultural algorithms from this point can be viewed 
as an extension of genetic algorithms. This algorithm has different 
knowledge in its belief space, which helps the search process. The 
components of the cultural algorithm include: a) the population 
space, b) the belief space, c) the admission function, and d) the effect 
function, which are explained below.
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1. Population Space
The population is a cultural algorithm is almost same to this in the 

genetic algorithm and is generated randomly. 

2. Belief Space
The belief space of a cultural algorithm is divided into different 

parts. These parts represent the different areas of knowledge possessed 
by the population from the search space. In the belief space, successful 
people’s generalized experiences are gained from the demographic 
space and improved the generations. Thus, in fact, people’s cultural 
information is modeled in the belief space. These experiences will 
transfer and affect all future generations. This space is actually 
effective in pruning the population. Every person is a particle in the 
search space, which is used by the belief space to move away people 
from undesirable areas and push them toward promising and near-
solution areas. Various knowledge is formed to shape the belief space, 
including situational knowledge, normative knowledge (criterion), 
topographic knowledge (pivotal component), history knowledge, 
and range knowledge; the belief space and temporary knowledge are 
calculated by Eq. (17) [19].

y t S t N t� � � � � � �� �,�
 (17)

Where y is the space of belief, S(t) is positional knowledge and 
N(t) is normative knowledge.

3. Positional or Situational Knowledge
We consider the best solutions of each generation (or current 

generation) as a conditional particle. A solution in the CA is considered 
as a target. Situational knowledge here includes the best component 
and according to Eq. (18), belief (culture) atmosphere will be updated. 

 (18)

4. Normative Knowledge (Criterion)
This knowledge source stores a set of good and promising ranges 

that are extracted from a set of fine particles for each dimension. If 
the space is competitive, norms take a proper shape and [20]. This 
knowledge is applied according to the following equation. Here, n 
represents the number of dimensions of the problem, and each X is 
defined Eq. (19-20) [21].
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Where li and ui are the upper and lower limit of the ith dimension, 
respectively, and Li and Ui are the values of the competency function in 
that range. According to this knowledge, the search space is gradually 
becoming smaller and closer to good regions. 

5. Admission Function
A variety of static and dynamic admission functions can be used in 

this algorithm. In this paper, the dynamical admission function is used 
to vary people’s effect on culture in each repetition, and the number of 
population members is derived from Eq. (21) [21].
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Where ns is the population size, γ is a random number between 0 
and 1, and t is the number of the algorithm iteration.

6. Effect Function
The belief atmosphere affects the population space by using the 

mutation operator. This effect is possible in two ways: measure of 
mutation and direction of mutation. The effect function of Eqs. (22 - 
23) is used to change the responses [18].

 (22)
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In summary, the benefit of the cultural algorithm can be shown as 
the algorithm 2.

1. Begin
2. t = 0;
3. Initialize Population POP (t);
4. Initialize Belief Space BLF (t);
5. Repeat
6. Evaluate Population POP (t);
7.          Adjust (BLF (t), Accept (POP (t)));
8. Adjust (BLF (t));
9.  Variation (POP (t) from POP (t-1));   
10. until termination condition achieved
11. End

Algorithm 2. The CA pseudocode [21]

V. Case Study Description 

To study the trend of demand for dairy products in Iran [22], the 
database containing the monthly sales of dairy products of Pegah 
Golpayegan Dairy Company during a period of 60 months from 
2013 to 2018 was collected. The trend of demand during these 60 
months is displayed in Fig. 3. As shown in this figure, the demand 
for dairy products does not follow any specific pattern. Thus, to make 
a prediction about the demand in the coming months, it is necessary 
to identify a set of determinant factors and then apply an artificial 
intelligence tool on the collected data. After the examination of the 
literature, the authors identified 12 variables that can affect the demand 
for dairy products. These variables are listed in Table I.

Fig. 3. Total demand for dairy products from 2013 to 2018.
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TABLE I.  List of Variables on Dairy Products Demand

DescriptionPeriodSymbolVariable
General price increase ratesMonthlyINInflation
Average price levels of products 
portfolio purchased by consumersMonthlyCPIConsumer price 

index
The average price of goods and 
services that producers pay for 
the production 

MonthlyPPIProducer Price 
Index

Measuring the changes in the 
price of dairy products that are 
consumed by households in 
urban areas

MonthlyDPI
The dairy products 

price index in 
urban areas

Measuring the distribution of 
income within the country over a 
period of time

MonthlyGCGini coefficient

Milk is the primary ingredient 
in the production of all dairy 
products and its price influences 
the price of other dairy products

YearlyAMPAverage milk price

The total population of the Iran 
which is reported annuallyAnnuallyPOPPopulation

Measuring the distribution of the 
individuals among the householdsAnnuallyANHAverage number of 

households
The average income which the 
fixed costs are not reduced it.AnnuallyAAGIAverage annual 

gross income
The percentage of households’ 
average income that pays for 
dairy products

AnnuallyACPD
Annual cost 

percentage for 
dairy products

This index determines the 
welfare level based on the 
economic situation (such as 
GDP), health, education, etc.

AnnuallyIPILegatum 
prosperity index

Indicates the change in the 
number of goods and services 
produced by the enterprises.

AnnuallyIPIIndustrial 
production index

VI. Numerical Results 

First, it is necessary to analyze the set of indexes that could affect 
the demand for dairy products. In this regard, it is necessary to measure 
the correlation of each of the indexes with the DPD. Therefore, the 
Pearson correlation coefficient was used. This coefficient is always 
between -1 and 1. If the Pearson correlation coefficient of X and Y is 
close to 1 or -1, respectively, it means that the relationship between X 
and Y is significant, and as close as 0, it means the insignificance of 
the relationship between these two variables. The Pearson correlation 
coefficient between each of the 12 indexes and the DPD was obtained 
using SPSS 16 software and is shown in Table II.

TABLE II. The Pearson Correlation Test for the Identified Variables

CovarianceSignificancePearson correlationParameter
-6.79E60.00-0.685IN
6.2E30.000.594GC
6.97E60.000.548CPI
6.44E80.000.490PPI
1.1E70.7650.040DPI
9.9E50.000.466AMP
6.6E50.000.552POP
-3.5E50.00-0.595ANH
-7.8E40.962-0.006AAGI
1.1E50.00-0.607ACPD
-2.7E50.00-0.465LPI
1.8E70.2930.138IPI

In Table III, at 95% confidence level, the variables with a 
significance value of more than 0.05 were statistically insignificant 
on the DPD and their trend was not correlated with the demand for 
dairy products in the last five years. Accordingly, the dairy products 
price index in urban areas (DPI) and average annual gross income 
(AAGI) and industrial production index (IPI) did not have a significant 
correlation with the demand for dairy products.

TABLE III. Regression Analysis for the Statistically Significant 
Variables

Variable β Std. error T value P value
Constant 1.235E8 2.609E8 1.473 0.00638

CPI -5.504E4 7.518E4 -2.732 0.00467

IN -7.396E4 3.812E4 -2.640 0.00058
PPI 7.2923E3 3.134E4 1.233 0.00817

AMP -5.226E5 3.499E5 -3.494 0.00141

POP 8.857E5 5.318E5 3.665 0.00102

ANH -2.351E7 2.101E7 -2.119 0.00268

LPI -4.047E5 1.189E6 -1.341 0.00735

GC -1.164E8 1.741E8 -2.668 0.00507

The results of Table II show that the highest correlation was 
between inflation and the DPD. Inflation has led to a sharp drop in 
dairy consumption in Iran. This is also well illustrated in the ACPD 
index. Despite increasing the annual cost percentage for dairy products 
in some periods, the consumption of dairy products dropped in the same 
periods due to increasing inflation in the price of dairy products. On 
the other hand, the DPD correlation with these variables has its own 
complexity as the indexes affect each other. For example, the population 
of the country has increased over the past five years, which has led to 
a higher demand for dairy products, resulting in a positive correlation 
between the DPD and the population in Iran. For this reason, and despite 
the interaction of different indexes on each other, it is necessary to use 
an intelligent tool to predict the demand for dairy products.

The data between the years 2013 and 2017 was used to construct 
a multi variable regression (MVR) as shown in Eq. (24), where total 
dairy demand is the dependent variable while the independent variables 
are categorized in Table III as statistically significant variables.

 (24)

The MVR equation is given in Eq. (24) while the regression 
coefficient (β) of each variable, standard errors, T values and two tailed 
p values of the coefficients were obtained from SPSS MVR analysis 
and are summarized in Table IV. It should be noted that the major 
impact on the demand may vary from country to country; in other 
words, a variable in correlation with the total dairy demand in a country 
may have no significant correlation in another country. Therefore, it is 
recommended to determine important statistical variables that affect 
the total dairy demand of a particular country before performing future 
predictions.

After determining the statistically significant variables correlating 
with the DPD, these variables were considered as inputs of the 
prediction network; then, the demand for dairy products was considered 
as the output of the prediction network. Fig. 4 shows the scheme of the 
proposed network prediction.

In this research, two kinds of artificial neural network models 
including ANN1 and ANN2 were used. For the ANN1 (multilayer 
perceptron), the total dairy demand was modeled as a function of 
the statistically significant variables, as shown in Fig. 4. In order to 
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evaluate the ANN1 for the future months, the future values of the 
statistically significant variables were determined by using the ANN2, 
which is a time series based neural network. In this kind of ANN, one 
variable in the month “t” was modeled as a function of its values in the 
past years [15]. The concept of the ANN2 is shown in Fig. 5. 

Fig. 4. The proposed prediction network.

Fig. 5. The proposed time series based neural network.

A. Significant Variables Prediction
In order to predict the statistically significant variables determined 

as the input variables of the prediction network, an MLP network was 
considered for each of the variables. The structure of this network is 
in accordance with Fig. 5. Moreover, the value of n is fixed to 5. In 
other words, the value of each variable per month is a function of its 
own value in the last 5 months. Eqs. (25-32) show the function of each 
variable.

CPI f CPI CPI CPI CPI CPIt t t t t t� � �� � � � �1 2 3 4 5
, , , ,  (25)

IN f IN IN IN IN INt t t t t t� � �� � � � �1 2 3 4 5
, , , ,  (26)

PPI f PPI PPI PPI PPI PPIt t t t t t� � �� � � � �1 2 3 4 5
, , , ,  (27)

AMP f AMP AMP AMP AMP AMPt t t t t t� � �� � � � �1 2 3 4 5
, , , ,  (28)

POP f POP POP POP POP POPt t t t t t� � �� � � � �1 2 3 4 5
, , , ,  (29)

 (30)

LPI f LPI LPI CPI LPI LPIt t t t t t� � �� � � � �1 2 3 4 5
, , , ,  (31)

GC f GC GC GC GC GCt t t t t t� � �� � � � �1 2 3 4 5
, , , ,  (32)

After trying different neural network topologies, the optimal neural 
network topology was found as 5-5-5-1 (5 inputs, 5 neurons in the first 

and second hidden layers and 1 output) for ANN2 and ANN1; with the 
activation functions of sigmoid function for the input layer.

In the ANN2 neural network designed for each variable, the data 
for the last 12 months (2017) were considered as test data while the rest 
were considered as training data. Then, the amount of each variable was 
foreseen for the following 12 months (2018). The prediction process 
was initially calculated using the available data (the target data) for the 
forecasting each month between 2014 and 2017. For these predictions, 
the coefficient of determination (R2) and mean square error [16] were 
calculated and are presented in Table IV.

TABLE IV. The Prediction Results of the Significant Variables

TotalTestTrain
MSER2MSER2MSER2Variable
0.2720.9010.3240.9320.2360.909CPI
0.3150.9220.3170.9200.3140.924IN
0.2130.9570.2160.9460.2070.953PPI
0.4090.8390.4190.8340.4070.841GC
0.5290.8550.5610.7960.5010.881AMP
0.4010.8960.4330.8840.3670.903POP
0.3180.9120.3710.9090.2980.916ANH
0.5190.8690.5240.8660.5130.871LPI

Table IV shows the results of forecasting each of the variables 
affecting the DPD for 2018 in three categories. The first category 
refers to the training data, the second part refers to the test data, 
and the last part refers to the total data for five years. The results 
of Table IV show that the MLP was able to create an approximately 
90% adaptation between Targets and Predictions. This indicates the 
performance of the MLP in the time series prediction with irregular 
structure. On the other hand, the MSE error rate in the training data in 
all the variables was less than that in the test data. The reason for this 
is the sudden change in any of the variables in the last year. This is 
a clear indication of the variables reported annually (the AMP, POP, 
ANH, LPI, GC). The forecast error rate was higher for the variables 
reported annually than for those reported on a monthly basis (the CPI, 
IN, PPI). The data reported on an annual basis, the information of 
the last 5 months (the last 5 months) is equal to each other; thus, the 
forecast for the following period would be very close to that for the 
last five months. This is while the amount of these types of variables 
changed in the following years. Therefore, the forecast error would 
be higher for the annually reported variables. In Fig. 6 and 7, a 
comparison was made between the prediction of PPIs reported on a 
monthly basis and the AMP reported annually. 

The predicted value of each significant variable will be used as 
inputs of the prediction network to estimate the DPD in 2018. For 
example, in Fig. 6 and 7, the predicted value is shown for each of the 
months of 2018 with respect to the PPI and AMP indexes. 

Fig. 6. The PPI prediction for 2018.
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Fig. 7. The AMP prediction for 2018.

 As shown in Fig. 6, since the PPI data were reported on a monthly 
basis, the MLP neural network well identified the time series trend 
of this variable. For this reason, according to Table IV, the MSE was 
0.231 in predicting this variable. In Fig. 7, the forecast is shown for 
the AMP variable, which was reported annually. The value of this 
variable was quite stable over a year but jumped at the beginning of 
the following year. This mutation was not precisely predictable by the 
MLP, which is why the MSE value for the AMP was 0.529. Despite 
this, the MLP’s neural network was able to match 85% of the actual 
data and predictions.

B. DDP Prediction Using Hybrid MLP
In order to improve the performance of the MLP neural network, 

we optimized this tool with various meta-heuristic algorithms such as 
the GWO and CA. As described in Section IV, each of these algorithms 
was used in the training section and attempted to determine the bias 
weights in order to minimize the MSE value. Since each algorithm 
has its own specific method for optimizing the MSE, the results of the 
prediction of the combined neural networks with each of the algorithms 
were different. In Table V, the values of the R2, MSE and MAE are 
presented for each MLP based prediction.

TABLE V. The Prediction Results of the MLP-based Methods

R2MSEMAE
0.94760.01270.0941MLP-GWO
0.85200.03370.1681MLP -CA
0.71910.06790.3147Pure MLP

In Table V, the pure MLP was a multi-layer perceptron neural 
network, in which the BP was used to train the network. In this kind 
of neural network, the coefficient of determination was obtained as 
71.9%. Moreover, the MSE index was 0.067. The use of the meta-
heuristic algorithms to improve the MLP increased the coefficient of 
determination up to 94.7%. Comparison of the proposed algorithms for 
improvement of the MLP-GWO yielded the best results, and then the 
CA algorithm performed better than other algorithms. 

The dispersion of the best fitted method (MLP-GWO) outputs to 
the target values is shown in Fig. 8. Moreover, Fig. 9 represents the 
MLP- GWO predictions with the trend of the DDP.

In Fig. 8, the horizontal axis represented the normalized output 
of the MLP- GWO, and the vertical axis represented the normalized 
target values. Moreover, the Y = X line indicated the ideal prediction. 
In other words, the distance from the points to this line represented the 
prediction error of each available data. In Fig. 9, the trends of the DDP 
over the last five years were dictated and projected by the MLP- GWO. 
Moreover, Fig. 9 shows that the MLP was able to identify and predict 
the overall trend of the DDP by using its input variables. The biggest 
error in the forecast was for Jan-2016. In this period, there was a great 
change in the demand. By analyzing Fig. 7, it is seen that the average 
price of milk in this period increased sharply. For this reason, the MLP 

predicted an increase in the demand by analyzing the input variables; 
however, this prediction was accompanied by some error.

Fig. 8. Compliance between the normalized MLP- GWO output and targets.

Fig. 9. The actual demand and best fitted prediction based on the MLP.

VII.  Conclusion and Future Researches 

The key innovation of this research was to improve artificial 
intelligence with the help of the newest meta-heuristic algorithms 
such as the gray wolf algorithm and cultural algorithm. Artificial 
intelligence was used to provide a comprehensive framework to predict 
the demand for dairy products. In this framework, a series of socio-
economic variables that seemed to be effective on the DDP were first 
identified. Then, using the Pearson correlation coefficient, ineffective 
variables were eliminated. The results showed that the variables such 
as the index of dairy prices in urban areas (DPI), annual average gross 
income (AAGI) and industrial production index (IPI) did not have a 
significant correlation with the DDP. Then, the statistically significant 
variables were predicted using a time-based neural network. In the 
next step, the combination of each of the GWO and CA with MLP 
was applied. The summary of the results showed that the forecast error 
decreased by 1.8 times in the hybrid method based on the MLP.  In order 
to improve this research, it is suggested to use hybrid algorithms such 
as hybrid GWO-PSO to improve artificial intelligence predictions. It is 
also recommended to evaluate the ability of these new algorithms and 
compare it with that of the pure GWO and PSO algorithms.
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I. Introduction

NOWADAYS, the Internet’s massification simplifies the way that 
consumers get information about academic programs at any 

education level. At the same time, online platforms, like social networks 
and own web-pages, allow that universities interact more directly with 
the society, and particularly with their prospective students. Through 
these interactions, universities get and generate data that summarizes 
students’ preferences and needs. Hence, it is possible for universities 
the alignment of their online marketing strategies to what prospective 
students need or are interested [2]. For example, Pham et al. [1] observe 
that universities promote their academic programs through YouTube 
by considering students targeted segments, i.e., people that search 
for cuisine tutorials receive the publicity of gastronomic academic 
programs, while people that see space programs receive information 
about engineering programs. In a different market, Freeman et al. [10] 
provide empirical evidence about the positive impact of promoting 
nutrient-poor food through Facebook; and they observe that the 
social network offers unique digital marketing tools that increase the 
engagement of consumers on these products.

In general, we observe that digital platforms are structures that 
facilitate the sharing of information between consumers and providers 
of education services, and vice versa, even if no transaction is made; 
hence, the value of platforms relies on being knowledge intermediaries 
for all agents, regardless of the market’s side where they stand [25]. 
Consequently, digital platforms are structures that universities can use 
to disseminate advertising about all their academic programs, even 
if prospective students do not ask directly for information related to 
education programs [26]. 

Although digital platforms facilitate the communication between 
universities and prospective students, it is essential to remark that the 
last ones are exposed to advertisements from different products, which 
exposes them to excess information [7]. Moreover, obtaining a graduate 
certificate/master’s degree/doctoral degree does not represent a first 
order necessity since people face family obligations or employment 
commitments when they want to enroll in a graduate program [11]-[12].  
Excess of information and other priorities are factors that overshadow 
graduate programs, i.e., the probability of ignoring graduate programs’ 
advertising is high. Hence, such factors cause a negative impact on the 
effectiveness of digital promotion strategies [13]. 

The designing of digital marketing campaigns must identify those 
features of prospective students that drive their decision to start and 
admission process, but also enroll in an academic program [6]. In 
other words, the marketing design must consider data from prospective 
consumers that become active consumers of the educations service.

The majority of universities are aware of having web pages and 
social networks profiles to interact with their community (prospective 
students, students, professors, and the society in general). Also, 
universities value the importance of storing data generated by the 
interaction in such platforms [8]. Although the theory emphasizes 
that owning data is distinct from having relevant information for the 
planning of marketing strategies [16], not all universities know how to 
treat information from digital sources [22].

Notably, for private universities, designing effective strategies to 
promote graduate programs is relevant given the high costs of their 
academic programs and the fact that such education level represents an 
opportunity for professional improvement or it is considered a personal 
achievement [12]. As we mentioned before, it is not a first order necessity 
that private universities need to understand if they want to attract new 
students that successfully enroll in the university [4] [6] [17]. 

In the case of Mexico, private universities face an additional 
problem. The National Council of Research and Technology 
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(CONACYT, its acronym by its name in Spanish, Consejo Nacional 
de Ciencia y Tecnología) provides scholarships to study a program 
that holds a CONACYT’s quality certification, no matter if the 
university that offers them is private or public. This is a public strategy 
that pursues the generation of high-skilled human capital, but it also 
generates incentives, among prospective students, to apply to those 
graduate programs with the CONACYT’s certification. Naturally, the 
largest population of graduate students belongs to public universities 
[27]. Consequently, private universities should make an additional 
effort to promote non-certified graduate programs. 

We analyze the promotion’s dataset of a Mexican private university 
that offers graduate programs with and without the CONACYT’s 
certification. Mainly, we restrict our attention to the data generated by 
the university’s web page since it includes those prospective students 
that enroll in a graduate program of the university. We analyze the dataset 
through machine learning techniques, particularly clustering algorithms 
to identify the features that drive students’ decision making to enroll at 
a graduate program. From the marketing perspective, the identification 
of clusters facilitates the development of promotion campaigns by 
focusing on groups of graduate programs instead of launching a general 
campaign, which may confuse, or specific campaigns that generate an 
excess of information. From a technical point of view, this methodology 
produces better results when data is not generated by a controlled survey; 
for these datasets, machine learning provides more explicit logical rules 
for marketers [28]. We observe that age and the city, where prospective 
students live, are features under we segment graduate programs. 
Surprisingly, marriage status and sex do not provide any information 
about the students that enroll in a graduate program of this university. By 
the previous results, the design of marketing campaigns must consider 
segments of age and city. 

The paper is organized as follows. In section II, we present a brief 
literature review about how private universities design marketing 
campaigns; we focus on machine learning to generate data-driven 
marketing strategies. Part III discusses the data treatment and the 
clustering method that we implement to partition data. Section IV 
presents the implementation of the clustering analysis and the main 
results. In the last section, we offer the conclusions.

II. Literature Review

Our paper is closely related to the literature that analyzes the selling 
of educational services. We present a brief review of how marketing and 
machine learning contribute to promoting universities since our objective 
is to propose marketing strategies to promote graduate programs.

A. Marketing Private Educational Services
Marketing schools have called the attention of academics and 

practitioners since governments, in recent years, pursues high-skilled 
workers generation boosting competition among universities. Some 
of these policies facilitate the creation of universities, while others 
provide financial resources to consolidate research activities. Hence, 
marketing schools is an area of study that emerges from understanding 
how universities respond to market changes due to the government’s 
intervention; mainly, how they attract new students under public 
policies that prioritize strategic economic sectors [9, 29] 

In New Orleans, for example, school-choice policies promote 
hierarchies among universities to benefit advantaged students; i.e., 
the government provides scholarships to those students that enroll in 
high ranked universities [21]. Thus, public policy generates an “unfair” 
competition among universities for the attraction of well-qualified 
students. As a reactive response, universities invest in marketing 
strategies to avoid disadvantaged students. Lubienski [30] finds a 
similar result in Michigan, where the government does not discriminate 

among universities. However, schools invest in marketing strategies to 
attract better-performing students.

Concerning the promotion of private universities, we recall that 
the successful attraction and retention of students are crucial tasks 
for financial sustainability since a significant part of their financial 
resources come from their students’ population. Around the globe, 
whenever private universities do exist, these academic institutions 
compete against public universities to attract new students since 
the last ones offer more accessible tuition fees Turner [19]. Hence, 
graduate programs, offered by private universities, deal with extra 
pressure to attract new students since getting a graduate certificate is a 
complementary achievement [11], and financial support is scarce [12]. 

To guarantee their financial sustainability, private universities 
invest in marketing campaigns (digital or not) to attract more students. 
It is worth to mention that the success of this investment depends in 
increasing the number of prospective students, but also in generating a 
significant conversion rate (the percentage of prospective student that 
enroll to some academic program) [23].  

The promotion of graduate programs requires that universities 
transform their data into valuable information to design effective 
marketing strategies. Moreover, the data analysis must consider that 
students do not only find the information shared by a university about 
their graduate programs; socio-psychological characteristics, and 
economic aspects as well, play a significant role in how they choose a 
graduate program and complete the enrollment process [20]. 

Typically, in the designing of marketing campaigns for graduate 
programs, marketers focus on showing that people with a graduate 
certificate increase their life’s quality. So, marketing strategies usually 
show where former students work and how their salary increases 
when they get a graduate certificate [14] [15]. The previous strategy 
communicates the discharge profile of graduate programs, which 
indicates if the graduate programs help prospective students to fulfill 
specific objectives in their personal or professional lives [3] [4]. 
However, researchers agree that marketing strategies also should 
communicate the admission profile since prospective students need 
to know if the program is suitable for them [5]. For example, Turner 
[19] finds that universities in the United States use racial diversity 
as a selling point for their services; which means that promotion 
strategies show a welcoming environment where prospective students 
ate welcome regardless of their socioeconomic features. At the same 
time, universities show the future gains of studying in a multicultural 
environment. In other words, admission and discharge profiles are 
necessary for the development of marketing strategies.

B. Market Segmentation and Machine Learning
Market segmentation has been regarded as one of the most 

important strategic elements of marketing [31]. Canhoto et al. [32] refer 
to this concept as “the practice of grouping customers” as its primary 
purpose is to divide the market into different groups of consumers and 
then to target one or more of them with specific marketing tactics. 
Market segmentation brings multiple benefits to firms such as a 
full understanding of the market, accurate predictions of consumer 
behavior, and identification of new market opportunities [33]. Besides, 
market segmentation leads to a better allocation of financial resources 
to those consumer groups that the firm can satisfy [31]. 

However, it seems that market segmentation has lagged the current 
needs of marketing practitioners and new technological advances 
[34] [35]. Notably, the digital revolution has transformed the way 
consumers communicate their interests and needs so that it challenges 
the traditional conceptualizations of marketing strategies. Regarding 
market segmentation, there is a need to explore more about new 
segmentation variables, data analysis techniques, and segmentation 
models [35]. In this sense, machine learning techniques help to 
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improve market segmentation using data from different sources, which 
is a useful capacity to understand how the data “behave” [18]. 

For firms, the possibility of discovering well-delimited segments may 
generate what Kumar et al. [36] call “pockets of growth.” The authors 
assert that dividing the market into segments enables firms to identify 
lucrative hot spots which may be attended through tailored offers and 
messages. This customized process may become a sustainable competitive 
advantage for firms that are competing in dynamic market environments 
[36]. Unfortunately, there is a substantial gap between the large amounts 
of information available in the market and the lack of knowledge and 
skills of marketers to analyze and identify patterns from it [23]. 

III. Methodology

In this paper, we analyze data of prospective students that ask for 
information about graduate programs in a private university. The dataset 
comes from the promotion’s webpage of the graduate department. 

A. Acquiring Data
Universities can get prospective students’ data from different 

sources, like social networks and specialized survey companies. In 
this paper, we use the dataset gathered from the university’s web page 
because universities have total control over the information that they 
share in their web page, the data that they get by interacting with its 
community (professors, students, and prospective students). The fact 
that such dataset belongs to the university represents an advantage over 
data from third parties to generate effective marketing strategies. Note 
that third parties summarize what prospective students search for, but 
it is baffling that such datasets point out those students that enroll in 
the university.

Consequently, the identification of programs that need, or not, 
marketing campaigns is not direct. On the contrary, the promotion’s 
dataset summarizes the features that make appealing a graduate 
program for a prospective student, and we can observe if a prospective 
student enrolls or not in a graduate program. In other words, it is easier 
to identify if a marketing strategy succeeds or not in promoting a 
specific program.

B. Prepare the Data
We build our data by deleting all prospective students that do not 

enroll in any graduate program from the promotion’s dataset. The 
dataset includes features like age, marital status, sex, address, and 
the graduate program where prospective students enroll. We identify 
that the university offers 21 Ph.D. programs and 25 masters programs 
in business, engineering, and social sciences. By using the software 
R, we split the promotion’s dataset into two datasets: the first one, 
datasetPHD only includes data of Ph.D. programs, and the second one 
datasetMASTER summarizes data of masters programs. We remark 
that we only use the software R to analyze the dataset.

Our primary objective is to segment prospective students to 
improve the designing of marketing strategies. In the first analysis, we 
consider the whole datasetPHD and datasetMASTER. The values that 
each variable can take are described below
• Age (A). From 27 to 76 in the Ph.D.’s dataset, and from 21 to 63 

in the masters’ dataset.
• Marital status (MS). In both datasets, we have the values of 

single, married, divorced, and NC (no answer).
• Sex (S). In both datasets, we find male and female values.
• City (C). In datasetMASTER, we find that students come from 92 

cities, while Ph.D. students come from 114 cities. In the appendix, 
we include all the values that this variable can take at each dataset.  

• Graduate programs (GP). This is the endogenous variable 

of our exercise since our objectives pursue the determination 
of factors that drive the enrollment of students to an academic 
program. In the appendix, we present all the graduate programs 
that university offers.

C. Pre-Process Data
Given the values that each variable can take, we decide to convert 

qualitative features into factors to simplify the analysis. So, we 
transform qualitative data into quantitative data by using the function 
InsFactor of Software R. Thus, the variables GP runs from one to 21 
in datasetPHD, and GP runs from one to 25 in datasetMASTER.  

Also, we find that eight Ph.D. programs (Desarrollo Económico y 
Sectorial Estratégico, Desarrollo Económico y Sectorial Estratégico 
online, Ingeniería Mecatrónica, Ingeniería Mecatrónica online, 
Logística y Dirección de la Cadena de Suministro, Logística y 
Dirección de la Cadena de Suministro online, Planeación Estratégica 
y Dirección de Tecnología, Planeación Estratégica y Dirección 
de Tecnología online, and eight masters’ programs (Dirección y 
Mercadotecnia online, Ingeniería Mecatrónica online, Logística y 
Dirección de la Cadena de Suministro, Logística y Dirección de la 
Cadena de Suministro online, Planeación Estratégica y Dirección de 
Tecnología, Planeación Estratégica y Dirección de Tecnología online, 
Psicología del Trabajo y de las Organizaciones, Sistemas Integrados 
de Manufactura y Estrategias de Calidad) own the CONACYT’s 
certification. So, we split the previous datasets into two datasets, one that 
only considers graduate programs with the CONACYT’s certification 
(datasetMASTER1 and datasetPHD1), and the other includes only 
graduate programs with no graduate certification (datasetMASTER2 
and datasetPHD2).

Finally, we standardized the data since variables take values in 
different ranges. Through this process, we simplify the comparison 
between variables. 

D. Clustering and Segmentation
Segmentation is a marketing technique that serves to identify 

the right customers of a product. In our case of analysis, we search 
for determining the characteristics of students that enroll in a 
particular program and enhance marketing strategies. However, 
segmentation processes depend on the data that we have in hand. 
For example, demographic segmentation uses data like age, 
gender, and income, while psychographic segmentation generates a 
partition of customers based on values and lifestyle [24]. Note that 
the promotion’s dataset allows us to segment prospective students 
into demographic clusters.

We recall that our dataset comes from the promotion’s web-page 
[28]. Hence, unsupervised learning techniques are appealing to create 
clusters of prospective students and characterize students enrolled in 
a specific program. In other words, we segment the students of this 
university through clustering techniques. 

Although it is possible to relax the segmentation by no creating a 
partition of students, i.e., the construction of non-exclusive clusters, digital 
marketing supports the identification of well-delimited segments to avoid 
overlapping advertisement, and hence, an excess of information [7].

Clustering analysis is a tool to describe the features of students that 
are “close enough.” However, it is important to mention the lack of a 
general agreement in the meaning of “close enough,” which implies 
that results are subjective. Even more, we can find different clusters, 
even if we use the same dataset since the methods’ application relies on 
the selection of two key aspects:
1. The way that we measure the similarity between variables. 

Remember, we transform all qualitative features into quantitative 
data by using the factor function InsFactor. It is worth to mention 
that city indicates a spatial feature of prospective students; 
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however, the factor transformation does not care on how far 
the prospective student is from the university, instead, the city 
variable summarizes a student’s feature. In other words, we only 
care in which place the prospective students are, and not in the 
geographical features of the city where the prospective student 
lives. By the previous discussion, the classical Euclidean distance 
is an appealing measure of similarity between the GP variable and 
the other variables. So, we compute the dissimilarity level through 
the following formula

where . As usual, the dissimilarity level runs from 
zero to infinity, i.e., as the distance between variables increases, 
they do not share similar features.

2. The clustering algorithm. We use cluster analysis to identify groups 
of prospective students that share similar features when they enroll 
in an academic program. Since the university pursues the financial 
sustainability of all its graduate programs, no institutional strategy 
emphasizes the promotion of a specific graduate program. So, we 
use agglomerative clustering to identify those academic programs, 
with a high level of similarity, concerning other variables in the 
promotion’s dataset. We search for clusters through the k-means 
algorithm since we consider that data distribute in a Euclidean space. 
This algorithm partitions the students’ database into k clusters in a 
way that minimizes the within-cluster sum squares.
Despite the subjectivity of the clustering results, it is worth to 

mention that the mentioned aspects provide clustering methods with 
the flexibility to design marketing strategies without any bias. This 
feature arises since the algorithm freely searches for groups of graduate 
programs with similar characteristics, i.e., no pre-established set, of 
academic programs, insides in the finding of clusters. In practical terms, 
the marketer learns the students’ behavior from the promotion’s dataset.

E. Exploring the Data
First, it is necessary to determine if our datasets admit the creation 

of clusters, i.e., if elements in our datasets are “close enough.” Hence, 
we explore the dissimilarity level of these elements. 

By exploring the data, we observe that graduate programs 
concentrate, in proportion, almost the same number of students with 
some specific marital status or sex. In other words, the probability that 
someone married enrolls, in some graduate program, is the same for all 
academic programs; similarly, the probability that a woman enrolls in 
the master in Dirección de Organizaciones is equal to the probability 
that a woman enrolls in the masters in Logística y Dirección de la 
Cadena de Suministro. We find that previous observation hold for 
enrolled students in Ph.D. programs. In other words, data distribute 
almost uniformly when we analyze it by the variables MS and S. 

Consequently, we find a single cluster when we measure the 
distance between programs by considering the marital status and sex. 
Based on this observation, the marketing proposal relies on promoting 
all academic programs at the same time, which compromise the success 
of the campaign by excess information [7] [13]. Therefore, we focus on 
clustering our datasets through the variables of city and age. 

IV. Clustering Implementation

In this section, we first group graduate programs by considering 
the variable city to exemplify the clustering methodology. Finally, we 
present the results for the variable age.

A. The possibility of Clusters’ Generation
First, we use the dissimilarities to check if the datasets admit the 

possibility two generate different clusters, i.e., we first verify that such 

variables do not present a uniformly distributed behavior. In Fig. 1 and 
2, we observe the heat map of the dissimilarity matrix for Ph.D.’s and 
master’s programs, respectively, when we try to group them by the city 
of precedence. In both cases, we observe that it is possible to group 
data since the dissimilarity level is low for blocks of graduate programs 
(the red color illustrates this feature). Even more, the diagonal of 
both figures indicate us that graduate programs differ concerning the 
location where their students come from. In other words, it is possible 
to group graduate programs by city, but the distribution is not uniform.  

Fig. 1. Dissimilarity’s heat map of Ph.D.’s programs concerning variable C.

Fig. 2. Dissimilarity's heat map of master’s programs for variable C.

B. The Optimal Number of Clusters
By the previous section, we observe that graduate programs can be 

grouped when we consider the variable City. However, the dissimilarity 
matrix does not indicate the optimal number of clusters. 

Given that clustering is an unsupervised machine learning technique, 
the number of clusters is a parameter that we need to indicate as an input 
for our algorithm. In the literature, we can find a broad discussion about 
the criteria to determine the optimal number of clusters [33] [37]. In 
general, the criteria that we use to establish such number depends on 
the algorithm and the distance that we use to group our data [18]  [28].

We need to indicate the number of clusters that we want to compute 
since clustering is an unsupervised machine learning technique. To do it, 
remember that we use the k-means algorithm to group data concerning 
the Euclidean distance. Under this setting, the number of clusters that we 
set indicates the number of centroids that the algorithm needs to find. In 
other words, the algorithm searches for k centroids, which correspond to 
points that minimize the sum of squares within the cluster. 

During the k-means algorithm, centroids do not only minimize 
the sum of squares within data elements in a group; the algorithm also 
pursues the separation with other clusters. Both criteria establish that the 
sum of intergroup squares must increase when we establish the number 
of centroids to find. If such sum decreases, the distance between clusters 
is not enough to separate the data. 
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Fig. 3. Sum of intergroup squares concerning the number of clusters for the 
datasetPHD.

Fig. 4. Sum of intergroup squares with respect to the number of clusters for the 
datasetMASTER.

For our case, we use this criterion to set the number of k centroids, 
which we can find by computing the sum of intergroup squares through 
the instruction betweens in the software R. Below, we write the code 
that we use to compute the sum of intergroup squares iteratively:

sumbt1 = kmeans(ProgramCity, centers=1)$betweeens
for(i in 2:10) sumbt1[i] = kmeans(ProgramCity, centers = 

i)$betweenss
Note that the previous code also establishes the sum of intergroup 

squares as a function of the number of centroids. We illustrate how 
the sum of intergroup squares changes when the number of clusters 
increases in Fig. 3 and Fig. 4 for the datasetPHD and datasetmasters, 
respectively. 

In the case of doctorate programs, we observe that the sum of 
squares decreases when the number of clusters increases to eight (see 
Fig. 3). In other words, under this criterion, the optimal number of 
clusters to partition the data of doctorate programs is seven. Concerning 
masters programs, we observe that the sum of squares decreases when 
the number of clusters is eight. Hence, we choose to compute seven 
clusters for the datasetMASTER. 

Also, we verify if masters’ data overlap if we consider seven 
clusters. We use the function fviz to verify if clusters are disjoint or 
not. This function uses the Principal Component Analysis to verify 
if the k-means algorithm outputs well-delimited clusters. Although 
the standardization that such instruction does is not easy to interpret, 
graphically the function illustrates the region that each cluster cover 
when we reduce to two dimensions, the dimension of a dataset [38]. 
Fig. 5 and Fig. 6 illustrate the graphical results of the function fviz 
when we search for seven clusters to group doctorate students and 
seven clusters to group masters students. When the k-means algorithm 
searches seven clusters in both datasets, in Fig. 5 and Fig. 6, we observe 
that no cluster overlap.

Fig. 5.  Partition delimitation of datasetPHD. 

Fig. 6. Partition delimitation of datasetMASTER.

C. Clusters 
In the previous sections, we discuss the possibility to cluster data 

since the dissimilarity level is low. Moreover, in terms of the distance 
between clusters, we find that seven is the “optimal” number of 
clusters that we can find. Finally, the Principal Component Analysis 
ensures the generation of non-overlapped clusters when we apply the 
k-means algorithm. 

Table I shows the centroids of the seven clusters that the k-means 
algorithm finds for Ph.D. programs, while Fig. 7 graphically shows 
these clusters. Remember, we transform the qualitative information 
into quantitative information with the InsFactor instruction. To 
simplify the analysis, we rounded the centroids value to the nearest 
integer; in brackets, we include the program and the city that 
corresponds to each factor. In this table, we observe that Mecatrónica 
and Planeación appear twice. In the case of Mecatrónica, factor 12 
refers to the face-to-face modality, while factor 13 corresponds to the 
online modality. Hence, students around (13, 10) are interested in the 
online modality of the Mecatrónica program, while students grouped 
around (12, 103) searches the face-to-face modality. Concerning the 
Planeación program, this is an element of two centroids given its high 
demand. So, these clusters indicate the cities where their students live. 
Specifically, the demand for this program comes around Apodaca (6) 
and Miguel Hidalgo (63). Also, we can observe that Mecatrónica 
and Planeación appear twice. In the case of Mecatrónica, factor 12 
refers to the face-to-face modality, while factor 13 corresponds to the 
online modality. Hence, students around (13, 10) are interested in the 
online modality of the Mecatrónica program, while students grouped 
around (12, 103) searches the face-to-face modality. Concerning 
the Planeación program, this is an element of two centroids given 
its high demand. So, these clusters indicate the cities where their 
students live. Specifically, the demand for this program comes around 
Apodaca (6) and Miguel Hidalgo (63).
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Fig. 7. Cluster visualization of datasetPHD.  

TABLE I. The Centroids of the DatasetPHD Clusters

Cluster Program City

1 15
(Logística)

79
(Puebla)

2 4 
(Finanzas)

45 
(Guadalupe)

3 17
(Planeación)

6 
(Apodaca)

4 13
(Mecatrónica)

10 
(Benito Juárez)

5 17
(Planeación)

63 
(Miguel Hidalgo)

6 12
(Mecatrónica)

103
(Tlaxcala)

7 2
 (Desarrollo Económico)

80 
(Puerto la Cruz)

By data in Table II, we can say that Logistica master is the one 
under students feel the most significant interest, and its students come 
from cities near to Río Blanco, Torreón, and Iztacalco. This calls our 
attention since Logistica is not the program with the largest population 
of students. We can conclude that Logística represents a point of 
attraction for students, but they enroll in an academic program near to it. 
Notably, we observe that Mercadotecnia and Planeación, the programs 
with the largest population of students, also belong to the clusters where 
Logística is an element of the centroid, as Fig. 8 illustrates.

Fig. 8. Cluster visualization of datasetMASTER.

TABLE II. The Centroids of the datasetMASTER Clusters

Cluster Program City

1 17
(Planeación)

16 
(Boca del Río)

2 11 
(Ingeniería de Software)  

7 
(Apan)

3 16 
(Logística)

64 
(Río Blanco)

4 16 
(Logística)

82
(Torreón)

5 16 
(Logística)

49 
(Iztacalco)

6 2 (Administración de 
Empresas de Servicio)

63 
(Puebla)

7 15 
(Mecatrónica)

32 
(Cuautla)

D. Clustering Data by Age
We apply the previous procedure to support clustering by using 

the variable age. So, we compute the dissimilarity matrix, whose heath 
map is illustrated in Fig. 9. In datasets, masters and Ph.D. students, 
Fig. 9.a and 9.b respectively, it is possible to create clusters when the 
distance between points is measured concerning the age. It is worth 
to mention that dissimilarity is more significant than in the city case, 
which indicates that the variance along with graduate programs 
increases. In other words, age is a factor that drives the decision to 
enroll in a graduate program in opposition to marital status.  

 (a) Heat map of datasetPHD

(b) Heat map of datasetMASTERS

Fig. 9. Heat map of the dissimilarity matrix when we measure distances by age.
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In both cases, the dissimilarity level does not establish the optimal 
number of clusters to compute through the k-means algorithm. Hence, we 
use the criterion of the sum of inter-group squares (see Fig. 10). By Fig. 
10.a, we observe that seven Ph.D. clusters contribute to differentiating 
academic programs concerning age, and Fig. 10.b suggests that eight 
clusters are the optimal number to group masters’ programs. 

(a) Number of clusters for datasetPHD

(b) Number of clusters for datasetMASTERS

Fig. 10. The sum of intergroup squares as a function of the number of clusters.

For the datsetPHD, Table III indicates the centroids of the seven 
clusters that groups Ph.D. programs.  

Fig. 11 graphically shows the clusters of doctorate programs. By 
Table III, we observe that Planeación is the program that drives the 
decision of Ph.D. students. This is not surprising since Planeación 
has the CONACYT’s certificate. However, it is worth to mention five 
years separate the centroids of clusters 4, 5, 6, and 7; this is a fact of 
interest since generations of students have different abilities to interact 
digitally. Usually, we consider that generations are separated by 10-15 
years [13], in opposition to our findings. The previous observation may 
reflect the fast-changing in digital platforms/networks and accessibility 
to the internet as well. Finally, we note that older students are interested 
in the Tecnologías de Informacion program. 

TABLE III. Centroids for Clustering Ph.D. Based on Age

Cluster Program Age

1 3
(Organizaciones) 45.11

2 3
(Organizaciones) 34.32

3 21
(Tecnologías de Información) 58.33

4 19
(Manufactura) 46.27

5 18
(Planeación) 40.203

6 18
(Planeación) 31.05

7 16
(Planeación) 35.37

Fig. 11.  Clusters of Ph.D. programs by age.

Table IV presents the centroids of the eight clusters that the k-means 
algorithm finds; we can observe them in Fig. 12.

TABLE IV. Centroids for Clustering Masters’ Programs Based on Age

Cluster Program Age

1 3
(Agronegocios) 36.3

2 15
(Mecatrónica) 33

3 20
(Psicología del Trabajo) 42.41

4 21
(Manufactura) 36.32

5 17
(Logística) 37.17

6 18
(Planeación) 58.2

7 16
(Logística) 47

8 19
(Planeación) 31

We observe that Planeación y Logística are programs that attract 
the attention of masters’ students. Both programs appear twice as an 
element of the cluster’s centroids due to the online and face-to-face 
modalities. The online modalities correspond to the clusters of this 
program with the highest age. Also, it is essential to mention that 
Agronegocios is the only program with no CONACYT’s certification 
that appears in Table IV. 

Fig. 12. Clusters of masters ‘programs by age.
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V. Discussing Marketing Strategies

In the previous sections, we illustrate the application of 
clustering methods to find similarities among graduate programs of 
a private university. Given the high costs of personal marketing and 
the probability to generate excess information, grouping graduate 
programs contribute to focus on segments of people interested in 
similar programs.

A.  Doctorate Recommendations
For Ph.D. programs, we observe that it is possible to promote them 

by focusing on seven clusters of customers when we group them by age 
or city. This analysis indicates that a program, the centroid’s element, 
may serve as an attention focus in the promotion of groups of programs. 

When we group Ph.D. programs by city, we observe that Planeación 
is the centroid for programs in engineering, and it attracts students 
from two cities, Miguel Hidalgo and Apodaca. Hence, promotion in 
cities where Planeacion is the centroid must prioritize the marketing 
on this program. Even more, such marketing strategies serve to attract 
students for the other Ph.D. programs in the cluster.

Programs with a business/economic orientation are grouped in two 
different clusters. In the first one, Finanzas should drive the marketing 
strategies, while Desarrollo Económico is the focus for the designing 
of marketing strategies for the other cluster.

In the analysis by age, we observe that programs with the 
CONACYT’s certificate (Planeación and Manufactura) dominate 
the formation of the cluster. In other words, Ph.D. students search 
for CONACYT programs, which is intuitive given the economic 
incentive that such an institution provides. However, Organizaciones 
is a non-certificated program that attracts two segments of students in 
generations separated by ten years. In the case of Planeacion, students’ 
generations separated by five years;, this suggests that the university 
should take care of how it interacts with its students through online 
platforms. So, it is necessary to understand the online applications 
that students in each cluster use to communicate with the university. 
Since the promotion’s dataset does not provide details about students’ 
online habits, we suggest asking for such information. For example, the 
promotion webpage may include a question such as from which online 
platform do you get university’s information?     

The promotion’s dataset does not provide complete information 
about the labor situation of students enrolled in Planeación and 
Organizaciones. Given that Planeación is a research program and 
Organizaciones is a business, we conjecture that their students have 
academic and management duties, respectively. 

B. Masters Recommendations
In the master’s dataset, the clustering analysis finds that 

CONACYT’s programs lead the attraction of students since five 
clusters, of seven, have their centroids in one of these programs when we 
cluster by the city. Concerning age, we find that seven of eight clusters 
have their centroid in a program with the CONACYT’s certification. 
Comparing these results with the ones obtained for the Ph.D. case, 
we observe that the CONACYT’s certification drives the decision 
of students to enroll in a masters’ program. Hence, the university 
must focus their attention on similar programs to Organizaciones, 
Tecnologías de Información, and Agronegocios to attract students that 
do not search for the CONACYT’s scholarship. 

Finally, in the masters’ case, it is essential to remark that older 
students search for the online modality, while younger students are 
interested in the face-to-face scheme. These observations suggest that 
older students want flexibility in the way that they take courses, and 
consequently, marketing strategies must promote such a feature if the 
promotion’s campaigns want to attract older students. On the contrary, 

marketing strategies must show the benefits of face-to-face classes to 
increase the interest of younger students.  

Given the importance of the CONACYT’s certification, 
Appendix B presents the same analysis for these programs. In this 
case, the variable age is the one that contributes to differentiating 
among CONACYT’s programs since the distribution concerning city 
is almost uniform.

VI. Conclusion

The promotion of graduate education represents a significant 
problem for marketing designers since the attraction of new students, 
for these programs, highly depends on economic fluctuations. In other 
words, the demand for these academic programs is characterized by 
its volatile since getting a graduate certification is not a first order 
necessity. Hence, the attraction and enrollment of new students 
require that universities successfully communicate with their 
prospective students.

Online platforms, like web-pages and social networks, facilitate 
the communication between universities and their community. So, 
online interactions, through these platforms, contribute to gathering 
data that reflects the preferences and needs of the whole community. 
Consequently, it is possible to observe the features that drive the 
decision making of students that enroll in a particular program. 

The identification of features that determine how prospective 
students become students of a program is a strategy that enhances 
the designing of marketing campaigns. In other words, promotion 
strategies that incorporate such features are more efficient since they 
identify the objective public more precisely and eliminate unnecessary 
information that confuses prospective consumers. In an ideal scenario, 
we can generate specific marketing to promote each program based on 
these features. However, personal marketing is too costly and difficult 
to achieve with the technology in hand. In this paper, we use clustering 
analysis to group academic programs and design marketing strategies 
based on the features that diminish the dissimilarities between 
programs. In other words, we propose the development of marketing 
strategies for groups of programs b considering how close they are with 
respect to variables like age and city.

Concerning the age variable, we observe that it is possible to 
group students in generations separated by five years, which may 
reflect how fast online interactions change. Typically, generations are 
separated by 15-20 year, which represents a considerable gap in an 
environment where online interactions change rapidly. We propose 
marketing strategies that include the online habits of such prospective 
students. We conjecture that five years of separation, between 
generations, is due to the velocity with Internet users change from 
one application to another. In this sense, we can segment promotion 
by considering the habits.

Also, we observe that city is a feature that drives the decision to 
enroll in a graduate program: non-common programs (like Economic 
Development or Strategic Planning) attract students that live in cities 
far away of the city where the university that we analyze is located. In 
opposition, students that live close to the university choose to enroll in 
more popular academic programs like Management and Mechatronics. 
Hence, if the university wants to attract students from cities that are not 
close to the university, the promotion must focus on those programs 
that distinguish the university concerning other universities. On the 
contrary, to maintain local demand, the promotion needs to focus on 
the advantages that the university provides by enrolling in classical/
typical/common graduate programs.

Although data-driven marketing appears as a solution to improve 
the designing of promotion strategies, we also observe some problems 
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in our case of analysis. Such problems are related to data collection. 
For example, data collection ignores variables like job status and 
academic antecedents, which the literature points out as features that 
drive the academic career of students. Also, the registration process is 
not watched out, which compromised the quality of the dataset. In a 
first experiment, we try to do a dynamical analysis, but not all datasets 
satisfy data mining quality standards. Hence, online marketing must 
ensure how the data is collected.

Appendix

A. Graduate Programs
The university offers masters programs in Administración 

de Empresas de Servicio, Administración de Empresas de Servicio 
online, Agronegocios, Agronegocios online, Arquitectura, Ciencia y 
Gestión Política online, Derecho Corporativo y Bancario,  Desarrollo 
Económico y Sectorial Estratégico, Dirección de Organizaciones 
online, Dirección y Finanzas online, Dirección y Gerencia de Sistemas 
de Salud, Dirección y Mercadotecnia online,  Dirección y Producción 
Publicitaria, Diseño y Comunicación Persuasiva, Ingeniería 
Mecatrónica online, Logística y Dirección de la Cadena de Suministro, 
Logística y Dirección de la Cadena de Suministro online, Planeación 
Estratégica y Dirección de Tecnología, Planeación Estratégica y 
Dirección de Tecnología online, Psicología del Trabajo y de las 
Organizaciones, Sistemas Integrados de Manufactura y Estrategias 
de Calidad, Tecnologías de Información y Análisis de Decisiones, 
Tecnologías de Información y Análisis de Decisiones online, Ventas 
Estratégicas y Negociación, Vivienda.

The university offers PhD programs in Desarrollo Económico y 
Sectorial Estratégico, Desarrollo Económico y Sectorial Estratégico 
online, Dirección de Organizaciones, Dirección de Organizaciones 
online, Dirección y Finanzas, Dirección y Finanzas online, Dirección 
y Mercadotecnia, Dirección y Mercadotecnia online, Ingeniería 
Biomédica, Ingeniería de Software, Ingeniería Mecatrónica, 
Ingeniería Mecatrónica online, Logística y Dirección de la Cadena 
de Suministro, Logística y Dirección de la Cadena de Suministro 
online, Planeación Estratégica y Dirección de Tecnología, 
Planeación Estratégica y Dirección de Tecnología online, Sistemas 
Integrados de Manufactura y Estrategias de Calidad, Tecnologías de 
Información y Análisis de Decisiones, Tecnologías de Información y 
Análisis de Decisiones online. 

B. The CONACYT’s Certification
Table V presents the centroid of the clusters that we get when we 

cluster Ph.D. programs by age. Fig. 13 illustrates where the centroids 
are located when we analyze grouped Ph.D. programs by age.

Fig. 13. Clusters of Ph.D. programs with the CONACYT’s certification.

TABLE V. Centroids of Clusters When We Consider the CONACYT’s 
Certification

Cluster Program Age

1 6
(Logística) 54

2 8
(Planeación) 29

3 2
(Desarrollo Económico) 47

4 2
(Desarrollo Económico) 37

5 7
(Planeación) 40

6 6
(Logística) 64

7 8
(Planeación) 47

Table VI presents the centroid of the clusters that we get when 
we cluster masters programs by age. Graphically, this situation is 
presented in Fig. 14.

Fig. 14. Clusters (by age) of masters programs with the CONACYT’s 
certification.

TABLE VI. Centroids of Masters Programs with CONACYT Certification

Cluster Program Age

1 3
(Logística) 36.9

2 13
(Planeación) 41.9

3 8
(Desarrollo Económico) 50.2

4 2
(Desarrollo Económico) 43.07

5 2
(Planeación) 31.9

6 6
(Logística) 33.9

7 13
(Planeación) 34.6
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I. Introduction

SIRI (Apple), Cortana (Microsoft), Alexa (Amazon), Bixby 
(Samsung) - these are the names of virtual personal assistants 

that the user can communicate with using his/her voice. They are still 
far from the perfectly intelligent entities that can be seen in science 
fiction stories but they have a very important feature - they are able 
to understand human speech, to interpret it correctly and to execute 
user‘s commands or requests - for example to open an application, to 
create and to send a dictated e-mail or to find out on the internet the 
closest restaurants in the neighborhood and then to reply to the user in 
the human speech. The companies that stand behind their development 
do not hide the fact that they are working on another important feature 
implementation - the ability to recognize emotions in human speech. 

Machine recognition of emotions in a human voice is another 
step towards real artificial intelligence and implementation of voice 
assistants is just one of its many potential uses. The advantages that 
the emotional recognition system could bring are evident in many 
areas, for example user-computer interaction, medicine or the business 
sphere. At first let’s deal with the basic terms related to the topic of the 
article as are emotions and their expressions which can be found and 
identified in a human voice.

The oldest researches of neuroscientists and psychologists have 
shown that human emotions play a big role in decisions making [5]. 
The relationship between emotions and decision is two-sided - the 

result of the decision affects emotions and, on the contrary, emotional 
state affects the decisions, this means that decision is to a certain 
degree predictable.

This paper is divided into several parts. The section Related work 
presents similar researches that have affected research in this scientific 
field and, of course, they have influenced this work too. The third 
section introduces the theoretical background of the problematics. 
The fourth section presents a novel approach to the emotional state 
recognition and classification. The fifth section deals with the results 
of the experiment and subsequently is presented a discussion and 
conclusion of the paper.

II. Related Work

Exact definitions for terms of emotion and emotional state in the 
explored scientific field do not exist. The term emotion is defined by 
psychologists, pedagogues and neuroscientists in different ways [1], 
[6], [13].  Depending on external or internal stimulus and on the way 
of perception, there are used different strategies for emotional state 
classification. Most commonly used classifications are the Ekman’s 
Classification and the Russell’s Circle Model. The defined next 
approaches are used depending on the assessment method, for example, 
emotional state categorization, so-called dimensional approach, 
assessment the emotional state by another qualified person (most often 
by psychologist) [8]:
1. Categorical approach,
2. Dimensional approach,
3. Appraisal-based approach.
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All strategies for emotional states determining have, when focused 
on a dimensional approach, common the term valence. When is the 
emotional state classification considered as a psychological process, 
for instance, during emotion determining from speech, then valence is 
a variable that determines a size of change of the emotional state (e.g. 
from the positive level to the negative one). In case of dimensional 
or more precisely multidimensional approach is used for emotional 
state measurement and classification another variable arousal. A 
multidimensional approach model (Fig. 1) using these two variables is 
described by [2], and there is a number of works using two-dimensional 
models to emotional state classification too [4], [22], [10]. 

Fig. 1. Arousal-valence dimensional approach [2].

Using Arousal-valence dimensional approach model it is 
possible to characterize most of the emotional states that can be 
recognized from speech.

However, a long time ago [19], the authors have pointed to the fact 
that it is equally important, except valency and degree of excitement in 
the voice, to deal with how long this state persists. That is the reason 
why there is to two-dimensional model added the third dimension – 
time. The main reason is that according to Ekman’s theory, emotion is a 
reaction to external stimuli, and therefore it is necessary to consider not 
only the emotional state that occurred, but what caused it and how long 
it lasted too. However, use of the approach of Scherer et al. is limited 
to automatic emotional state recognition only (real-time) because it 
causes many other research questions [21].

Most of the existing systems have been developed by using 
recordings of fully developed emotions but real emotions are not always 
obvious and can overlap each other. The recordings of different emotions 
are contained in speech databases. Nowadays, there is no official standard 
database which observe to comparing the results of different researches 
and methods used to recognizing emotions [12]. Emotions recognition 
researches are focused on recognizing only 5-6 emotions because most 
of databases do not cover wider spectrum of emotions [23].

Although variables valence and arousal are measurable items, 
emotions recognition systems can be influenced by the spoken language 
because values of these two variables do not match for different 
languages (when we read the same text in English, German or Chinese, 
measured values will be different). According to [11], valence can be 
better measured on the basis of semantic properties, while variable 
arousal is better measurable on the basis of acoustic functions. In ideal 
case, these two variables should be completely independent from the 
language [12]. They should be sufficient to be used in real situations 
too - they should recognize emotion in speech despite the noise and the 
din [12]. In the fourth section is presented a way how to prevent these 
problems by using the necessary characteristics analysis.

III. Theoretical Background

Trend of the emotional state classification from speech (from 
sound track) as was shown above in the Related work section will have 
an increasing character. However, similarly as in case of the emotional 
state classification e.g. from the user’s facial features it is necessary 
to carry out a number of researches focused on the different phases 
of the recognition process: detection, extraction and the classification 
itself. The detection phase means sound analysis, the aim of which is 
to separate the spoken word (voice) from the other sound part of the 
soundtrack. The extraction phase includes the selected (necessary) 
soundtrack parts extracting and the analysis. The classification is the 
last and, essentially, the most important part of the whole process 
because it represents the first and quite serious problem which occurs 
in the detection phase right from the start. Word emotion is commonly 
used in many meanings and it is difficult to define objectively what 
the emotion actually is and when it really occurs [18]. Current 
psychological theories and models of emotions due to their common 
features can be characterized by so-called models:
1. Dimensional models: One-dimensional [7], Multidimensional 

[16], [17].
2. Discrete models: Circular [15], Models of Basic Emotions [9].
3. Meaning-oriented models: Lexical models, Social constructivist 

models.
4. Component models [14].

To sum up the previous ideas, in the models mentioned above 
the most frequent emotions recognition and classification studies 
focus only on 5-6 emotions recognition because most of databases 
do not cover their wider spectrum [23]. As the basic model, Ekman’s 
Classification (happiness, surprise, anger, disgust, fear, sadness) is 
most commonly used in research.

Most of the existing systems listed in the Related work section 
dealing with the emotional state classification from the voice track were 
created using recordings of fully developed emotions but the actual 
emotions are not always obvious and can overlap. The recordings of 
various emotions are contained in speech databases because of the 
classification phase needs, similarly, for example, as in the case of the 
emotional state classifying from extracted parts of the face. Currently, 
there are available various robust databases (simulated, induced and 
natural) that contain photographs of people. Using the photographs of 
people faces it is possible to implement the classification phase using 
SVM, neural networks, HMM, Bayes classifier or other techniques and 
methods.

However, as mentioned above, in the case of emotional state 
classification from the voice track there is no standard database 
currently available to compare the results of different researches and 
methods that are used for emotions recognition and classification [12]. 
This is, however, a serious problem of the classification phase, since 
systems recognizing and classifying emotions can be influenced by 
the language of speaker. As an example, the English word “okay”, 
depending on the situation, can express admiration, consent or 
disinterest. Ideally, these systems should be completely language – 
independent. [12]. Human voice is characterized by several features. 
The basic ones are:

F0 - the basic frequency of voice that contains the tonic and 
rhythmic characteristics of speech and is dependent on lexical content 
[3].

Formants F1, F2, F3 - are the amplification of certain frequencies 
in the spectrum and lead to the resonance of the vocal tract. They are 
characterized by frequency, amplitude and bandwidth. The first two 
formants are sufficient to identify vowels. They can also be used to 
emotions determining from speech [20].
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Intensity - in practice, it is expressed by the acoustic pressure level 
and its unit is decibel. The human ear perceives intensity subjectively 
because it perceives the volumes of certain frequencies differently.

Jitter and shimmer - the term jitter means the cyclical changes of 
basic frequency. Changes are not perceived as changes of voice height 
but of voice quality. Shimmer indicates similar cyclical changes of 
energy. They require counting of the voice basic frequency during 
consecutive periods [20].

IV. Novel Approach of The Emotional State Recognition 
and Classification

In the Theoretical background section the various features that 
can significantly affect recognition of emotional state and then its 
classification are mentioned. But not all of the characteristics are 
sufficient or necessary to emotional state recognition and classification 
from the voice. From this reason, it is necessary to determine exactly 
the importance of these characteristics. In this case has been used the 
PRAAT program that is designed for scientific analysis and speech 
synthesis, it also allows own scripts writing and exporting the results to 
files. In this program were created two scripts:
1. voice_analysis.praat,
2. measure_characteristics.praat.

The flow chart in Fig. 2 is a complete description of the pipeline to 
process and extract relevant features from audio waveforms.

Fig. 2. The flow chart of process for extract relevant features from audio 
waveforms.

Inputs of the script voice_analysis.praat are selected .wav files. This 
script will export to output file next items: the first will be the header 
with the names of the measured attributes and into next lines will be 
written a .wav file name and then 40 measured values separated by the 
tabs. The script will choose a .wav file, then, before measurement, the 
script will edit the .wav file so that its average intensity is 60 dB and 
then the script will strip the silence. This is a form of normalization 
and the purpose is to prevent errors caused by files of varying intensity 
and longer passages of silence. High intensity values are typical for 
strong emotions such as anger but the intensity is greatly influenced, 
for example, by the recording technique, by settings or by the speaker 
distance from the microphone. In case of no correction, it could happen 
that the sadness expressing recording in which the speaker is close to 
the microphone will get the same intensity as the anger expressing 
recording of other speaker who is further away from the microphone. 
On the other hand, this correction also has an unwanted negative 
effect - recordings become less dynamic. Passages that contain silence 
without noise affect the intensity too - in some cases the intensity may 
reach negative values, so the silence is cropped off. We attempted to set 
cropping in PRAAT so that no pauses between words were cut. Created 
script measures 40 different characteristics (F0, formants, intensity, 
jitter and shimmer) for each of the input files.

The limitations could not be avoided - the script cannot be used 
to measure characteristics when the .wav files are mixed from men’s 
and women’s recordings; it is necessary to set the gender in the input 
dialogue after running the script. The reason of this limitation is that 
there must be used a different maximum frequency for men (5000 Hz) 
and for women (5500 Hz) when searching formants, otherwise the 
output may be incorrect. Because of the same reason, it is not possible 
to use the script to measure the children’s voice characteristics because 
when searching formants it is necessary to use the frequency 8000 Hz. 
So, this possibility was not implemented because it was not possible to 
obtain child recordings for testing the application. The last limitation 
was caused by the fact that the function for silence cropping requires 
a mono track. Because of this reason if the files are recorded in two 
channels as stereo, the file must be pre-mixed into one mono channel 
before running the script. In the presented solution, was used the 
FormatFactory program to pre-mix stereo files.

The second script measure_characteristics.praat is a modification 
of the first script and it was created after the most appropriate 
characteristics were identified by ANOVA analysis. This script won’t 
write a header with the names of the attributes but only the gender 
abbreviation - M for men and Z for women, in comparison with the 
first script. Then it will not measure all 40 characteristics but only the 
top 15 according to the analysis. There are the same limitations for 
both scripts. 

A. RefactorForRAVDESS
When choosing the characteristics, the need to group the measured 

values according to emotions came out. It was a reason for simple 
auxiliary console application creating. It is written in C# and is called 
RefactorForRAVDESS. The name of this application is derived from 
the audiovisual database created at the Ryerson University in Toronto. 
It is free available database of 12 male and 12 female voice tracks of 
actors. The actors in these soundtracks imitate eight emotions - neutral 
emotion, peace, sadness, happiness, anger, fear, surprise and disgust 
that correlate with emotions according to the Ekman’s classification. All 
emotions except neutral were recorded with two levels of expression 
- normal and strong expression. Each emotion is recorded 192 times, 
neutral 96 times, because it has only a normal degree of expression1. 
Files in the RAVDESS database are named according to key which can 
give us a lot of information, for instance, to identify emotion. 

1  https://smartlaboratory.org/ravdess/home/
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Created application RefactorForRAVDESS will read the output 
file from PRAAT program, in each its row will overwrite the name 
of the original .wav file to the emotion, and a new version of the file 
will be saved into the same folder as the original output file is stored. 
The files with characteristics prepared this way are ready to be used by 
ANOVA analysis.

B. Welch’s Corrected ANOVA Analysis and Results
There was necessary to select from 40 measured characteristics 

only a few ones which can help to distinguish emotions as good as 
possible. Our assumption was that the characteristics tend to cluster 
around certain values depending on specific emotion and the purpose 
was to use this feature to select characteristics. The goal was to choose 
the characteristics that are as diverse as possible for different groups. 
The characteristics were chosen separately for men and women because 
it was assumed that key emotional expressions may be different for 
women and men.

There are many ways and algorithms determined for characteristics 
selection, one of them is to use a single-factor analysis of variance, 
otherwise called ANOVA. This analysis is based on unpaired t-test 
principle which compares the data of two groups. ANOVA is an 
extension of this analysis for more groups. During testing there is 
determined the dependence of the quantitative variable, that measures 
characteristics in this case, from the categorical variable, that is 
emotion. Emotion will be an independent variable in the analysis and 
the characteristics will become dependent variables, not the opposite, 
because the emotion is primary and the characteristics will not influence 
the speaker’s emotional state, but they result from it. However, only 
the characteristics with the largest variance between groups allow the 
prediction of unknown emotions.

In ANOVA analysis F criterion expresses the rate of variance 
which is the ratio of the variance of the values between the groups 
and the variance of the values within the groups. An ideal case is the 
highest value F that means the largest variance between the groups and 
small variance within the groups. The use of ANOVA analysis assumes 
that several conditions are satisfied. Measurements results must be 
independent, they have to have a normal distribution and equality 
of the variances must be met. Meeting the first condition is relative 
because there is no test that would identify independence but it depends 
on the focus of research, on the data acquisition and measurement way. 
If two statistical files are created, one consisting of men and the second 
consisting of women, and they will be analyzed each one separately, 
then one set consists of twelve speakers demonstrating seven different 
emotions and each emotion is represented by 96 recordings, except 
neutral which is represented by 48 recordings. It is clear, from these 
numbers, that one speaker had to show one emotion more times, what 
indicates dependence of the samples. However, the specific case of 
emotion observed is a unique combination of several conditions under 
that it was recorded into the .wav file - the speaker, the sentence 
that he says, the degree of his/her expression (normal and strong 
expression) and the repetition (even if the speaker tries to repeat the 
same sentence with the same expression, the measured values of the 
characteristics won’t be the same). It is also necessary to consider 
the goal of the analysis: the characteristics are measured for a small 
group of recordings that is available, with the aim to find any pattern 
(degree of variance between groups). This will be the starting point for 
generalization of different people in different conditions or in different 
languages that will be tested.

Random selection also supports independence - randomly were 
chosen about 73% of the recordings of each emotion - 35 recordings of 
neutral emotion and 70 recordings of each of other emotions. Another 
problem occurs when the condition of equality of variances, as shown 
in Fig. 3, it is not always fulfilled, as was confirmed by the Leven 

test. This problem can be solved by using Welch’s corrected ANOVA 
analysis that does not require equality of variances.

Fig. 3. Example - condition of equality of variances of characteristics f0_min 
is not fulfilled.

The last condition, which is also not always met, is the normal 
distribution of variables, but the robustness of the ANOVA test allows 
to bypass this condition by using a sufficiently large statistical set.

The analysis was performed using the STATISTICA tool and the 
characteristics were sorted according to the Welch’s F from the largest 
to the smallest value. Of the 40 characteristics, have been selected 
15 best rated men and women. It has been selected the 15 best rated 
features for men and women from 40 features. The features selected 
for men were: 

f1_min, f1_max, f1_range, f1_median, f1_q1, f1_q3, f1_variance. 
intensity_min, intensity_max, intensity_range, intensity_median, 
i1_q1, i1_q3, i1_variance. jitter_ppq5, jitter_ddp, shimmer_apq5, 
shimmer_ddp.

The assumption that the selected features will vary depending on 
gender was satisfied - nine of them are identical, but on a different 
position in sorted lists mentioned above.

Explanation of characteristics:
F0: values are measured in Hertz.
• f0_min –the minimum F0 value of the voice recording,
• f0_max – the maximum F0 value of the voice recording,
• f0_range – differences between maximum and minimum,
• f0_median – the median of the F0 values,
• f0_q1 – the value of the first quartile of the F0 values,
• f0_q3 – the value of the third quartile of the F0 values,
• f0_variance – the standard deviation F0,
• f0_slope – absolute value of average slope F0.

Formants F1, F2, F3: values are measured in Hertz. For second 
and third formants the same characteristics are measured.

• f1_min – the minimum value of the first formant,
• f1_max – the maximum value of the first formant,
• f1_range – differences between maximum and minimum of the 

first formant,
• f1_median – the median of the values of the first formant,
• f1_q1 – the value of the first quartile of the values of the first 

formant,
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• f1_q3 – the value of the third quartile of the values of the first 
formant,

• f1_variance – the standard deviation.
Intensity: values are measured in decibels.
• intensity_min – minimum value of intensity,
• intensity_max – maximum value of intensity,
• intensity_range – r differences between maximum 

and minimum value of intensity,
• intensity_median – the median of intensity values,
• i1_q1 – the value of the first quartile of intensity,
• i1_q3 – the value of the third quartile intensity,
• i1_variance – standard deviation of intensity.

Jitter: values are measured as a percentage.
• jitter_ppq5 – five-point PPQ (periodic perturbation quotient), 

the mean absolute value of the difference of the period and its 
average, and its four closest neighbors, divided by the average 
length of the period,

• jitter_ddp – the mean absolute value of the difference between 
successive values divided by the average period.

Shimmer: values are measured as a percentage.
• shimmer_apq5 – five-point APQ (amplitude perturbation 

quotient), the mean absolute value of the difference of the 
period of amplitude and average of this amplitude, and its four 
closest neighbors, divided by the average of amplitude,

• shimmer_ddp – the average absolute value of difference 
between successive amplitudes.

C. EmoRec
The application EmoRec was written using the programming 

language C# in order to further process of PRAAT program outputs 
and evaluate the unrecognized emotions. EmoRec is WPF application 
with graphical interface and was created in Microsoft Visual Studio 
Community 2017. The program uses .NET Framework 4.7. The 
application works in two modes - learning mode and recognition mode 
of unknown emotions.

Fig.4. EmoRec – learning mode.

The learning mode (see Fig. 4) creates a database from the cases in 
which the values of the features have been determined for the known 
emotion. This mode requires a .txt input file where the first line contains a 
single letter - the gender abbreviation. The abbreviation (“Z” for women 
and “M” for men) is obligatory because EmoRec creates a database 
separately for men and women. So, later during emotions determining 

it is not necessary to find out whether the line contains a record of a 
woman or of a man. The remaining rows contain name of the emotion 
and specific numerical values of fifteen features that have reached the 
best F value in ANOVA analysis. When creating a database, it is possible 
to attach the lines into an existing database or overwrite an existing one. 
If the database does not exist, it will be created. When inserting a .txt 
file, the integrity check will be performed first and the database will be 
recorded only if the input file has the required structure. 

The recognition mode of unknown emotions assumes as input a 
similar .txt file - the first line contains the gender abbreviation, the 
other lines contain name of the original .wav file and the measured 
numerical values of the attributes. Similarly, the integrity check will 
be performed. In this tab, it is also possible to set the type of test to be 
performed and the tolerance.

D. Emotion Determination Algorithm (K-NN)
EmoRec will select a male or a female database according to the 

first line of the input file. Then the program sequentially reads the rows 
from the input file and values of the attributes of unknown emotions 
compares by using a certain degree of tolerance with the values stored 
in the database. Sequentially, one row of the input file is compared with 
all rows in the database.

If the program finds a value in the database that matches the value 
of the unknown emotion within the tolerance, it increases the emotion 
evaluation value that is in the corresponding row of the database. At 
the end, the unknown emotion will be determined as the emotion with 
the largest evaluation value. Then the program works with the next 
lines of the input file. The result is exported to a .txt file with the .wav 
filenames and corresponding emotions.

In the principle was used the K-NN algorithm. This algorithm 
locates the case in the property space and compares it with the k-nearest 
neighbors, which are the samples of training dataset. Then the same tag 
is assigned to the property of the same class if it is a known neighbor. 
The result of ranking is decided by a majority of k-nearest neighbors.

The type of the test determines how many attributes will be 
compared. The 5-test means the comparison of the best five attributes, 
the 10-test compares the best features and the 15-test compares all the 
characteristics. The tolerance coefficient determines how much the 
value in a database can differ from the value from input file so that the 
result was evaluated as a match. In the program, it is possible to set the 
tolerance onto 1%, 3%, and 5%.

V. Experiment 1 - Results of the Tests with Different 
Databases

Three different databases were selected to test the application. The 
data for the known case database for EmoRec was obtained using the 
measure_characteristics.praat script and the RefactorForRAVDESS 
program from the same part of the RAVDESS database which was 
also used for the features selection. Each of the databases fulfilled its 
role in testing. The RAVDESS database was used to test reliability in 
identifying the unknown emotions of the same speakers on which the 
program was trained, SAVEE database tested the reliability in case of 
testing the files with worse audio quality, noise and unwanted sounds 
and EMO-DB database was used to test files that were recorded in 
another language.

The obtained results were put into tables for better understanding. 
Explanation of the labels in the tables: each label is a shortcut of 
the name of the emotional state. As an example, are presented the 
results of women testing by using the 5-test with 1% tolerance and 
the RAVDESS database.
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TABLE I. Example of EMO-REC Program Results 

Supposed emotion

(%) Ne Ha Sa An Fe Di Su

ex
ch

an
ge

D
et

ec
te

d 
em

ot
io

n

Ne 23.07 0.00 7.69 0.00 0.00 7.69 0.00 2.56

Ha 7.69 19.23 15.38 15.38 23.07 7.69 11.53 13.46

Sa 15.38 11.53 15.38 7.69 3.84 23.07 11.53 12.17

An 7.69 26.92 15.38 19.23 19.23 15.38 11.53 16.02

Fe 0.00 3.84 7.69 23.07 34.61 3.84 0.00 6.41

Di 46.15 23.07 26.92 19.23 0.00 30.76 3.84 19.87

Su 0.00 15.38 11.53 15.38 19.23 11.53 61.53 12.18

Success 29.12

On the diagonal of the table (see Table I) it is possible to see 
percentages of the cases in which the emotion was determined 
correctly. It can be deduced from the columns percentage of the cases 
that emotion was exchanged by another emotion (the emotion was 
determined incorrectly). For example, sadness was determined to be 
neutral emotion in 7.69% of cases. The sum of values in each column 
of predicted emotions is 100%. Column Exchange shows how often in 
average the emotion was exchanged by another one. The disgust was 
incorrectly determined instead of any of another emotions averaged 
in 19.87% of cases. Success rate is an average of diagonal values and 
represents the overall average of success determinations of this test for 
this group.

A. RAVDESS Database
For the testing were used 27% data of the database that were 

not previously used to attributes selecting and creating of database 
of known cases for EmoRec. The smallest success rate of emotions 
determination was reached by neutral emotion. This emotion was 
almost never correctly determined, even if testing by this database 
achieved the best results among all three testing’s. The explanation of 
this problem is that at such a low tolerance (5%), neutral emotional 
state is often changed with the emotional state - calmness. This is a 
problem, because then it is not possible to use Ekman’s classification 
but the Russell model.

Testing of men reached an average success rate from 25.81% 
to 35.71% and testing of women reached an average success rate 
from 21.98% to 34.64%. For both, men and women, the best result 
was achieved by the 15-test with 5% tolerance (see Table II, Table 
III). The best-determined emotion for men in this test was anger 
in 61.53% of cases, followed by happiness in 53.84% of cases and 
disgust in 46.15% of cases. The worst-determined emotions were 
fear and surprise, both were correctly determined in 26.92% of 
cases. Neutral emotion in this test was never correctly determined, 
most often it was classified as sadness. Surprise and sadness were 
incorrectly determined as happiness, surprise in 34.61% of cases and 
sadness in 30.76% of cases.

Whilst for men it was the surprise classified correctly only in a 
few cases, the results for women were totally the opposite, the surprise 
was correctly classified in 88.46% of cases. The success rate for next 
two emotions was a bit lower. The anger was correctly classified in 
53.84% of cases and the disgust in 42.30% of cases. Neutral emotion 

was classified as disgust in 69.23% of cases. The happiness was 
correctly classified only in 7.69% of cases. The disgust and the anger 
were exchanged between each other. The fear and the happiness were 
often classified as a surprise (see Table III).

TABLE II. RAVDESS – The 15-Test with 5 Percent Tolerance, Men

Supposed emotion

(%) Ne Ha Sa An Fe Di Su

ex
ch

an
ge

D
et

ec
te

d 
em

ot
io

n

Ne 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Ha 7.69 53.84 30.76 15.38 19.23 0.00 34.61 17.95

Sa 46.15 7.69 34.61 0.00 19.23 26.92 3.84 17.31

An 23.07 19.23 19.23 61.53 26.92 26.92 23.07 23.07

Fe 0.00 3.84 3.84 0.00 26.92 0.00 11.53 3.20

Di 0.00 0.00 7.69 19.23 0.00 46.15 0.00 4.49

Su 23.07 11.53 3.84 3.84 7.69 0.00 26.92 8.33

Success 35.71

TABLE III. RAVDESS – The 15-Test with 5 Percent Tolerance, Women

Supposed emotion

(%) Ne Ha Sa An Fe Di Su

ex
ch

an
ge

D
et

ec
te

d 
em

ot
io

n

Ne 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Ha 0.00 7.69 19.23 11.53 11.53 0.00 3.84 7.69

Sa 30.76 0.00 19.23 0.00 11.53 7.69 0.00 8.33

An 0.00 23.07 11.53 53.84 11.53 38.46 0.00 14.10

Fe 0.00 7.69 11.53 0.00 30.76 0.00 0.00 3.20

Di 69.23 26.92 23.07 30.76 3.84 42.30 7.69 26.92

Su 0.00 34.61 15.38 3.84 30.76 11.53 88.46 16.02

Success 34.61

B. SAVEE Database
This audio visual database was recorded in English by four male 

actors aged from 27 to 31 at the University of Surrey. This database 
contains seven emotions - neutral emotion, happiness, sadness, fear, 
anger, surprise and disgust. It is made up from 480 recordings, each 
actor has recorded 30 neutral sentences and 15 sentences for each 
of remaining six emotions. To check the quality of the database, 
subjective evaluation was performed after the database was recorded. 
Ten people, five men and five women participated in it. Half of them 
were British and the other half were people who have lived in the 
UK for over a year. The people were shown before testing three face 
images, two audio files and one video for each emotion. Then they 
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should play audio files, visual files and audio-visual files, and assign 
one emotion to each file. In the case of sound files these people were 
able to determine emotions correctly on average in 66.5% of cases, 
in visual files cases in 88.0% and in combination of sound and visual 
aspect case in 91.8% of cases. In case of sound recordings the disgust 
was most often classified instead of neutral emotion and the fear was 
determined instead of the sadness and the surprise. The happiness and 
the surprise were exchanged between each other.

The created application with this database has achieved significantly 
worse results than with the database RAVDESS. The average success 
rate ranged from 17.38% to 20.83%. The best result was achieved in 
the 5-test with 5% tolerance (see Table IV), the sadness was correctly 
determined in 51.66% of cases and the surprise in 40% of cases but 
disgust was correctly classified only in 1.66% of cases - this emotion 
was mostly incorrectly determined as the sadness and the fear. The 
worst result was reached for the neutral emotion which was determined 
as the sadness in 92.5% of cases. The happiness was classified as the 
surprise in 40% of the cases, while the surprise was in 21.66% of 
cases determined as the happiness and this is the similarity with the 
subjective evaluation conducted by the University of Surrey.

TABLE IV. SAVEE – Evaluation of the 5-Test with 5% Tolerance

Supposed emotion

(%) Ne Ha Sa An Fe Di Su

ex
ch

an
ge

D
et

ec
te

d 
em

ot
io

n

Ne 0.83 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Ha 0.00 28.33 28.33 25.00 21.66 5.00 21.66 16.94

Sa 92.50 11.66 51.66 28.33 13.33 45.00 3.33 32.36

An 0.00 8.33 0.00 10.00 18.33 5.00 18.33 8.33

Fe 2.50 8.33 13.33 15.00 13.33 36.66 15.00 15.14

Di 4.16 3.33 3.33 13.33 1.66 1.66 1.66 4.58

Su 0.00 40.00 3.33 8.33 31.66 6.66 40.00 15.00

Success 20.83

C. EMO-DB Database
The EMO-DB or otherwise Berlin Database of Emotional Speech 

was recorded in 1997 and 1999 at the Technical University of Berlin. 
As well as the previous two databases, this database is also included 
among simulated databases. It was recorded by five men and five 
women. The database contains neutral emotion, anger, disgust, fear, 
happiness, sadness and boredom.

The created application was tested with this database mostly 
because of the reason that the emotion recognition ideally should not 
be influenced by the spoken language, and this database is recorded in 
German language that is significantly different from English. Another 
special feature of this database is that it does not contain emotion 
surprise and contains emotion boredom. During testing, we skipped 
the files with the emotion boredom because the created application was 
not able to recognize this emotion and this emotion would always be 
misclassified as one of the Ekman’s basic emotions.

Even this database did not match the best result reached with the 
RAVDESS database. As well as with the previous two databases, 
almost no neutral emotion was classified at all but there occurred 
several interesting phenomena. After evaluating the tests performed 
by men group it was found out that: in the 5-test with 3% tolerance 
the best- classified emotions were the happiness in 40.74% of cases, 

sadness in 48% of cases and the anger in 36.66% of cases. Disgust and 
sadness were exchanged between each other, anger was classified in 
many cases as the happiness or the surprise (see Table V).

In the 10-test and in the 15-test the success rate of the anger and 
the disgust determining began to increase rapidly, while other emotions 
were correctly classified only in very few cases and were exchanged 
with two mentioned emotions. This means that the anger and the 
disgust are very well distinguishable between each other, but the other 
emotions aren’t at all. In the 15-test the anger was correctly determined 
in 86.66% of cases and the disgust was determined with 100% success 
rate (see Table VI).

TABLE V. EMO-DB – Evaluation of the 5-Test with 3 Percent 
Tolerance, Men

Supposed emotion

(%) Ne Ha Sa An Fe Di Su

ex
ch

an
ge

D
et

ec
te

d 
em

ot
io

n

Ne 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Ha 7.69 40.74 0.00 25.00 25.00 0.00 11.54 11.54

Sa 64.10 3.70 48.00 0.00 19.44 63.63 30.17 30.17

An 2.56 11.11 8.00 36.66 13.88 0.00 7.11 7.11

Fe 2.56 7.40 0.00 5.00 16.66 18.18 6.63 6.63

Di 23.07 11.11 44.00 1.66 13.88 18.18 18.74 18.74

Su 0.00 25.92 0.00 31.66 11.11 0.00 11.45 11.45

Success 24.53

TABLE VI. EMO-DB - Evaluation of the 15-Test with 5 Percent 
Tolerance, Men

Supposed emotion

(%) Ne Ha Sa An Fe Di Su

ex
ch

an
ge

D
et

ec
te

d 
em

ot
io

n

Ne 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Ha 2.56 0.00 0.00 0.00 2.77 0.00 1.07 1.07

Sa 12.82 0.00 4.00 0.00 5.55 0.00 3.67 3.67

An 30.76 70.37 32.00 86.66 47.22 0.00 36.07 36.07

Fe 2.56 3.70 4.00 0.00 11.11 0.00 2.05 2.05

Di 51.28 25.92 60.00 13.33 30.55 100.00 36.22 36.22

Su 0.00 0.00 0.00 0.00 2.77 0.00 0.46 0.46

Success 28.89

In the women group the EmoRec achieved less success rate than in 
the men group. For most of the tests an average success rate was under 
20%, the best result appeared even in the 15-test with 5% tolerance 
where the anger was correctly determined in 65.67% of cases and the 
disgust in 54.28 % of cases. Other emotions are repressed again and 
the disgust is more often misinterpreted as the anger (see Table VII).

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjriISdyazeAhVOF8AKHTHTCrgQFjAAegQICRAB&url=http%3A%2F%2Femodb.bilderbar.info%2Fstart.html&usg=AOvVaw1QoTvr3ky28fUqejOF_vRP
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjriISdyazeAhVOF8AKHTHTCrgQFjAAegQICRAB&url=http%3A%2F%2Femodb.bilderbar.info%2Fstart.html&usg=AOvVaw1QoTvr3ky28fUqejOF_vRP
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjriISdyazeAhVOF8AKHTHTCrgQFjAAegQICRAB&url=http%3A%2F%2Femodb.bilderbar.info%2Fstart.html&usg=AOvVaw1QoTvr3ky28fUqejOF_vRP
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjriISdyazeAhVOF8AKHTHTCrgQFjAAegQICRAB&url=http%3A%2F%2Femodb.bilderbar.info%2Fstart.html&usg=AOvVaw1QoTvr3ky28fUqejOF_vRP
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjriISdyazeAhVOF8AKHTHTCrgQFjAAegQICRAB&url=http%3A%2F%2Femodb.bilderbar.info%2Fstart.html&usg=AOvVaw1QoTvr3ky28fUqejOF_vRP
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjriISdyazeAhVOF8AKHTHTCrgQFjAAegQICRAB&url=http%3A%2F%2Femodb.bilderbar.info%2Fstart.html&usg=AOvVaw1QoTvr3ky28fUqejOF_vRP
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjriISdyazeAhVOF8AKHTHTCrgQFjAAegQICRAB&url=http%3A%2F%2Femodb.bilderbar.info%2Fstart.html&usg=AOvVaw1QoTvr3ky28fUqejOF_vRP
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TABLE VII. EMO-DB – Evaluation of 15-Test with 5 Percent 
Tolerance, Women

Supposed emotion

(%) Ne Ha Sa An Fe Di Su

ex
ch

an
ge

D
et

ec
te

d 
em

ot
io

n

Ne 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Ha 0.00 4.54 13.51 7.46 6.06 5.71 6.55 6.55

Sa 10.00 2.27 2.70 0.00 0.00 5.71 3.60 3.60

An 15.00 63.63 35.13 65.67 39.39 31.42 36.91 36.91

Fe 2.50 4.54 2.70 5.97 15.15 0.00 3.14 3.14

Di 72.50 13.63 29.72 5.97 30.30 54.28 30.42 30.42

Su 0.00 11.36 16.21 14.92 9.09 2.85 9.07 9.07

Success 21.63

VI. Discussion of the Experiment 1

The experiments were performed as the 5-test, the 10-test and the 
15-test combined with 1%, 3% and 5% tolerance with each database 
for both genders (except the SAVEE database that does not include 
women’s records), together were realized 45 tests. EmoRec did not 
achieve good results in the tests, its average success rate of all tests 
was in 24.58% of cases. In all tests, neutral emotion was determined 
as the worst. It was most often classified as the sadness in case of 
RAVDESS and SAVEE databases and as the disgust in case of EMO-
DB. On average, neutral emotion was correctly determined only in 
2.92% of cases. Exchange with the sadness may be caused by the fact 
that the sadness is characterized by low intensity and monotony. On 
the contrary, the anger was classified as the best, in 40.45% of cases, 
and the disgust in 39.31% of cases. These two emotions often achieved 
over 50% success rate in the individual tests but in the case of EMO-
DB they were incorrectly determined as the other emotions. According 
to the emotion determination success rate are these two emotions 
followed by these ones: the surprise in 34.74% of cases, the sadness 
in 22.64% of cases, the happiness in 18.91% of cases and the fear in 
17.82% of cases.

The average success rate was negatively influenced by the low 
success rate of neutral emotion determination and by the low success 
rate of the tests with SAVEE database which is recorded in significantly 
lower quality. An interesting situation occurred during testing with 
EMO-DB in German language when only two emotions were very well 
distinguishable. This phenomenon could be caused by the difference 
of the German language from English. The best results were achieved 
with the same database as the program was trained for. The results 
could be also affected by a various number of samples, for example, 
EMO-DB contains only 11 recordings of the disgust emotion for men 
but 35 for women.

It is necessary to remark that success rate in real conditions would 
probably be even lower because all three databases that were tested, the 
EmoRec was recorded by actors, so it was simulated. The problem of 
real-life recordings is their gathering, the presence of background noise 
and the fact that people often do not show emotions openly and with 
full intensity - they tend to hide their real emotional state.

Considering the reached low success rate, it is requisite to classify 
the critical parts in the solution process that could be improved.

VII.   Experiment 2 – Use of Neural Networks and 
Testing the Databases

From the results of Experiment 1, we can see that using the K-NN 
algorithm we has obtain a very low overall success rate of recognition 
of the emotional state. The classifier is considered successful if the 
overall average recognition rate is more than 80%. For this reason, 
we decided to change the algorithm used and use a different type 
of classifier. In present existing lot number of classifiers that are 
successfully used in recognition process (for example, in face detection 
and subsequent classification of the emotional state). Most often they 
are Hidden Markov Model (HMM), Naive Bayes classifier, Neural 
Nets or Support Vector Machine.

In the voice recognition and the classification of emotional state we 
can used all these classifiers. However in contrast to HMMs, Neural 
Nets create no premise about feature statistical properties and therefore 
where used as recognition models with high successful rate in emotion 
classification process for speech recognition.

For this reason, we decided to use to increase the overall success of 
classification phase the Artificial Neural Network. The voice flow (Fig. 
5) that is representing as input data is a matrix of the features extracted 
from the speech inputs. The output data represent the emotional states. 
The percentage of input data represent the 7 various categories of 
Ekman classification for neural nets training. These data is validate 
and test chosen randomly. The training dataset find the optimal weights 
for each feature and the validation dataset debug the parameters of 
a classifier. The final model of neural net is tested using test set for 
estimation of the error rate.

Fig. 5. Example of typical Artificial Neural Network.

To create of this network, we used a verified algorithm from Luigi 
Rosa (http://www.advancedsourcecode.com/neuralspeech.asp). This 
algorithm was written for Matlab. The test set verifies the final model 
and estimates the error rate. The default value for training set is 90% 
(the required quality) and 10 % is for error rate. We use in initially the 
default values but in next step the concrete count of hidden layers is 
chosen. The rule is: the more layers, the better the result. But to other 
side this rule complicated the system - we must the network trained 
several times.

We repeated the experiment with the same input conditions (same 
tests with the same tolerance). In case of the 15-Test with 5% tolerance, 
we achieved a total success rate of 93.26% for men. The exchange 
between individual emotional states was not as major when as using 
the K-NN algorithm (see Table VIII). Here we have achieved a total 
success rate of 94.66%. The exchange was in interval from 0.00-1.48.

The total success rate of emotion classification if we use the SAVEE 
database is 94.31% (see Table IX). The average change of emotional 
states is only from 0.00-2.34. We used the 5-test with 5% tolerance.

http://www.advancedsourcecode.com/neuralspeech.asp
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TABLE VIII. RAVDESS – Evaluation of 15-Test with 5 Percent 
Tolerance, Women

Supposed emotion

(%) Ne Ha Sa An Fe Di Su

ex
ch

an
ge

D
et

ec
te

d 
em

ot
io

n 
(M

en
)

Ne 95.34 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Ha 0.12 89.84 0.89 3.21 5.32 0.12 0.26 1.65

Sa 3.21 5.63 91.16 0.00 3.19 0.95 1.28 2.38

An 0.56 1.27 1.62 95.41 2.34 1.12 0.14 1.16

Fe 0.00 1.41 1.32 0.00 87.89 2.31 0.36 0.90

Di 0.21 0.53 2.37 0.17 0.28 95.23 0.00 0.59

Su 0.56 1.32 2.64 1.21 0.98 0.27 97.96 1.16

Success 93.26

D
et

ec
te

d 
em

ot
io

n 
(W

om
en

)

Ne 96.12 0 0 0 0 0 0 0.00

Ha 0.23 93.45 0.21 2.32 2.38 0 1.6 1.12

Sa 0.35 3.28 98.25 1.42 3.01 0.21 0.63 1.48

An 1.27 1.29 0.91 94.23 1.28 0.62 0 0.82

Fe 0.61 1.01 0.14 1.17 91.41 1.14 0 0.68

Di 0.12 0.56 0.17 0.25 1.04 97.14 5.74 1.31

Su 1.3 0.41 0.32 0.61 0.88 0.89 92.03 0.74

Success 94.66

TABLE IX. SAVEE – Evaluation of 15-Test with 5 Percent Tolerance, 
Women

Supposed emotion

(%) Ne Ha Sa An Fe Di Su

ex
ch

an
ge

D
et

ec
te

d 
em

ot
io

n

Ne 91.25 0 0 0 0 0 0 0.00

Ha 2.18 94.62 2.87 1.23 3.66 2.32 1.75 2.34

Sa 1.35 1.37 93.24 0.23 1.01 0.41 0.11 0.75

An 1.37 0.84 1.25 95.17 0.98 0.37 0.14 0.82

Fe 1.05 1.25 0.33 1.53 92.14 0.14 0.13 0.74

Di 1.97 1.35 1.21 0.98 1.24 96.41 0.52 1.21

Su 0.92 0.57 1.1 0.86 0.97 0.35 97.35 0.80

Success 94.31

The similar results have been obtained also when we used the 
EMO-DB database. However, we only show results from the 15-Test 
with 5% tolerance (see Table X).

The K-NN algorithm in classification phase calculates on the basis 
at the nearest neighbour’s (limit values). This algorithm can be used 
successfully for facial detection and subsequent classification. The 
algorithm recognize only a very high limit value, therefore algorithm 
does not work properly. However our goal was to classify emotional 
states that can be easily changed (for example, happiness and surprise). 

Therefore, the results of experiment 1 obtained very low success rate. 
In Experiment 2, Neural Networks have proven to be an appropriate 
means to increase overall success.

TABLE X. EMO-DB – The 15-Test with 5 Percent Tolerance, Men and 
Women

Supposed emotion

(%) Ne Ha Sa An Fe Di Su

ex
ch

an
ge

D
et

ec
te

d 
em

ot
io

n 
(M

en
) Ne 94.23 0 0 0 0 0 0 0.00

Ha 0.86 91.52 0.43 0 0.72 1.07 1.12 0.70

Sa 0.34 1.04 94.28 0 0.96 2.31 1.34 1.00

An 1.62 2.97 1.94 97.69 1.51 1.49 0.01 1.59

Fe 1.34 1.24 1.34 0 95.26 1.43 1.25 1.10

Di 1.02 1.36 0.89 2.2 0.61 91.42 3.25 1.56

Su 0.68 1.87 1.12 0.11 0.94 2.28 93.03 1.17

Success 93.92

D
et

ec
te

d 
em

ot
io

n 
(W

om
en

) Ne 95.23 0 0 0 0 0 0 0.00

Ha 0.74 94.25 0.28 1.65 0.26 0.91 1.81 0.94

Sa 0.29 0.89 97.28 1.53 0.52 1.26 0.97 0.91

An 0.35 1.52 0.74 91.28 1.24 0.87 1.25 1.00

Fe 1.28 0.97 1.01 1.78 96.52 0.87 2.13 1.34

Di 0.97 1.61 0.37 2.2 0.59 94.51 2.48 1.37

Su 1.32 0.94 0.32 1.56 0.87 1.58 91.36 1.10

Success 94.35

VIII.   Conclusion

The emotions determining from the user’s voice is a complex issue 
and its solution used to be ambiguous and complicated. Different people 
have different voices and the creation of general rules for emotions 
determining is not elementary. The best results in this area are achieved by 
neural networks and the systems that combine the emotions determining 
from voice, from facial expression and other biometrics. Although the 
purpose of the current researches focused on emotions determining 
methods is to find the best one, it is clear that this area will have huge 
potential of being used in the future. Number of emotions models which 
define various emotions contribute to the complexity of this problem 
solution. In principle, the more emotions are trying to recognize, the 
harder it is to achieve high success rate of classification.

In this paper it was attempted to propose and implement solution 
novel approach that has been tested under various conditions. The 
voice recordings were analyzed, and selected the most appropriate 
attributes. A novel application was created that is able to determine 
the emotions from voice. Using neural networks, the overall success 
rate was about 94%, which can be considered a very good result. The 
greatest challenge for the future remains the creation of a system that 
will be able to determine the emotions reliably in real time and in real 
situations under not always suitable conditions for proper measurement 
and the evaluation of the attributes.
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I. Introduction

ELECTROENCEPHALOGRAPHY (EEG) plays a central role in 
the diagnosis and management of several neurological disorders 

since its discovery in 1929 by Hans Berger [1]. Its role has been 
especially important for epilepsy since it is a convenient and relatively 
inexpensive way to detect physiological manifestations of abnormal 
cortical excitability [2]. The use of EEG is not only important for 
epilepsy diagnosis but for the location of epileptogenic zones and 
therapy evaluation [3]. In this case, the early diagnosis and management 
of the condition play an essential role when talking about overcoming 
seizure-related problems [4]. 

In fact, the use of continuous EEG monitoring is increasing in critical 
care units [5]. In an important number of cases, seizures are identified 
within the first 24 hours of monitoring [6] [7]. On the other hand, within 
the research field, EEG is being used to study and understand a variety of 
neurological disorders. Nevertheless, EEG requires highly qualified and 
expertise neurophysiologists, plus an extensive technical infrastructure. 
There is an important lack of equipment and applications designed to 
suit the clinical and research needs [8]. Hence, patients, physicians and 

researchers usually suffer from restricted mobility which is reflected in 
the recordings since it may lead to an uncomfortable patient experience 
or recording difficulties. 

The user-centred design aims to provide a design and development 
methodology which involves end-users from the very beginning until the 
design validation [9]. This methodology includes expert panel guidance, 
paper and high-fidelity prototyping and usability testing, confirming and 
validating the defined context of use and the prototyped application. 
This approach is particularly interesting and important when talking 
about medical applications for two main reasons which are firstly, 
the strengthening of personalized medicine and secondly, that all the 
involved users –physicians, researchers and patients– need to focus 
on other important aspects rather than learning how to use a complex 
application, reason why some developed applications are not being used. 

At last but not least, citizens nowadays require more and better 
healthcare services, promoting personalized medicine and transforming 
the health system model [10]. Information should be available from 
different locations such as different units within the same hospital or 
allowing the patient’s monitoring from its own house [11]. 

II. Epilepsy

Epilepsy is one of the most common and disabling neurologic 
disorders and can be defined as a heightened risk of suffering 
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recurring episodes of seizures [12]. A seizure is an abnormal and 
hypersynchronous discharge of a group of neurons in the brain 
producing an altered neuronal function, induced by defects in cerebral 
tissues [13]. Furthermore, it is important to consider that isolated 
seizures or seizures which are directly related to acute brain aggression, 
such as drugs or head injury, are not considered as epilepsy. In fact, 
differentiating an epileptic seizure from a syncope is one of the main 
problems of this pathology. 

The definition of epileptic syndrome refers to a group of clinical 
features and symptoms usually occurring together (e.g., types of 
seizures, patient age, precipitating factors). 

Epileptic seizures are mainly classified as generalized and focal 
seizures. At the same time, generalized seizures can be divided into two 
depending on the presence or absence of convulsions. Focal seizures 
can be divided into three types: simple seizures (consciousness is 
retained), complex seizures (affecting the deepest zones of the temporal 
lobe) and secondarily generalized seizures. 

Epilepsy diagnosis is essentially clinical as it is carried out mainly 
by evaluation of the detailed patient history, supported in most cases by 
findings in EEG since other clinical tests are often normal. 

A. Epilepsy in Children 
Although epilepsy has a higher occurrence in both extremes of life 

[14], during its development, the brain has a heightened susceptibility 
to seizures, which leads to an elevated number of epilepsy cases during 
childhood [15]. 

Nonetheless, performing EEGs to kids is not an easy task. Babies 
and kids tend to be lively, always in constant movement, increased by 
the medical environment, leading to two main problems. 

This constant movement makes hard to keep the headset in the 
correct position and at the same time makes hard to perform the 
recording. 

Then again, this may cause altered recordings that may lead to 
an impossible or wrong diagnosis.  Hence, nurses and doctors often 
require entertaining them by using different toys and games. For 
example, balloons can often be found in neurophysiology units for 
children entertainment, producing static electricity when they are used, 
that is registered as a spike-and-wave pattern in EEG, which is a typical 
pattern found in epileptic seizures, causing a mistaken diagnosis if this 
problem is not detected.  

III. Electroencephalography

Electroencephalography allows measuring the electric activity of 
the brain using electrodes in different locations of the scalp. There 
are several diseases capable of mimicking seizure features, easily 
leading to a wrong diagnosis due to a mistaken clinical presentation 
[16]. Withal as we previously mentioned, EEG is the most specific 
noninvasive method to define the epileptogenic cortex, and hence, to 
diagnose epilepsy [17]. Nonetheless, its sensitivity and specificity are 
variable since they depend on several factors such as the procedure, 
montage or type of recording [18]. For this reason, both, positive and 
negative findings in EEG might not include or exclude the diagnosis 
of epilepsy respectively depending on the presence or absence of 
symptoms.

It is recommended to perform an EEG when the patient is suffering 
an apparently non-induced seizure, in order to determine wherever it is 
or not an epileptic seizure, type of seizure and predicting if the patient 
is going to suffer more episodes. 

There are several types of EEG recordings, which are widely used 
for different purposes along the epilepsy diagnosis and monitoring. 
The basal EEG is performed while the patient is awake, with no need of 

previous preparation. The sleep-privation EEG is the same as the basal 
EEG but with a previous sleep-privation of 24 hours, to favour the 
correct patient sleep during the recording. Video-EEG provides video 
information synchronized with the EEG recording in order to provide 
information about the patient routine which can be important for the 
EEG interpretation. This last type of EEG is especially used in patients 
which are hard to diagnose or treat.

In adults with a first non-induced seizure, the first EEG shows 
epileptiform discharges not in all cases, but only in few of them. 
The probability of finding abnormalities increases when the EEG is 
performed during the first 48 hours since the first seizure.  If the routine 
EEG does not detect any alteration, performing an EEG under sleep-
deprived conditions increases the probability of detecting epileptiform 
discharges by an additional 13-35% of cases. If the diagnostic 
uncertainty persists, then a long-term video-EEG monitoring is 
considered when the epileptic events are frequent enough.

Nevertheless, the EEG technology has some limitations since the 
low signal amplitude (1µV-200 µV) involves an important background 
noise, being easy for the electrodes to record a signal that was not 
generated by the brain or even by the body (e.g., device interferences). 
Hence, it is especially important to amplify and filter these signals 
in different ways in order to make possible its correct interpretation. 
Usually, EEG devices count with a high-pass filter (HPF) to delete low 
frequencies (e.g., eye movement) and a low-pass filter (LPF) to delete 
high-frequency signals (e.g., muscle movements). 

A. Montages 
The EEG system is based on the comparison of signals obtained by 

two different electrodes. Each line or EEG channel records the potential 
difference between two electrodes and amplifies it (derivation). The 
minimum number of electrodes that should be used for a normal EEG 
is 10, however, in the case of epilepsy, there is a minimum number of 
32 electrodes for allowing its correct diagnosis. 

Montages should be as simple as possible but they must follow 
two rules which are: going from anterior to posterior locations and 
going from the left side to the right side of the scalp. Each combination 
of derivations is a different montage, being possible to use adjacent 
electrodes or distant ones, with two main types which are bipolar and 
monopolar montages. 

In the bipolar montage, the difference between a pair of electrodes 
is amplified and recorded. This kind of montages can be anterior-
posterior (sagittal) or transverse (coronal).

The monopolar montage, also known as referential montage, works 
comparing the signal obtained by a certain electrode with the one 
obtained by another electrode which is located in a reference zone with 
a lack of neural activity (e.g., the ear lobe), taking into consideration 
that if the reference electrode is located far from the location of the 
main electrode, the background noise of both electrodes would not be 
the same, possibly affecting the recording.   

1. 10-20 System
The 10-20 system, which name refers to the electrode location 

in the scalp, is the most used system for electrode location. For this 
system, both cranial bone protuberances (nasion and inion) are taken 
as references. Nasion is the zone when the forehead comes together 
with the nose, while inion refers to the external occipital protuberance. 

To locate the electrodes, the distance between inion and nasion is 
measured. This measure should be divided into intervals of 10% and 
20%. The 10% of that distance measured from the nasion is where the 
fronto-polar (Fp) point should be located and the 10% measured from 
the inion locates the Occipital (O) point. The frontal (Fz), central (Cz) 
and parietal (Pz) points should be located between the Fp and O points 
(Fig. 1). The remaining electrodes are located following the same 
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methodology, being possible to use a total amount of 22 electrodes. 
Both pre-auricular points are frequently used as ground references 
for the formed electrical circuit since both of them receive the same 
background noise but minimal neural activity. 

Fig. 1. International 10-20 system for electrode location in EEG procedures.

The head then is divided by the location of the electrodes, 
determining each one of the zones. Taking the middle line (z subindex) 
as the reference, even numbers should be located on the right side, 
while odd numbers should be located on the left. 

IV. Hardware

For the development of this project, we have followed a user-
centred design which focuses on giving a solution to the needs and 
requirements specified by the end-users of the application. This group 
of needs and requirements are specified in the Context of Use document, 
which is defined after the observation and interviews of end-users. The 
different hardware parts were selected taking into account this Context 
of Use, in order to satisfy all needs and requirements of both, medical 
and research staff. 

On the one hand, the OpenBCI [19] platform was selected 
because of the possibility of performing both hardware and software 
modifications freely, since it is the only platform providing a wireless 
and open-source solution for the human-computer interaction [20].

On the other hand, as previously mentioned, the epilepsy diagnosis 
requires an elevated number of channels, up to 24-32. This together 
with the need of real-time data streaming instead of saving data in a 
SD card, makes the Cyton board plus the Daisy module the best option. 

The Cyton board offers 8 channels, with the addition of the Daisy 
module, the number of channels increases to 16, which is not enough. 
To solve this problem, we proposed two different solutions. 

The first option was modifying the Daisy module to include 3 
ADS1299 chips, obtaining 32 channels when connected to the Cyton 
board that includes another ADS1299. This option was discarded due 
to the major modifications that the PCB would suffer, requiring the 
complete PCB redesign, unaffordable for its elevated cost in money 
and time and the high risk of a not working connection with the Cyton 
board. 

The second and selected option was using two sets of Cyton board 
plus Daisy module, with 16 channels each of them. The main problem 
of this solution was synchronizing the two systems to obtain both 
samplings at the same time. Each Daisy module uses the clock signal 
of its own Cyton, and, in order to solve the previous issue, we decided 
to use the clock signal of one of the Cyton boards, in a way that both 
Cytons have the same sampling time and both Daisy modules follow 
the same clock signal. 

The data obtained with these boards can be received by using the 
RFDuino included, but, this device cannot be used from a smartphone. 

For this reason, we decided to obtain the recorded data using a WiFi 
shield connected to the Cyton and Daisy boards, obtaining at the same 
time a bigger bandwidth. 

The headset, also from OpenBCI, is 3D printed following the 10-20 
system, which means that there are specific places designed to locate 
the electrodes. The headset counts with 32 gaps for electrode location 
which can be used without any restriction and is available in different 
sizes. The headset will have both sets of boards and a battery attached, 
being completely wireless as seen in Fig. 2. 

Fig. 2. OpenBCI wireless 3D-printed headset with the Cyton board and the 
Daisy module attached.

V. Implementation

The application interface and functionalities were designed following 
the Context of Use, just like the selection of hardware components. 
Firstly, a low-fidelity prototype was created and evaluated with different 
kinds of end-users, including doctors and researchers. All usability 
issues were found and corrected, and, all the suggested modifications 
and improvements were also included. Secondly, after the mentioned 
modifications, a high-fidelity prototype (Fig. 3) was created and 
evaluated by end-users, just like in the low-fidelity prototype case. After 
the evaluation, all the detected usability issues were again corrected, and 
the final features of the application were defined. 

Fig. 3. Example screen obtained from the high-fidelity prototype of the 
application created for its evaluation.
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The mobile industry is growing each and every day, with over 5 
billion smartphone users in the world by the end of 2022 [21]. Almost 
all of these smartphones run on three well-known platforms, which are 
Android, iOS and Windows mobile. For many years, the development 
of applications for each platform required specific tools and these 
applications could only run on a single platform, leading to a time-
consuming and expensive process since it required different specialized 
development teams for each platform.  

During the last few years, the use of cross-platform mobile 
development has increased with the apparition of several frameworks 
like Xamarin or Flutter which allow developers to run the same code 
on different operating systems. However, cross-platform technologies 
allow for sharing 96% of the written code, requiring some platform-
specific code if a native experience is wanted. 

Xamarin (Microsoft) is one of the main cross-platform development 
technologies. This tool uses C# as programming language and native 
platform libraries wrapped in a .NET layer, providing support for the 
three main platforms. 

Alternatively, Flutter (Google), also open source, uses Google’s 
Dart as programming language and the C++ engine, highlighting its 
good performance, but its applications are not portable to Windows 
mobile and 32-bit OS devices. In any case, this is not an important 
drawback in this study, since most of the used smartphones nowadays 
run on Android or iOS and the required processing power can only be 
supplied by relatively new smartphones.

About the programming language, Xamarin uses a widely used 
language which is C#, instead of Dart like Flutter does. Despite this, 
although Dart is not as popular as Xamarin and its support community 
is still growing but quite limited at this point, it is very similar to 
Java and other OOP languages, making it easy to learn. For all the 
previously exposed reasons, the selected cross-platform framework for 
our project was Flutter.   

A. OpenBCI Simulator
In order to develop the application without recording in real time 

with the headset, a board simulator was created. The WiFi shield acts 
just like an HTTP server, which is capable of sending the information 
to the smartphone or connected device. This shield responds to the 
Simple Service Discovery Protocol (SSDP) and hosts its unique name 
on local networks using multicast DNS (mDNS). To simulate this, we 
decided to simulate the board’s REST service, creating an API web 
using .NET Core 2.1. For this purpose, we decided to use Swagger 
which is a language-agnostic specification for describing REST APIs, 
without any direct access to the implementation, minimizing the amount 
of work needed to connect disassociated services and document such 
service. Using the generated specification, the web-based user interface 
(UI) provided by Swagger offers information about the service (Fig. 4). 
This simulator provides the data that would be obtained by using a 
real OpenBCI board, offering data in two formats: JSON packets with 
Network Time Protocol (NTP) timestamp

Fig. 4. OpenBCI WiFi shield REST service simulator in Swagger. The 
Swagger’s UI provides information about each service, including the JSON 
and the raw data outputs. 

In microseconds and arrays with channel data in nanovolts and 33-
byte raw packets, which is exactly the same format as the one used by 
the Cyton protocol. 

B. System Validation
Before the final system establishment, the user-centered design 

defines the need for software testing and validation, being an important 
phase in the life cycle. The aim of the functional testing is to verify 
whether if each function of the application behaves in conformance 
with the specified requirements or not, considering the aim for which 
the software was designed. 

This kind of tests provide higher stability and confidence about the 
system performance from the end-user point of view and not from the 
developer point of view. This is known as “black box” testing since it 
is not concerned about the source code, but about how the application 
behaves when being used for the defined test cases. Each functionality 
of the system is tested by providing appropriate input and verifying 
the type of output and its quality by comparing it with the expected 
results. The different aspects that can be evaluated are the mainline 
functions of the application, its basic usability and accessibility 
(previously evaluated with the low and high-fidelity prototypes) and 
the error conditions. It is important to consider that the effectivity of 
the functional testing increases when the test conditions are defined 
based on the requirements defined in the Context of Use. 

The results of the functional tests showed some connectivity 
and signal issues related to the used hardware. Firstly, connectivity 
problems were observed during the data acquisition, stopping the 
recording a few times. Secondly, the obtained signal presented a high 
noise level making it difficult to analyze and to use the results for an 
accurate patient evaluation.  These two problems have been related 
to the used hardware and its connectivity and signal quality. Finally, 
we found problems in the signal synchronization between the two 
16-channel groups, due to the modifications that we had to perform in 
the PCBs in order to use one single clock signal for both Cyton+Daisy 
sets, also explaining the signal noise described previously. 

VI. Conclusions and Future Work

Nowadays, more than ever, it is important to manage healthcare 
resources as efficiently as possible and this can only be done by 
creating and using new systems adapted to the current environment 
and needs. In this paper, we proposed a user-centred design process 
for the development of a wireless EEG that provides a useful and 
actualized tool adapted for the requirements of neurophysiologists and 
researchers in order to understand, diagnose and treat epilepsy.

Additionally, when the patient’s freedom of movement is 
compromised, they tend to feel anxious and, therefore, their behaviour 
does not correspond to their usual routine. This situation makes hard 
to evaluate if seizures are related to any activity or specific moment 
during the patient’s usual routine. We solved this problem with the 
OpenBCI wireless headset, offering a better patient experience, and 
also simplifying the procedure for medical and research staff, allowing 
patients to move freely.  

Finally, the evaluation of both prototypes showed that the 
initial design met all the requirements exposed in the Context of 
Use, obtaining the final UI design and functionalities. All the found 
connectivity and noise issues will be solved during the development of 
the final version of the application, which is being implemented using 
the latest technology available, Flutter. It is expected to be used not 
only for the epilepsy diagnosis and treatment but also for Intensive 
Care Units monitoring and other medical or research applications 
where the patient’s mobility plays a key role.  
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I. Introduction

MULTIPLE sclerosis (MS), also known as demyelinating 
myelopathy, is a disease characterized by the appearance of 

demyelinating, neurodegenerative and chronic lesions of the central 
nervous system. MS is the second most common cause of disability 
in young adults and is associated with significant societal costs [1]. 

At this moment, no neurodegenerative or remyelinating therapies 
are available for clinical use and so the core of multiple sclerosis 
management lies in preventing episodic inflammation and relapse-
related disability accrual. This fact together with the search for its 
causes, still unknown, is an active field of research. 

Because of disease’s effects on the central nervous system, it 
can present a series of symptoms that appear in the form of relapses 
or progress slowly over time, can result in reduced mobility and 
disability in the most severe cases. In general, five years after the 
appearance of the first symptoms, slightly more than 50% of patients 
have some kind of mild affectation, while 40% of patients show 
moderate affectation and less than 10% of patients die from the 
consequences of multiple sclerosis or its complications.

Despite the rapid development of multiple sclerosis 
pharmacotherapy over recent years, there is no cure for this 

disease, but there are several multiple sclerosis disease-modifying 
therapies (known as DMTs). It is interesting to evaluate patients’ 
response to each DMT and which variables are good predictors for 
that response.

Previous works evaluate and describe which clinical and 
biochemical variables predict the progress of a patient toward 
multiple sclerosis [2] [3], and study the long-term influence of 
relapsing-remitting MS (RR) [4]. But not only do traditional 
clinical factors influence the prognosis of this disease, [5] shows 
that quality of life levels provide additional prognostic information 
about MS disability. This reinforces the importance of incorporating 
other factors into the study. 

Therefore, accurate and timely detection of individual response to 
these DMTs is an essential requisite of efficient personalised multiple 
sclerosis therapy. Even though the prediction of individual disease 
course has now become feasible [6], [7], prediction of individual 
treatment response remains an area that needs further research.

In this paper the efficacy of demographic, clinical and paraclinical 
variables of response to DMTs is evaluated and models are explored 
to determine those relevant in three stages of disease (Clinically 
Isolated Syndrome (CIS), Relapsing-Remitting MS (RRMS) and 
Secondary Progressive MS (SPMS)), without considering the other 
two stages (Primary Progressive MS (PPMS) and progressive 
relapsing MS (PRMS)). The international MSBase cohort has been 
analysed, and Machine Learning algorithms and Big Data techniques 
have been used to extract knowledge about this disease. 

Keywords

Machine learning, Big 
Data, Predictive Models, 
Multiple Sclerosis, 
relapses, DMT, EDSS.

Abstract

Multiple sclerosis is an idiopathic inflammatory disease of the central nervous system and the second most 
common cause of disability in young adults. Choosing an effective treatment is crucial to preventing disability. 
However, response to treatment varies greatly between patients. Because of this, accurate and timely detection 
of individual response to treatment is an essential requisite of efficient personalised multiple sclerosis therapy. 
Nowadays, there is a lack of comprehensive predictive models of response to individual treatment.This paper 
arises from the clinical need to improve this situation. To achieve it, all patient's information was used to 
evaluate the effectiveness of demographic, clinical and paraclinical variables of individual response to fourteen 
disease-modifying therapies in MSBase, an international cohort. A personalized prediction model to three stages 
of disease, as a support tool in clinical decision making for each MS patient, was developed applying machine 
learning and Big Data techniques. These techniques were also used to reduce the data set and define a minimum 
set of characteristics for each patient. Best predictors for the response to treatment were identified to refine the 
predictive model. Fourteen relevant variables were selected. A web application was implemented to be used to 
support the specialist neurologist in real time. This tool provides a prediction of progression in EDSS from the 
last relapse of an individual patient, and a report for the medical expert.
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II. Proposed Methodology

A tool has been developed that is able to predict an individual 
treatment response by using the patient’s clinical information. This 
tool serves as a consultation and aid in medical decision-making. In 
order to achieve this work, a multidisciplinary team has been formed 
with clinical experts and data scientists, who have worked together 
to validate the data used and the results obtained. This work provides 
an opportunity to study the evolution of multiple sclerosis in an 
international sample of considerable proportions. 

This section is structured as follows: First, patient data collection 
is discussed. Second, a descriptive analysis of the sample is carried 
out as per the different variables of the patients, with a study of their 
different behaviour depending on different factors, and a global vision 
of the disease is acquired. Most relevant variables are used to predict 
the response to a treatment. A study is presented on how to quantify 
this response based on available data and to implement a prediction 
model using the most relevant variables with Machine Learning and 
Big Data techniques.

A. Data Integration

1. Data Collection
The real-world data set in the MSBase Neuro-Inmunology 

Registry1[8] was provided in plain text files directly from the 
international MSBase cohort. Every file contains anonymized clinical 
information about patients, compliant with the General Data Protection 
Regulation (G.D.P.R.), along with longitudinal data from their 
electronic medical records (EMRs).

Five databases were used as data sources. They stored 551,440 
visits, 150,217 relapses, 235,902 magnetic resonances imaging (MRIs), 
193,130 treatments and 48,186 patients from 64 different countries. All 
these records were in a structured format. 

The raw data consisted of all the available data up to that moment, 
coming from clinical records, covering a period of time slightly longer 
than 50 years, from 1966 until May 2017.  

A total of 185 variables were available in the raw data set. A 
treatment to prepare the variables was necessary due to the nature of 
the data and the disparate way in which doctors and countries filled 
in the variables. The selected variables (attributes or features) were 
reviewed by a team of clinical experts. As many as 92 new variables 
were built, and two variables extracted directly from the raw data, 
resulting in 94 explanatory variables to describe a patient.

2. Data Preparation and Validation
The extracted data are often incomplete, contain unnecessary or 

ambiguous information, suffer disruptions due to noise or pose other 
difficulties that affect the performance of the predictive models. 
Therefore, it is necessary to pre-process and validate them to avoid 
future inconveniences.

The process of extracting variables out of the patients’ data is long 
and tedious and needs some collaboration from the clinical expert 
to validate them. The first step was the validation of each extracted 
variable with the medical team, thus obtaining those that are relevant 
and are usually filled in correctly by the medical community. In that 
process, we study how each variable is filled in, its degree of objectivity 
and the presence of absent values.

The inclusion criteria to enrol patients were: availability of the 
minimum dataset (i.e. patient gender, birth date, first symptom date 
and first stage of disease) and consistency between dates in their 
records and date of birth. 

1  https://www.msbase.org/

Visits were included, but only those without relapses (i.e. there is no 
relapse in at least 30 days prior to the visit). This decision was adopted 
due to the large number of absent values in longitudinal data relating 
to Extended Disability Status Scale (EDSS) score, which measures the 
patient’s disability [9], associated with each visit and with lesions in 
the MRIs. The clinical expert team consider EDSS information of great 
relevance. 

Names of each Disease-Modifying Therapy (DMT) were coded 
with the main active principles corresponding to MS treatments, and 
any medication not specific to the disease or lacking a start date was 
discarded. Fourteen DMTs were studied, namely Aubagio Avonex, 
Betaferon, Extavia, Copaxone, Cyclophosphamide, Gilenya, Lemtrada, 
Novantrone, Plegridy, Rebif, Rituximab, Tecfidera. Tysabri. Betaferon 
and Extavia have the same active principle (Interferon beta-1b) and 
therefore they were grouped together for the study.

This data assessment used a process of data quality and 
generalizability that allowed identification of any incomplete, invalid 
or inconsistent entry.

3. Data Exploration
Some findings originated during data exploration should be 

highlighted.
In the study of the evolution of DMTs in patients following a CIS-

RRMS-SPMS progression, different behaviours are observed whose 
start date is between two periods of time: 1975-2005 (Fig. 1) and 2005-
2017 (Fig. 2). The fourteen DMTs described above have been named 
as follows: Aubagio (TR1) Avonex (TR2), Betaferon and Extavia (TR3), 
Copaxone (TR4), Cyclophosphamide (TR5), Gilenya (TR6), Lemtrada 
(TR7), Novantrone (TR8), Plegridy (TR9), Rebif (TR10), Rituximab 
(TR11), Tecfidera (TR12). Tysabri (TR13). If several DMTs were 
supplied at the same time, the combination of these DMTs has been 
adopted.

Fig. 1 (study from 1975 to 2005) presents a total of 1,687 patients 
with a maximum of six DMT changes. If a patient does not reach those 
six changes, the last DMT given was considered for the following 
changes. Fig. 2 (study from 2005 to 2017) presents 521 patients. In this 
case, the maximum number of DMT changes is seven. As before, if 
those seven changes are not reached, the last DMT provided was taken 
in the following changes.

In Fig. 1, 24.42% of patients have at least one DMT change. 
However, in Fig. 2 the percentage increases to 71.4%.

Fig. 1.  Evolution of the treatment whose start date is between 1975 and 2005.

This increase in the DMT change coincides with the appearance of 
new treatments, like Aubagio Gilenya, Lemtrada, Plegridy, Tecfidera 
or Tysabri in the years of the second period.

Furthermore, with older treatments, there were more DMT changes 
and, when new ones appear, DMT changes are reduced. New DMTs 
are supplied for longer periods. 
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Fig. 2.  Evolution of the treatment whose start date is between 2005 and 2017. 
There are 521 patients who have seven changes in their DMT.

The most noticeable changes range from an old treatment to a new 
one. For instance, 39.6% of patients who start taking Avonex (TR2) and 
have a change, do so at a new DMT. The same occurs with Betaferon 
and Extavia (TR3), increasing the percentage to 46.5% of patients.

In addition, Fig. 3 shows average solar radiation per country. It is 
an example of demographic variables in the patient that are included 
in the model.

Fig. 3.  Average solar radiation per country. 

B. Prediction Model
A model was implemented to evaluate the response to fourteen 

DMTs using the demographic, clinical and paraclinical variables 
previously described. 

MS behaviour was predicted, only patients whose course of the 
disease follows a CIS-RRMS-SPMS progression using the relapses 
stored in the clinical records. All information prior to the relapse, as 
well as the most recent treatment provided between the relapse and the 
time horizon to predict, was used. The case of not treating the patient is 
included as another predictable result. 

As an additional requirement to those set during Data preparation 
described in subsection II.A, patient relapses were studied only if the 
following pre-relapse information exists:
• An EDSS record in the absence of relapses (previous 30 days).
• If cerebral or spinal cord type MRIs is present, the variables 

number of lesions in T1 Gadolinium+ and number of lesions in T2 
fields cannot be absent.

1. Prediction Outcomes
The response to a treatment is evaluated by the evolution of the 

patient’s disability through EDSS. Therefore, this model forecast the 
progression of disability in two ranges, namely 1 and 2 years.

Progression of disability was defined as [10]: 
• Increase of 1,5 or more steps in EDSS if previous EDSS was 0.
• Increase of 1 or more EDSS steps greater than or equal to 1 and less 

than or equal to 5.5.
• Increase of 0,5 or more steps in EDSS greater than or equal to 6. 

Only the progression events confirmed over greater than or equal 
to 6 months (with the confirmation EDSS recorded greater than 30 
days following previous relapses and irrespective of treatment status at 
the time of confirmation).

Progression of disability in 1 year was defined and indicated 
whether the patient has progressed in the EDSS in a year. Progression 
of the disability in 2 years indicates whether the patient has progressed 
in the EDSS in two years, assuming that the patient remains at the same 
level of EDSS during the first year. 

In this case, only relapses that have an EDSS record after the first 
or second year were taken into account, confirming that the patient 
had not progressed in their level of disability. Otherwise, there was no 
follow-up of the patient and it could not be confirmed/discarded that 
the event occurred.

2. Machine Learning Techniques 
The target was to predict a discrete label: No progression or 

Progression in EDSS. In other words, the estimation of the probability 
of an event either occurring or not. These algorithms provide a score of 
the probability of the event occurrence. The interest was also to obtain 
a probability score associated with the non-occurrence of the event. 
Moreover, a threshold was set to decide this non-occurrence (i.e. our model 
predicts No progression if the provided score is above the threshold). 

a) Feature Selection 
A Random Forest model was implemented to predict the progression 

in the level of disability in response to treatment in1 and 2 years. It is 
able to provide the importance of variables for classification. The 14 
most relevant variables chosen are shown in Table I. 

TABLE I. Most Important Variables Obtained with Random Forest

Random Forest 
gender tab_rel_2

birth_date num_rel
first_symptom_date les_t1_gado

diagnosis_date les_t2
date_last_visit current_dmt

edss time_ms_dmt_ini
tab_rel_1 time_current_dmt

The most relevant variables for prediction are the following:
• Gender is the patient gender, which is a factor type variable. Two 

binary variables were generated that indicate whether the gender is 
male or female.

• Birth_date is date of birth of the patient. The age of the patient is 
used in the model.

• First_symptom_date indicates the date on which the first symptom 
occurs. The age of the first symptom is used in the model.

• Diagnosis_date is the date of diagnosis of the disease. The age of 
diagnosis of the disease is used in the model. 

• Date_last_visit is the date of the most recent visit. 
• Edss is the last EDSS record in the absence of relapses. This 

situation occurs when there is no previous relapse in the 30 days 
prior to the visit.

• Tab_rel_1 is the annualized relapses rate in last year. This variable 
corresponds to the number of relapses in last year.
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• Tab_rel_2 is the annualized relapses rate in last two years, which 
corresponds to the number of relapses in the last two years divided 
by two.

• Num_rel is the total number of relapses.
• Les_t1_gado is the number of lesions in the last RMI of the brain, 

spinal cord or cervical cord in T1 Gadolinium+ (relaxation time 
measured by MRI). If RMIs are not simultaneous, only the last 
RMI of the brain is taken into account.

• Les_t2 is the estimated number of lesions in the last RMI of the 
brain, spinal cord or cervical cord in T2 (relaxation times measured 
by MRI). If RMIs were not simultaneous, only the last RMI of the 
brain is taken into account. 

• Current_dmt is the treatment currently prescribed. It is a factor type 
variable, with fourteen factors corresponding to treatments described.

• Time_ms_dmt_ini is the time elapsed between the date of diagnosis 
and the start of the first prescribed DMT.

• Time_current_dmt is the time elapsed between the start date of 
currently prescribed DMT and the date of last visit.

b) Classification Algorithm
To build the prediction model, the algorithm chosen was also 

Random Forest. 

Random Forests
Random forests are ensemble learning methods that operate by 

constructing a multitude of small decision trees at training time and 
outputting the class that is the mode of the classes of the individual trees. 
Random forest is considered one of the best performing algorithms, 
especially for problems that have many explanatory variables [11]. 

The prediction model was trained using 70% of the train data, with 
the conditions and requirements previously explained. The remaining 
30% was used to evaluate the accuracy of the model (test) in predicting 
the evolution of the patient for the treatment provided from the outbreak 
and compared to the actual evolution.

III. Results and Discussion

In this section, the evaluation of the model on the set of test patients 
is explained, considering the accuracy and validity of the results for 
different thresholds.

A. Results 
In order to validate the model, the Receiver Operating Characteristic 

(ROC) curve for both years was first performed (Fig. 4), obtaining an 
area under the curve (AUC) of 0.8 and 0.82 respectively.

Fig. 4.  ROC curve for the first and second year models.

In a ROC curve the true positive rate (Sensitivity) is plotted in 
function of the false positive rate (1-Specificity) for different cut-off 
points. Each point on the ROC curve represents a sensitivity/specificity 
pair corresponding to a particular decision threshold. A test with 
perfect discrimination (no overlap in the two distributions) has a ROC 
curve that passes through the upper left corner (100% sensitivity, 100% 
specificity). Therefore, the closer the ROC curve is to the upper left 
corner, the higher the overall accuracy of the test [12].

In addition, a measure of the error in terms of the patient’s non-
progression was defined. That way, the probability the event non-
occurrence with a treatment.

For a given threshold, the error metric used (see eq. 1) indicates 
the proportion of patients who do not actually progress from the set of 
patients that the model predicts that would not progress.

 (1)

A score above the established threshold ensures, with a probability 
equal to the accuracy of the model, that the patient will not progress 
in EDSS.

It was found that 76% of patients in the data set do not progress in 
the first year and in the second year that proportion is reduced to 67%. 

Fig. 5 shows the accuracy of models for 1 year and 2 years, and 
the comparison with the option to choose always non-progression. 
The model for second year (in blue) presents a greater difference with 
respect to the systematic choice of non-progression (blue dashed line).

Fig. 5.  Percentage of patients who do not actually progress from the set of 
patients that the model says do not progress for each of the established thresholds. 
Horizontal dashed lines represent the proportion of patients in the set who do not 
progress to 1 year (red dashed line) and 2 years (blue dashed line).

As the threshold increases, the accuracy with which the model 
predicts that a patient will not progress increases considerably.

B. Functionalities
A web application called Model MS was built to support the 

specialist neurologist with the results of the model. This tool is one 
more component in the study process of a patient to decide what 
treatment to prescribe. Please note, however, that it is ultimately the 
doctor’s decision to determine the treatment based on their experience 
and direct contact with the patient. Model MS is just a support tool.

1. Input Data
Fig. 6 shows the main screen of the tool, where the expert can: 

a) consult the minimum characteristics used for each patient (and 
previously described in Table I), b) search patients, c) upload patient 
data from an Excel file extracted directly from the platform for medical 
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software systems ©iMed [13] or d) enter these minimum data manually. 
In this screen, it is also possible to change language and view a short 
description of the tool.

Fig. 6.  Tool input data. Minimum set of fourteen characteristics used for each 
patient in the predictive model.

2. Output Data
Model MS presents three graphical and textual outputs, which are, 

respectively, a prediction of progression, evolution of the patient, and a 
description of the patient study that helps the expert.

a) Prediction of Progression 
On the screen shown in Fig. 7, experts can view the progression 

forecast in EDSS from the last relapse. The predictive model uses the 
patient’s current conditions (most relevant variables) and provides a 
score for each of fourteen treatments (described in subsection II.A), 
including the possibility of not treating the patient. The higher the 
score, the greater the likelihood that the patient will not progress if that 
treatment is prescribed.

Fig. 7.  Progression forecast. Score for each of the fourteen treatments that can 
be provided to patient. The higher the score, the greater the likelihood that the 
specific patient will not progress if that treatment is prescribed.

b) Evolution of the Patient
In Fig. 8 treatments prescribed to patients and evolution of course 

of them during MS duration are shown. The age of the patient when 
first symptom occurred, and MRIs are provided. The lower part shows 
the evolution of the patient’s level of EDSS along with the visits and 
relapses. 

Fig. 8.  Evolution of the patient. Upper part shows the first relapse (purple 
square) together with the rest of the relapses (red square) that the patient has 
suffered throughout the disease and the magnetic resonances performed (purple 
rhombus). Lower part shows the progression of the patient’s disability (blue 
line) together with the visits made (yellow square).

c) Description of the Patient
In the screen shown in Fig. 9, a report is generated for the medical 

specialist, as a textual summary of what has been shown in the two 
previous screens. This report can be downloaded by the specialist.

Fig. 9.  Description of the patient. It is a textual summary of the two previous 
screens.

IV. Conclusion and Future Work

In this paper a system has been designed with a prediction model 
that extracts implicit knowledge out of data.

This work, and the use of the Model MS tool, has several 
advantages:
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On one hand, it is possible to study the evolution of the disease 
from the different available variables (types of MS, geographical area, 
date of birth, gender...) and to identify several clinical factors relevant 
to its progression. Fourteen different DMTs and their effectiveness 
according to the different groups of patients analysed were studied.

On the other hand, a personalized prediction model for each MS 
patient, applying Machine Learning and Big Data techniques, has 
been developed. The resulting tool provides a probabilistic estimate 
of disease progression for different time horizons, and indicates the 
statistical conclusion of the probable impact of each treatment on the 
patient’s evolution. 

In addition, it has been verified from experimental results that 
not treating a patient is the worst option. The model always predicts a 
significantly lower score than any of the DMTs.

Finally, it has been verified that each patient presents a different 
evolution for each of treatments depending on their clinical state. 
There is no common behaviour for each DMT and it is normal that 
there are significant differences between the scores of the model 
in each one, but each patient has specific treatments that are better 
suited to their current clinical state. The best DMTs are those with the 
highest score, i.e. those in which it is most likely that the patient will 
not progress in EDSS. 

The implemented tool has proved to be of interest and useful to 
neuroscientists in different countries. Model MS is being used in real 
time clinical practice by medical experts, to improve their results. A 
new line of work has been created to apply this methodology to many 
other branches of Medicine.
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Abstract

Parkinson's Disease (PD) is the most common degenerative disorder after Alzheimer's disease. Generally 
affecting elderly groups, it has a strong limiting effect on physical functioning and performance of roles, vitality 
and general perception of health. Since the disease is progressive, the patient knows he's going to get worse. 
The deterioration is significant not only in mobility but also in pain, social isolation, and emotional reactions. 
Freezing is a phenomenon associated with this disease and it is characterized by a motor disorder that leaves the 
patient literally stuck to the ground. Mobeeze is designed with the main objective of providing health personnel 
with a tool to analyse, evaluate and monitor the progress of patients’ disorders as well as the personalization and 
adaptation of rehabilitation sessions in patients with Parkinson's disease. Based on the characteristics measured 
in real time which will allow the strengthening effects of rehabilitation and help to assimilate them in the long 
term. The creation of Mobeeze allows the constitution of a system of analysis and evaluation of march disorders 
in real time, through natural interaction, virtual reality and artificial intelligence. In this project, we will analyse 
if these non-invasive technologies reduce the stress induced to the patient when he is feeling evaluated.

MOBEEZE. Natural Interaction Technologies, Virtual 
Reality and Artificial Intelligence for Gait Disorders Analysis 
and Rehabilitation in Patients with Parkinson's Disease
Lombardo, J.M.1*, Lopez, M.A.1, Lopez, M.1, León, M.1, Miron, F.1, Arranbarri, J.2, Alvarez, D.1

1 FIDESOL (Free Software R&D Foundation) (Spain) 
2 Virtualware Group (Spain)

Received 23 April 2019 | Accepted 30 April 2019 | Published 9 July 2019 

I. Introduction

Available data concerning Parkinson Disease (PD) indicates 
prevalence over other neurodegenerative diseases with relation to 

ageing and treatment complexity. The disease is estimated to increase 
in the next few years on a global level making it the second most 
prevalent neuro-digestive disease right after Alzheimer’s disease. 

Parkinson’s Foundation in the United States, where more than 
60 thousand cases are diagnosed every year, estimates that 1 million 
people are affected by Parkinson only in this country and more than 10 
million are affected worldwide.

The European Parkinson’s Disease Association (EPDA) gave a 
lower estimate, pointing out that there are 6.3 million persons affected 
by PD worldwide; nevertheless, the number is equally disturbing. In 
Spain alone, the numbers are estimated between 100 to 150 cases of 
persons suffering from Parkinson’s Disease. According to the Spanish 
Brain Foundation like EPDA, diagnosing today 10 thousand new cases 
each year, the number that is intended to double in the next 20 years 
and triple in the year 2050. This confirms the evaluation realized by the 
Spanish Society of Neurology.

More than one third of the patients with PD (mostly the ones in 
advanced stages of the disease) suffer from a well-known phenomenon 

known as “freezing”. This is a temporary motor disorder that lasts 
seconds and is characterized by the sensation of “feet glued to the 
floor”. It is mostly felt when the patient tries to start or resume his or her 
walk, turning to change direction or pace of the walk. It can also appear 
by just passing through a door or through narrow spaces like corridors, 
also specially appearing in stress episodes or with distractions. This 
may cause uncontrolled falls. 

In the last few years giant leaps have been taken to better the 
standard of living of the patients of neurological diseases and related 
disorders such as PD, but science goes on. Concerning patient’s 
rehabilitation, therapies are centred on minimizing and/or delaying the 
effects of these disorders.  These therapies normally derive in optimal 
results though not all patients can have access to them.

A. Parkinson Patient Treatment Actual Methods
As of today, PD doesn’t have any cure. However, its symptomatology 

can be controlled in an adequate manner [1]. Researchers are presently 
working on the improvement of the symptoms associated with the 
neural loss and neural death from several points of view:
• Pharmacological: There’s a whole set of medications that 

favour the dopamine production or delay its deterioration. It’s 
administrated according to the gravity of symptoms. Less powerful 
drugs are administrated in the first stages followed by a progressive 
dosage increase.

• Surgical: Procedures centred on the intervention of the damaged 
part of the brain are only recommended in a very low percentage 
of patients, not more than 5%. Patients benefited by this are 
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only the ones with a very advanced PD case or null response to 
pharmacological treatment.

• Subthalamotomy: Elimination of the affected brain area 
and installation of a local pacemaker. This technique is also 
performed in cases of very advance disease or null response to 
pharmacological treatment. 

• Physical Rehabilitation: A key aspect of living with the disease 
is the maintenance of muscle tone and motor functions, so daily 
physical activity supplemented by exercises to help maintain 
mobility in affected members is essential.
As regards to physical rehabilitation, there is not always a 

possibility for patients to carry out this therapy, so scenarios based on 
information technology is suggested as a possible solution. 

B. ICT Applied to the Study and Treatment of PD by MOBEEZE 
In recent years, the Information and Communications Technology 

(ICT) have contributed to solutions aimed at improving the healthcare 
quality which allows one to address the pathology through specialised 
systems in order to ensure a more focused attention on the patient.

It is suggested that the use of ICT for the treatment of PD could help 
to rehabilitate motor abilities, although further research to establish 
its clinical effectiveness and safety is necessary. In order to develop 
Mobeeze, there were taken into consideration various complementary 
technologies to address patient evaluation: (1) Virtual reality system 
(VR), in this case, VR goggles for training in immersive environments, 
(2) Natural interaction devices for analysing all variables related to 
patients’ motion and manual dexterity. A three-dimensional virtual 
world recreation environment compatible with such devices is 
used. Information generated through training with these devices 
provides data such as the step length, speed, angle of both knees and 
hips, etc. Thanks to techniques of artificial intelligence (AI), there is 
new knowledge of medical research regarding the suitability of the 
application of these technologies. 

The key elements for applying the VR neurorehabilitation 
are repetition, feedback and patient’s motivation. Repetition is 
important for motor learning and neuroplastic changes to occur. These 
changes maintain long-term lessons learned but must be linked to a 
sensory feedback in the outcome of each of the embodiments. On the 
other hand, in order to perform time and again the activities required 
for neurorehabilitation, the subject motivation is fundamental. This is 
achieved by focusing the different activities as a video game so that 
the treatment sessions are much more enjoyable and attractive [2]. The 
use of VR as a supplemental to therapy includes other important 
advantages such as the ability to control each session accurately and 
repeatedly along with the ability to adapt the interfaces to the users’ 
motor limitations and the recreation of secure virtual environments 
for practicing skills that would otherwise imply potential risk in the 
real world. 

Despite all these advantages, there are some doubts about applying 
VR to neurorehabilitation, especially in regard to the equivalence 
between the movements in real and virtual environments. That is: 
the resulting functional capacity. Several studies have reached to the 
conclusion of relative equivalence between environments, although 
small deviations were accounted for due to different spatial perception 
[3]-[5]. 

In recent years, studies have been published on various neurological 
diseases in which the VR is applied: cerebrovascular disease [6], 
multiple sclerosis [7], in patients with sequelae after traumatic brain 
injury [8] and PD, which is the object of the current project. 

Additionally, natural interaction devices (NI) can further enhance 
the immersion experience, allowing the gap with reality to become even 
lower. Some studies suggest that neurorehabilitation VR / NI could 

induce cortical reorganization which plays a key role in the recovery 
of motor [9] capacity and proves the transfer of acquired skills to the 
real world [10], which makes the VR itself a tool of great potential in 
neurorehabilitation.

II. Materials

A. System Virtual Immersion by Oculus Rift
Oculus Rift (OR) is a VR device developed and marketed by 

Oculus VR company, a subsidiary of Facebook Inc., which launched to 
the market on late March 2016.

 It uses an OLED panel for each eye, and technical specifications 
for the projection image are perfectly designed to create a three-
dimensional world where an immersive user experience is complete. 
It relies on two hardware devices, controllers to interact with objects 
in a three-dimensional environment and satellites that pinpoint the 
physical position of the user in order to interact with objects in three-
dimensional environment.

1. Virtual Immersion in the eHealth Sector. 
In recent years, interest in the sector has increased due to the 

inclusion of this technology in therapies and interventions [11]. OR 
is growing popular in health centres and even private homes, while 
simplifying the development of its applications. Thanks to this, it can 
be considered to replace traditional therapies with novel and immersive 
ones, even both ambulatory and domiciliary treatments.

However, an important challenge for VR treatments is the need for 
more evidence to show that the benefits obtained from such treatments 
translate into real benefits.

B. Natural Interaction System by Leap Motion
Leap Motion (LP) is a sensor that draws a virtual image of hands 

and joints from the wrists to the distal phalanges of the fingers and 
also represents the image of hands on a computer screen recording 
these movements. LP is used in the project for patient manual ability 
evolution accounting for the freezing phenomenon.

C. Monitoring System Activity by Kinect
Although no longer marketed in 2017, following its launch in 2010, 

the Kinect device was a breakthrough in the use and application of 
technologies for natural interaction in the field of medicine and study 
procedures, monitoring and rehabilitation was conducted with patients, 
as is the case of Parkinson’s patients. The introduction of Kinect in this 
area gave these therapies a low cost device that, thanks to its processing 
capacity of actions and obtaining information about them, along with 
the inclusion of a VR system, made possible the Immersion binding 
a Natural Virtual-Interface, a combination that would improve the 
patient’s immersive experience. 

Thus, different studies have sought to demonstrate the optimization 
of results in tests performed in a controlled healthcare environment for 
which the experience was designed [12] using the Kinect device. The 
aim of Mobeeze was to determine the therapeutic effectiveness of VR 
in patients with PD using Kinect as an instrument for the monitoring of 
the freezing phenomenon.

Various research groups have also oriented part of their research 
to test the efficiency of Kinect and the application of VR technology 
to monitor and rehabilitate of PD patients. In the case of Brunel 
University in London, where a positive application of the Kinect device 
was accounted for, orienting in the same manner their research for 
monitoring purposes and helping people affected by this phenomenon 
of motion disturbance, getting satisfactory results and conclusions 
[13] [14]. Likewise, the Cochrane Movement Disorders Group of 
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the University of Lisbon conducted an independent research on VR 
exercise interventions for rehabilitation in PD [15].

In the case of the Mobeeze project, in which one of the goals is 
to identify the characteristic signs of PD motor deterioration relative 
to the patient’s stage, Kinect was used as an affordable, reliable and 
validated tool for motion analysis.

D. Interactive Motor of Cognitive Inference
Cognitive computing can be considered, although not all 

researchers agree [16], emerged as a specific branch of AI, focusing 
on providing the machine a component of “understanding” that 
emulates the workings of the human mind. It could be defined 
based on a set of biologically inspired technologies, as well as those 
that mimic (and overcome) intelligent animal functions and easing 
interaction between humans and machines. IBM Watson [17] is one 
of the earlier examples.

Cognitive computing difficult to discern from AI itself, but 
rather a new way of naming it. It is not easy to differentiate between 
a good intelligent software and AI. John McCarthy, founder of AI, 
around 1955 said, “Once a program does something that previously 
only humans did, we stop calling it artificial intelligence.” Speech 
recognition is a good example for this, as well as the process of written 
text conversion, automatic translation or the ability to dictate to a 
computer. Five years ago, it was an unsolvable problem. Laboratories 
around the world were investigating it for decades. It is present today 
in our cell phones and nobody is surprised nor calling it artificial 
intelligence despite being a colossal achievement. 

We tend to think of AI as a gigantic being that performs multiple 
human functions. However, cognitive computing is quite different: 
it is small and it’s everywhere. Its power lies in its ubiquity. Along 
with these functionalities: image and face recognition. But there is 
much more, for example personality traits detection through social 
networks or message tone analysis. 

Simplification or humanization of machine interaction machines 
is challenging. It’s difficult to accept that in order to deal with a 
machine human have to understand their primitive system commands. 
The aim is that the machines understand humans and not vice versa. 

In recent years, AI is gaining ground in terms of diagnostic 
procedures, monitoring, analysis as well as evaluation of patients. 
Concerning PD, for the Michael J. Fox Foundation (named after and 
created by the famous actor, whose mission is to find a cure for the 
disease and develop improved therapies), AI strategies are priority in 
finding treatments and a cure for PD. Thus, in 2013, the foundation 
launched a challenge data in order to generate a brainstorming in the 
development of solutions for monitoring and treatment of PD [18]. 
As part of this challenge, the proposal winner planted an approach to 
machine learning to address the problem, demonstrating the viability 
and value of collecting and analysing cell phone data to monitor 
Parkinson. This was obtained through cell phones incorporation and 
low-cost sensors.

On the other hand, and through some funds granted by the 
same foundation, IBM developed a prototype consisting in a small 
sensor nail for obtaining data, which could allow specialists to track, 
monitor and diagnose the movement disorders in people with PD. 
The extracted data are studied by AI algorithms that are taught a 
series of patterns [19].

The Parkinson and Movement Disorders Unit at the Polytechnic 
University of Catalonia together with Telefónica I+D, developed a 
system for monitoring patients with Parkinson called Rempark, which 
uses AI models to remotely control the patient, monitoring in order to 
help and manage their own mobility. Among its components, it has 
sensors to identify, in real time, freezing of gait and a guidance system 

of travel that provides auditory cues. The information obtained from 
the patient through the sensors and devices with embedded enables the 
specialist to receive accurate and relevant information from the patient 
in order to make decisions or treatment information. 

Research on the design of AI models that provide relevant data 
and information on patients with PD have not only been aimed at 
monitoring and/or rehabilitation patients, but also for early detection 
and improved diagnoses of neurodegenerative diseases, especially 
Parkinson’s disease. In order to improve the accuracy of interpretations 
and evaluations made by specialists, Mobeeze is using inference 
engines data, designed to provide the researcher with a knowledge 
basis by training patients in virtual reality environments and natural 
interaction, providing a new perspective and new data study.

E. Environments Recreation of Virtual Worlds
For the recreation of scenarios contemplated in the project, it is 

necessary to have a platform for creating three-dimensional virtual 
worlds that can also be compatible with the use of virtual reality 
goggles and natural interaction elements. This article is not intended 
to make a study of the possibilities, especially free software, since it 
said that the analysis was performed on another project with similar 
technical characteristics, Practica [20], but oriented to create a 
platform for training specialty in immersive environments to improve 
productivity. Therefore, the selected tool was Unity 3D development 
environment applications and video games widely accepted by the 
community 2D/3D environments. This framework supports a lot of 
peripherals, in particular those used in Mobeeze (Oculus Rift, Leap 
Motion and Kinect). Although Unity 3D is not a free software license, 
it allows free access to the community and is enriched with a repository 
of extensions provided by users of this technology, where you can find 
all kinds of resources (free or paid) high quality. It also supports the 
export of software to multiple platforms such as Android, Windows, 
iOS and even consoles like PlayStation.

III. Methodology

Mobeeze arises to experiment and analyse the viability of different 
technologies applied to carry out tracking people with PD, so it 
allows medical personnel to have a system that tracks and determines 
the degree of progress of the phenomenon of freezing. It also aims 
to support the research by incorporating a trained cognitive engine, 
taking as reference the historical training conducted by Mobeeze. 
Using this tool, we intend to conduct a study and careful monitoring of 
the patient so that training can be adjusted depending on the progress of 
this disorder in the patient making the evolution of the disease as slow 
as possible and therefore offering the patient a better quality of life. 
To this end, it has developed a tool for recreating situations as close 
to reality as possible using not only visual technologies based on VR, 
but also acoustic tech, which is tested on the patient in certain “stress” 
situations. The reactions are collected and stored so that, through a 
series of sessions, one can analyse the evolution of the patient. The 
configuration of the situations in which you can find a patient has been 
determined to be opposite to them in the closest form to real situations, 
increasing or decreasing the level of stress to which the patient 
undergoes. Thanks to the recreation of virtual reality environments, 
exposure to situations of high stress level that may not be viable in a 
real environment is allowed, as is the case in situations where a car 
crosses in front of the patient. 

The training of these tests based on virtual reality technologies and 
natural interaction generates valuable information to track both during 
different sessions to further analysis. Based on this, the own patient’s 
history and the history of workouts that were previously performed 
in other patients, healthcare workers can access the inference by a 
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cognitive motor supplied with such information, including the data of 
the patient. To this end, it is designed in a similar way to a virtual 
assistant who, through a query interface-based chat, provides valuable 
information to adjust researcher training and determine the evolution of 
the disease component. It should be borne in mind, while incorporating 
this component at the end of the project course, it has not been possible 
to validate the results of using this cognitive inference engine and 
query interface by medical researchers participating in the project. 
However, we are currently working on determining the effectiveness 
of this component. 

Therefore, Mobeeze consists of several phases: (1) acquisition of 
patient data and determining the training; (2) creation of virtual reality 
system and natural interaction to measure the performance of patients 
in the environment created by the system, (3) cognitive inference 
engine together with (4) a query interface.

A. Acquisition of Patient Data
This project created on one hand, an observational study to analyse 

the population characteristics and motor signs and not dependent 
engines disease was crated and on the other hand, two subsequent 
experimental studies in order to evaluate the effectiveness of the 
rehabilitation program based virtual reality to optimize the way in 
study population study: 

1. Observational Study
The evaluation protocol for the observational study consisted of 

three parts, dedicating five to ten minutes per patient:
a) Initial interview through which data and pertinent information 

on the characteristics of the participants who took part in the 
study were collected. 

b) Evaluation of motor signs, which had the following 
appraisals: gait, manual dexterity, gait freezing, manual 
freezing evaluation, freezing in a favourable virtual immersion 
environment, freezing in a freezing provoking virtual 
immersion environment. 

c) Evaluation of non-motor signs applying a battery of scales 
and questionnaires to evaluate: pain intensity, pain frequency, 
standard of living, fear of falling, anxiety and depression.

Data acquisition of the patient involved the hardware components 
and also the development of a special purpose software programmed to 
collect data from the distinct sensors and devices for analysis. 

2.  First Immersive Virtual Environment-Based Study
a) Primary: evaluation of the effectiveness of a rehabilitation 

program based on virtual immersion over the patients’ gait 
with PD on a short term. 

b) Secondary: evaluation of the effectiveness of a rehabilitation 
program based on virtual immersion over functionality about 
patients with PD on a short term. 

3. Second Immersive Virtual Environment-Based Study
a) Primary: evaluation of the effectiveness of a rehabilitation 

program based on virtual immersion over short term PD 
patients’ gait.

b) Secondary: To evaluate the effectiveness of a rehabilitation 
program based on virtual immersion on functionality about 
patients with PD on a short term. 

Table I describes the variables used in the above described studies.

TABLE I. Variables Studied in Both Traditional Observational Study, 
and Virtual Immersion

Variables Study 1 Study 2 Study 3
Motor variables
Gait ۷ ۷ ۷
Stride length ۷ ۷ ۷
Stride height ۷ ۷ ۷
Stride width ۷ ۷ ۷
Stride rhythm ۷ ۷ ۷
Stride frequency ۷ ۷ ۷
Arm swing ۷ ۷ ۷
Functionality ۷ ۷ ۷
Freezing ۷ ۷ ۷
Gait Freezing ۷ ۷ ۷
Manual freezing ۷ ۷ ۷

Freezing in a virtual favourable 
environment ۷ ۷ ۷

Freezing in a virtual provocative 
environment ۷ ۷ ۷

Balance ۷ ۷ ۷
Non-motor variables
Pain intensity ۷ ۷ ۷
Pain Frequency ۷ ۷ ۷
Standard of living ۷ ۷ ۷
Fear of falling ۷ ۷ ۷
Anxiety ۷ ۷ ۷
Depression ۷ ۷ ۷
Sleep disturbance ۷

Experimental studies with virtual immersion took about five weeks 
with over 15 sessions, whose protocol is as follows: 
• Week 1-2: Oculus Rift plus in a sitting exercise. 
• Week 3: Oculus Rift plus standing exercise.  
• Week 4: Oculus Rift, standing exercise plus gait exercise.
• Week 5: Oculus Rift, standing exercise plus gait exercise with 

obstacles. 
Without an in depth analysis on the protocol applied by the 

medical research personnel [21], a number of comparative analysis 
of the studies over two different population groups were performed, 
one applying the observational study and other implementing virtual 
immersion techniques, both in a favourable immersive environment 
(with both visual and acoustic stimuli, for example: an open space free 
of obstacles) and the other being a challenging environment (with both 
visual and acoustic stimuli that may cause stress in the patient). 

B. VR/NI
To evaluate the freezing phenomenon through patient training 

using VR/NI systems, special software components, akin to these 
technologies have been developed. In order to achieve this goal, the 
features of the environment should meet at least one of the following 
requirements: 
• Easy to control: intuitive control with simple movements or 

gestures. The system returns a response in accordance with the 
programmed activity, once it detects the movements thus creates a 
visual feedback for the environment management. 

• Attractive/Motivating: development of a training application to 
be installed on a personal computer and whose handling does not 
require advanced computer skills. 
Hence, three software components have been developed, directly 

related to the training and monitoring of patients: (1) editor, used by 
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researchers for editor layout; (2) environment launcher, wherein the 
stage is configured to increase or decrease the stress provocation 
and (3) a monitoring module, for further analysis of the information 
generated during training. 

The scenarios built with the environment editor are intended to 
evaluate the variables listed above applied to gait, manual dexterity 
and freezing:
• Gait evaluation: the VR, Oculus Rift goggles, NI device and 

Kinect were used for that purpose, to accomplish analysis of all the 
variables related to the gait. 
Kinect includes an infrared light grid and a video camera capable 
of generating a 3D map of the patient’s physiognomy, albeit 
with limited accuracy. However, the depth sensor is capable of 
capturing the patient’s position and submitting the information to 
the database, delivering professionals a wide variety of information 
regarding postural control, thus endorsing the potential of this tool 
to evaluate posture in a clinical environment.

• Manual dexterity: Finger pinch exercise is used to evaluate this. 
The participant is to try catch with his dominant hand a certain 
object between his index and thumb fingers, performing variations 
of speed and pressure. This exercise can be parameterized with 
multiple levels of speed. For this, a developed component using 
the Leap Motion device was used, which controls the movements 
of the hand with sufficient precision to determine the movement 
variations. 

• Freezing: for the evaluation of freezing, Oculus Rift, Kinect and 
Leap Motion were used. To do this, they have carried out the 
tasks called “Stepping in place task”, “Tapping task” and balance 
training. 
 - Stepping in place task: is a task developed by Nantel et al. [22] 

to provoke and evaluate freezing and the progress of patients 
with PD with a 93% specificity and 87% sensitivity respectively 
for freezing detection. The task involves the patient, in standing 
position, raises his knees alternately remaining in the same 
spot. The task begins with the patient standing and after ten 
seconds, an audio signal is used to indicate the patient to start 
raising knees alternately for a hundred seconds.

 - Tapping Task: has been used with various motifs throughout 
history. In this research study this task is used to evaluate the 
manual freezing according to Ziv et al. [23]. The task consists 
on the participant having to move only the index finger flexion 
and extension of the metacarpophalangeal joint as quickly as 
possible for fifteen seconds.

 - Balance: Rated by Tinetti Scale [24]. It is a hetero-administered 
questionnaire consisting on 9 aspects related to equilibrium 
and 7 related to gait. The score is rates 0 for subjects who 
fail to or just maintain balance, one for those performing the 
movement with compensation and 2 for those acquiring the 
correct position without difficulty. The maximum score is 16 
for balance and 12 for gait, the combined of both is a total 
score of 28. It’s considered that between 19-24 risk for fall is 
minimal, whereas <19 implies a high risk of fall. 

Medical researchers were in charge of patients’ personal data 
management as part of their studies which has been done according to 
compliance with the Level 3 of LOPD (Spanish Organic Law of Data 
Protection): patient information is for exclusive use of the research 
team and anyone outside the project can’t access such information, 
except the Ministry of Economy and Competitiveness, founders of the 
study and Ethics Committee for Clinical Research of HULP, or any 
other competent authority in the matter and that requires at any time. 

Patient’s information concerning the interviews (patients’ assigned 

code, gender, age, and years of evolution of PD medication since the last 
time) has also been stored. Several questions regarding the criteria for 
inclusion and exclusion and Mini-mental State Examination were also 
included. Scores were collected from the following evaluation scales 
of non-motor signs: EVA and frequency of pain. All remaining results 
of evaluation of non-motor signs were recorded in the questionnaire 
completed by the patient himself. Measurements of motor signs, except 
for the valuation of balance, were all digitally recorded in the database. 
The balance evaluation was recorded in the own Tinetti scale. 

The information used for cognitive inference has been made 
anonymous, impeding any information disclosure through informatic 
data leakage or any other manner, according to LOPD. 

C. Cognitive Motor
In a final phase of the project it was included as an additional 

component of special interest: a cognitive inference engine, so that data 
taken during the course of the exercises with patients stored could be 
classified, easier to use and distribute through scientific community for 
analysis. The goal of integrating a cognitive engine is to provide the 
platform for a standardised basis for measures to allow comparison of 
the variables taken as well as the different factors that impact exercises 
and allow the system to: 
• Obtain correlations that could have been overlooked by the medical 

research personnel. 
• Allow communication and information exchange between entities, 

allowing different hospitals and organisations the location and 
analysis of the data obtained.

• Extrapolate the results corresponding to different pathologies, 
extending the analysis and diversifying the platform and original study.

• Write reports based upon any existing measure on the system. 
As a basis for the analysis of information collected in the training of 

patients, the results of the application of descriptive statistical methods 
on socio-demographic, motor and non-motor variables were used. 
For confirmation of normal distribution of the data the Kolmogorov-
Smirnoff test was applied. 

The analysis of variance (ANOVA) approach is used to analyse 
each stage group factor as PD. The normal distribution of the data was 
calculated using the Kolmogorov-Smirnov test: most of the variables 
correlated to a Gaussian distribution. The descriptive results of the 
study were represented by statistical frequency and percentages for 
qualitative variables and media with its standard deviation (SD) for the 
quantitative variables.

Both records of the variables studied during training and statistical 
information were introduced for creating rules and evaluation and 
perform the inference of knowledge, in order to:
• Analyse and interpret data and help medical research to decision-

making regarding the evaluation of the evolution of PD, and 
especially the progress of the phenomenon of freezing.

• Using their own experience, based on the results obtained by 
researchers using machine learning (ML). 

• Interaction with researchers through natural language, for increasing 
the understanding between the researcher and the system. 

1. Analysis of Existing Solutions 
Cognitive computing allows application to process regarding 

pattern recognition, data mining and machine learning, applied in this 
project to extract new knowledge continuously from the information 
gathered by investigators in the phases of training patients. This was 
done using interaction processes in natural language to ease interaction 
with the researches, i.e., the so-called virtual assistants.

Over the course of the project, different proposals were analysed, 
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these came from systems applying cognitive computing to create 
virtual assistants. Among the possibilities that can be found: 
• IBM Watson suggests services focused on language processing. 

Watson Conversation (WCS) allows automation of the interactions 
between users and systems. Using WCS, users can define aspects 
such as NLP intentions and entities and simulate complete 
conversations. WCS is used with other NPL Watson services such 
as Watson Natural Language Classifier and Watson Discovery. 

• Microsoft LUIS (Language Understanding Intelligence Service) 
is a component of Microsoft Cognitive (MCS) services used 
to create and process natural language models. LUIS provides 
a sophisticated toolkit that enables developers to train the new 
conversational platform models. LUIS can also be used with other 
word processing API in MCS, for example, Linguistic Analysis 
and Text Analytics. 

• Google Natural Language API as a part of Google Cloud 
focuses on NLP and NLU. NL API provides the ability to detect 
intentions and entities, feeling analysis, classification of content 
and relationship graphs. The NL API also includes sophisticated 
tools for training and new NL authoring models.

•  Facebook Wit.ai is the platform behind the NLP/NLU capabilities 
of the Facebook Messenger platform. One of the best qualities 
of Wit.ai is the toolkit that can be used to train new models and 
monitoring interactions between users and the platform.

• Amazon Lex/Amazon Alexa Skills Kit enables the definition of 
intent and relevant entities in conversational interactions. One of the 
great advantages of Alexa is its integration with other web services 
such as Amazon offers, such as AWS Lambda or AWS Cognito.

• Google DialogFlow (known as api.ai) is a platform that allows 
developers to design and implement conversational interfaces 
that can be integrated into external applications such as chatbots. 
DialogFlow enables speech recognition and NLU fulfilment and a 
robust management toolkit. 

• Rasa is the only cognitive computation system based on free 
software and is not offered as a cloud service. Rasa provides 
natural language recognition (rasa NLU) and a way to carry out 
complicated dialogues with ML (rasa Core). 

D. Conversational Interface Queries
Conversational interfaces or chatbots are gaining prominence day 

by day thanks to the ease with which they fit into online solutions, and 
in some cases, without software programming skills. For this, natural 
language processing utilities (NLU) are mostly used. 

When talking about chatbots it is important to account for the 
following concepts:
• NLP (natural language processing). general concept that refers to 

the ability of computer systems to understand the meaning of a text 
written in natural language. 

• NLU (natural language understanding). It refers to the processes 
capable of decomposing unstructured text data structures that can 
be classified. 

• NLG (natural language generation). It refers to the process 
followed by the chatbot to provide its response based on what has 
been asked. 
In Table II, a comparison of the services listed in the above [25] 

(Watson, LUIS, API.ai, Wit.ai, Lex and RASA) for NLU module 
functionality that they implement, to visualise what Rasa can 
accomplish, offering the same functionality as the other solutions 
except that is not offered as a cloud service, but a downloadable 
application of local installation, which in turn is an advantage if what 
is intended is to use it within private networks.

TABLE II. Comparative of Functionality based on the NLU Services 
Offered by Cognitive Computing Main Solutions

Service Intents Entities Batch import

LUIS + + +

Watson + + +

API.ai + + +

wit.ai + + O

Lex + O -

RASA + + +

For Mobeeze, Rasa was chosen for the platform configuration, 
since its adaptability to the needs of the current project was more 
important than the capabilities of the other solutions. 

Rasa provides software for creating virtual assistants or chatbots 
that allow users to perform queries through natural language. Is 
consists of a set of open source ML tools. The main ones are NLU 
Rasa and Rasa Core:
• NLU Rasa: NLP tool for intention classification and entity 

extractions. On the one hand, Rasa NLU applies a classification 
of intent, i.e., interprets the meaning of the question based on a 
previously conducted training that determines through a percentage 
the probability in intention by which the question is asked. On the 
other hand, data analysis is carried out using the entity extraction 
modulus. 

• Rasa Core (or Rasa DM - dialogue management) is the module 
responsible of guiding the conversations, using the history and 
the external context of the dialogue. This solution is trained using 
supervised ML and interactive way in order to create sophisticated 
dialogs. 

• NLG Rasa: This is the process that builds Rasa response to a 
query. 
Rasa uses ML techniques for the training of its decision engine. 

Thus, instead of thousands of rules, Rasa learns real conversational 
patterns. It must also be remarked that Rasa is distributed through 
Apache 2.0 open source license. 

Fig. 1 shows the process followed by Rasa for analysing a sample 
formulated query, search information and make corresponding 
response [26].

As an information extracting tool, spaCy [27] was used [28]. It’s a 
ML-based algorithm library for extracting information and a training 
platform. 

SpaCy is a Python developed library, also offering pre-trained 
models in different languages, dependency analysis, segmentation 
phrases syntax, tokenisation, etc. 

Fig. 1. Details Component involved in Rasa.
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Regarding the data used for training, it must be kept in mind that 
in order check for correct functioning, both system capability data and 
evaluation data are required. Therefore, the existence of a considerable 
set of data is necessary. 

For the current test, the training data set used was a corpus based 
on Wikipedia articles. This dataset is named Question-Answer Dataset 
[29]. Use of this corpus allowed having a set of data that served as a 
base to maintain a dialogue between the researcher and the chatbot. 

Subsequently, a dataset was incorporated, this one consisting in 
specific information of the tests performed on the patients during 
Mobeeze virtual immersion training and also data from the results 
report submitted by the researchers.

IV. Results and Discussion 

A. Immersion Virtual Patients with Parkinson 
Throughout the Mobeeze project, samples of patients diagnosed 

with PD have been collected. Those participants in the control group 
(inhibitor freezing environment) that had a homogeneous gait with 
respect to walking variables (angles of both hips, knees and shoulders, 
stride height and speed). However, those subjects who were randomized 
to intervention group (favourable environment freezing) made a non-
constant motion regarding the stride height and speed. 

In this sense, those participants registered an increase of nearly 
twice the stride speed right at the moment that they came across other 
people or cars in the virtual environment. Furthermore, stride height is 
also clearly decreased prior approach to the above-mentioned virtual 
entities, which could be classified as a gait freezing. 

In contrast, in the two immediate steps after the crossing, stride 
height increases significantly even in relation to the average during 
real world gait.  

These results justify the use of the combination VR/NI to work 
through the freezing, coping with people or objects crossing the street 
in a non-invasive environment. 

B. Motor Cognitive Inference
 The objective pursued by the inclusion of a cognitive computing 

engine in the Mobeeze project is to analyse the possibility that the AI   
relates elements of the virtual immersion training designed as therapy 
for gait disturbance in PD patients. 

To this end, it has been used as the basis for training the results 
obtained in the training stage of patients with PD in virtual immersion, 
added to the study conducted by the medical staff on the state of the art 
of the effectiveness of virtual immersion this same disease [30]. 

To do this, the classifications made and the results obtained for VR 
training groups and control groups have been used, with traditional 
training, based searches on scientific papers on the use of virtual 
immersion as therapeutic training. The methodology used followed the 
process indicated in Fig. 2.

The collection of information gathered by the medical team, 
is currently working on creating a knowledge base that provides 
findings (not currently validated from the medical point of view) 
on the effectiveness of the results of treatment in patient’s PD in 
virtual immersion. 

In Fig. 3. The results of the first tests performed using the 
information collected so far seen.

Fig. 2. Method of articles selection.

Fig. 3. Conversation example between an investigator and Rasa about the results 
through the training with patients.

As of today, the knowledge base is very limited, however it is 
expected that the incorporation of new data from training with patients 
and the use by researchers will help refine the answers.

V.  Conclusions and Future Lines 

A multidisciplinary project, called Mobeeze, has been developed, 
specially designed for people with Parkinson’s disease, and that affects 
them with problems regarding mobility, specifically the phenomenon 
of freezing. In order to solve this, technologies like Oculus Rift, 
Microsoft Kinect or Leap Motion for recreation immersive virtual 
scenarios have been used. The purpose of this article is to transmit 
the evaluation made by the research team doctor who participated in 
the project on the applicability of ICT in the therapeutic treatment and 
tracking freezing. The results report developed by the medical team 
research the following conclusions are thrown: 
1. The study conducted intends to describe the changes that occur in 

gait parameters for PD patients to undergo in two VR environments: 
inhibitor and freezing provocative. 

2. VR therapy appears to modify the gait variables regardless of the 
environment in which the subject with PD is immersed. 
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3. VR therapy could be an alternative treatment to improve gait in 
patients with PD.
Furthermore, there has been an experimental development for 

extracting knowledge training conducted with patients using an AI 
system based on RASA, an ML system which provides an information 
search based conversational interface. 

In order to achieve efficient machine learning, information quality 
and efficient focus on the problem is essential. It is the case of an 
employee of IBM, Jonathan Rezek, who works in the computer business 
of IBM promoting Watson [31] [32], who it turned out suffered from 
PD. To reduce the symptoms of PD, the main symptomatic therapy is 
L-DOPA, however, it can eventually cause dyskinesia [33]. Knowing 
the possibilities offered by cognitive engines, in this case Watson, 
contacted the medical team who treated him to carry out drug discovery 
that could be applied to treat dyskinesia, although originally were 
indicated for other diseases. The medical team gathered information 
training Watson and the results were encouraging as five drugs that 
preliminary tests showed positive results against dyskinesia, which had 
not been previously considered in patients with PD were found. 

The first results obtained using Mobeeze in those affected with 
this disorder; suggest that virtual immersion when making therapy for 
this disorder may be beneficial. However, the project is still at a very 
early stage of training and requires additional tests on patients with PD, 
therefore it is too early to confirm its effectiveness.

A. Limitations
Introduction of the cognitive inference engine as an additional 

component to the project Mobeeze has led to the lack of initial data. 
This has resulted in a very early prototype calibration, which rendered 
the project results inconclusive.

B. Future Lines 
As a continuation of the project, the intention is to continue the 

same line in a way that could enable the acquisition of new knowledge, 
on one hand, through training realized by the medical team that could 
bring a volume of information for patients with more population, 
group, major diversification, or the inclusion of other variables that 
enquire the base of knowledge of the interference motor, like  the 
embedment of a new knowledge for the corpus data obtained by the 
state of art based on publications realized by other investigation teams.

The future lines in this work are directed to the study of the use of 
this platform through new technologies based on the speech recognition 
(like Alexa, Google Assistant etc.) and how to adapt it in order to carry 
out the therapeutic training through the virtual immersion for this 
disorder, in a way that could communicate with the patient during this 
treatment. This new panorama presented with this technology makes it 
easy to treat the patient by adding the virtual environment new acoustic 
stimuli and new study variables for a defined therapy that will be closer 
to reality. 
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Abstract

We study three web sites to see whether there are systematic differences between women and men in their rating 
of the user experience of the sites. One of the sites addresses especially the target group of women, another the 
target group of men, whereas the third site is neutral in this respect. The selection of the sites was safeguarded 
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men and women. Personal attitudes and preferences seem to have a substantially greater influence than sex.
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I. Introduction

User experience is a complex and very subjectively perceived 
product characteristic [1].

The perception of the user experience of an interactive product is 
based on the perception of several distinct aspects, for example, the 
efficiency, the extent to which a product can be used intuitively, the fun 
of use, the impression that the product is innovative or leading edge, 
the attractiveness of the user interface, trust in the security of a product, 
the extent to which the user feels in control of the product, etc. Thus, 
a huge number of separate and often highly subjective perceptions are 
responsible for the overall judgement concerning the user experience 
of a product [2, 3].

In addition, if we ask several users concerning their impression of 
the user experience of the same product, we may see a high variation 
in their judgements. We may find some quite satisfied and happy users 
as well as some frustrated users in the same investigation. This is due 
to the fact that different persons have a different history and experience 
concerning the use of interactive products. If a user is already familiar 
with a similar product he or she will find a new product quite intuitive 
to use. Another user may have the impression that the same product 
is extremely hard to understand, simply because he or she has no 
experience with similar products. Personal preferences concerning 
organization of information on the user interface or concerning 
personal working styles also play an important role for the impression 
of a subject concerning the user experience of a product.

Another source of variation is personal preferences or personal taste 
concerning design elements. A visual design perceived as attractive and 
beautiful by a group of users may be perceived as boring and ugly by 
another group. In addition, different users have different opinions about 
the relative importance of UX aspects for certain types of products [4].

One interesting question is the extent to which demographic 
characteristics, e.g. the sex or age of a person, have an influence 
upon the perception of the user experience of web sites or generally 
interactive products. This is especially of interest for designers of pages 
that have a primarily female or male target group. Currently, there is 
only limited information concerning this question available in UX 
research literature.

Potential differences between males and females concerning the 
perception of UX can result from different strategies of information 
processing. An often cited paper [5] found, for example, that women 
process information in a more holistic way, while men use a more 
selective information processing strategy (similar results are reported 
in [6, 7, 8]).

Concerning the perception of web sites [9] found that men are in 
general more satisfied with the displayed information than women. 
This was confirmed also in a study by [10]. In addition, there are some 
studies [11, 12] concerning differences in the perception of the quality 
of the visual design, for example different preferences concerning 
colours used in a web site. In an experiment concerning web sites for 
children [13] results indicate gender specific differences in the personal 
preferences of boys and girls concerning visual complexity. In this 
study boys preferred in average a higher level of visual complexity 
than girls.

Other results indicate that women are more critical about the 
aesthetics or visual design of a website than men [10, 14]. 

A study [15] found a positive relationship between web knowledge 
of subjects and their perception of web usability. This effect is moderated 
by sex and website design experience in the sense that subjects with 
website design experience place more value on the usefulness of web 
sites and this moderation effect is stronger for females than for males.

Besides web-sites there is also some work concerning gender 
differences in software used for working or problem-solving tasks. 
In [16] a systematic method is described (the approach is based on 
persons and works out five facets of gender differences that are used 
in a gender-specialized Cognitive Walkthrough method) that allows to 
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find gender-inclusiveness issues in software, so that practitioners can 
design and produce software that is more usable by everyone. 

A study [17] investigated a group of users who have to use a new 
software product in the context of the technology acceptance model 
[18]. They found that the perception of usefulness had a higher impact 
on the usage intention of men than on the usage intention of women. 
In contrast, the perception of ease of use had a stronger impact on the 
usage intention of women than on the usage intention of men.

Of course, not all websites appeal to women and men in equal 
measure. Many sites are designed for a predominantly female or 
predominantly male target group. Typical examples are web sites of 
online journals that cover a topic mainly targeted to males or females 
or web shops with an offering targeted to a specific group of persons in 
which one gender role is clearly dominant.

Does this design of the content for a male or female target group 
also influence the perception of typical user experience criteria, for 
example efficiency, controllability, fun of use, aesthetic appeal or 
stimulation? 

We will investigate this question by a study with three popular 
German web sites. One of these websites is intended to appeal specially 
to the target group women, another to the target group men and the 
third to both groups. 

The perception of the UX aspects will be measured by two 
established and widely used UX questionnaires, the UEQ [19, 20] and 
the VISAWI [21, 22], that capture together a wide range of UX aspects.

The UEQ measures UX on the following 6 scales:
• Attractiveness: Overall impression of the product. Do users like or 

dislike the product?
• Efficiency: Can users solve their tasks without unnecessary effort?
• Perspicuity: Is it easy to get familiar with the product? Is it easy to 

learn how to use the product?
• Dependability: Does the user feel in control of the interaction?
• Stimulation: Is it exciting and motivating to use the product?
• Novelty: Is the product innovative and creative? Does the product 

catch the interest of users?
The VISAWI measures visual aesthetics of web sites or, more 

generally, of the user interface of interactive products.

II. Research Hypothesis

The study by Simon [9] showed that men are usually more satisfied 
with the presentation of the information on a website than women. 
Thus, in a web site that is not particularly designed for men or woman 
we should be able to see this effect in the UX scales measured by the 
UEQ and VISAWI questionnaires. 

This leads to our first hypothesis.
H1: In the case of a sex-neutral website, men are generally more 

satisfied with all UX aspects than women.
The quality of the content of a site is of course the most important 

point in the rating of the site by its users [23]. If the users find the 
content appealing and interesting, they will visit the site frequently and 
rate its UX quality positively. 

This is said to apply especially to the rating of hedonic qualities, 
however, and not so much to the rating of the pragmatic qualities [2]. 
For example, how easy it is to understand the page structure and how 
efficient the navigation on the web site is, is not much influenced by the 
fact that the content is optimized for the target group. But UX aspects 
like Stimulation (fun of use) or the perception of the site as original and 
novel will be of course influenced by the content. 

This will be also true for the aesthetic impression, which is for web 
sites mainly determined by the quality of the pictures in the content 
and the layout. 

This leads to the following hypotheses:
H2: Women and men find a website specially designed for them 

more aesthetically pleasing than one designed for the other sex.
H3: Women and men award higher attractiveness scores (valence) 

for a website specially designed for them and higher values for the 
hedonic qualities of stimulation and originality than for a site that is 
designed for the other sex or neutral.

H4: The target group of a site has no substantial influence on the 
rating of the pragmatic qualities of efficiency, clarity and controllability.

These hypotheses were investigated in an online study with three 
websites.

III. Study

One of the websites is intended to appeal specially to women, 
another to men and the third to both groups equally. Three popular and 
quite common web sites were selected based on knowledge concerning 
their mayor target group. 

In order to justify this selection based on objective criteria, gender 
screening [24] was carried out. In this method, first of all, the women’s 
and men’s names in the imprint and/or the contact pages are counted, in 
order to find out whether predominantly women or men were involved 
in the producing of the site. In the second step, the number of women 
and of men pictured in photos is counted. A qualitative analysis is then 
carried out to ascertain the extent to which women or men are being 
addressed in the text.

The web site “Die Zeit” is the online channel of a quite popular 
German print magazine focussed on topics from politics, history, 
economy, education and society. This print magazine and the web site 
are not addressing readers of a specific gender.

The web site of “Brigitte” is the web channel of the most popular 
German Woman’s magazine. It is focussed on topics like fashion, 
beauty, health, love and general practical hints for the organization of 
daily live. Thus, the main target group is obviously female.

The web site “GQ” is clearly focussed on men. Typical topics are 
men’s fashion, entertainment, cars, technology and health.

The entry pages (date 22.10.2017) of these three web sites are 
shown in Fig. 1 – 3 to give some impression about the design of these 
sites. These pages were also used as part of the study described below. 

Fig. 1. Entry page of www.zeit.de (date 22.10.2017).

http://www.zeit.de
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Fig. 2. Entry page of Brigitte.de (date 22.10.2017).

Fig. 3. Entry page of gq-magazin.de (date 22.10.2017).

The results of the gender screening of these web sites are shown 
in Table I. The results confirm our assumptions concerning the main 
target groups for these sites.

The study was advertised as an online survey via e-mail 
distribution lists at colleges and universities. As an incentive, several 
Amazon vouchers were raffled among all participants. When the 
link to the study was clicked upon, first a site appeared with a short 
briefing, a picture of the website to be rated and a link to that site. The 
participants were instructed to navigate onto the web site, to look at it 
thoroughly, and to read an article on the site. Afterwards the site was 
rated with the short version of the VISAWI known as VISAWI-S [21] 
and the UEQ [19, 20].

TABLE I. Results of the Gender Screening of the Three Investigated 
Web Sites

Criteria Die Zeit Brigitte GQ

Quantitative Gender Screening

Male Names 85 4 28

Photos Men 15 2 43

Females Names 77 23 15

Photos Woman 12 22 1

Qualitative Gender Screening

Texts

Objective, 
no gender 
preferred, 
politics, 
business, 

society, job, 
news, culture, 

education

Much direct 
speech, 

women’s 
names, a 

lot of slang, 
advice, recipes, 

ornaments, 
fashion, beauty

Many men’s 
names, 

guidebooks, 
partly 

colloquial 
language, 

cars, fashion, 
occupation, 
technology

Pictures

Not much eye 
contact, mostly 
illustration of 
situations, no 

preference for a 
gender

Many photos 
with eye 

contact, many 
beautiful, happy 

motivated 
women

Little eye 
contact, mostly 

illustration 
of situations, 
many well-

groomed, cool-
looking men

The survey was started by the following number of people:
• Die Zeit: 184 (121 female, 63 male)
• Brigitte: 116 (65 female, 51 male)
• GQ: 149 (106 female, 43 male)

Obviously, there is a much higher number of females in the target 
group reached by the e-mail distribution lists. 

Participants for whom there was less than 4 minutes between 
the start of the survey and the sending of the results or who had too 
many inconsistent answers in the UEQ [25] were excluded, as one can 
assume that the task was not performed as intended in these cases. 
After this sorting, the following numbers of usable data sets remained: 
Die Zeit (22 male, 52 female), Brigitte (22 male, 29 female) und GQ 
(22 male, 49 female).

Thus, the percentage of usable responses per web site and gender 
category is:
• Die Zeit: 40% (43% female, 35% male)
• Brigitte: 43% (44% female, 43% male)
• GQ: 47% (46% female, 51% male)

There is not much difference between the different web sites 
concerning the number of responses that could not be used for the data 
analysis. When we look in detail to the gender of the participants that 
quit the survey or were removed from the data analysis because of poor 
quality of their response data (see reasons described above), we see 
that web site and gender does not have a big influence on the number 
of removed responses.

IV. Results

Fig. 4 shows the measured values for the aesthetics of the websites 
and their 5% confidence intervals, sorted into men and women.

http://www.gq-magazin.de


- 66 -

International Journal of Interactive Multimedia and Artificial Intelligence, Vol. 5, Nº 6

Fig. 4. Aesthetic values of the short version of the VISAWI for the three 
examined sites (F = female, M = male).

Women find the website Brigitte more aesthetically appealing than 
men, whereas the reverse of this is the case for GQ. The differences are 
very small, however, and in no case statistically significant (t-Test, .05). 

Fig. 5-7 shows the results of the UEQ (average ratings and 5% 
confidence intervals for the three examined sites, sorted into men 
and women). The following abbreviations are used in Fig. 5-7: ATT 
Attractiveness; EFF Efficiency; PER Perspicuity; DEP Dependability; STI 
Stimulation; NOV Novelty. The scale structure is well described in [26].

-1
-0,5

0
0,5

1
1,5

2

F M F M F M F M F M F M

ATT EFF PER DEP STI NOV

Die Zeit

Fig. 5. Values of the UEQ scales and confidence intervals for the web page 
“Die Zeit”.

Fig. 6. Values of the UEQ scales and confidence intervals for the web page 
“Brigitte”.

Fig. 7. Values of the UEQ scales and confidence intervals for the web page 
“GQ”.

The results of the UEQ for Die Zeit tend to be indicative of 
hypothesis H1 (with the exception of novelty, see Fig. 5), but the 
differences are not significant (t-Test, .05). This may, however, be due 
to the small sample of men.

As Fig. 4 shows, the differences regarding the perceived visual 
aesthetics are very slight. Hypothesis H2 can thus be rejected.

The website Brigitte was rated significantly better by women than 
by men as regards attractiveness (see Fig. 6; t-Test, .05). This also 
applies as regards stimulation and originality, although the differences 
here were not significant either. 

The expected effect cannot be observed with the GQ website (see 
Fig. 7), however. Here, the rating by both sexes is almost identical. 
This may, of course, be because this website propagates a relatively 
extreme role model, i.e. one that only actually appeals to a small 
proportion of the target group men. Thus, our results do not support 
H3, but some tendency in the direction of this hypothesis can be seen 
with the web site Brigitte. More research seems to be required to get a 
clearer picture here. 

The ratings of the practical qualities for the websites Brigitte and 
GQ are very similar for both sexes. This tends to be indicative of 
hypothesis H4.

An analysis of variance (ANOVA) was done to find out how much 
of the variance in the responses could be explained by differences in 
gender and how much is due to other not controlled factors, which are 
in our case interindividual differences in the taste concerning visual 
design or in the opinions concerning the importance of the UX aspects 
measured by the UEQ. The results showed only for the web site Brigitte 
and the UEQ scale Attractiveness a non-neglectable percentage of 
variance that is explained by the gender difference (.17). For all other 
combinations of web site and UX aspect, the corresponding values 
range from .07 to 0. Thus, compared to interindividual differences the 
gender differences did not have much impact.

V. Conclusions

The results indicate that sex has no really considerable influence as 
regards the perception of typical user experience factors, such as those 
measured in e.g. the VISAWI-S or UEQ. 

It must be mentioned, as a limitation of this study, that the number 
of male participants was quite small, which may of course have caused 
existing differences to not become significant. A closer look at the 
data shows, however, that there were very strong differences within 
the groups. Personal role models and attitudes obviously account for a 
greater proportion of the UX rating than biological sex.

However, the study just creates some first results and has obviously 
some limitations. The participants spend only a quite short time on 
the investigated web sites. Thus, the UEQ ratings concerning the 
pragmatic UX aspects Efficiency, Perspicuity and Dependability may 
be influenced by this limited usage and navigation experience. The 
hedonic UX aspects of Attractiveness, Stimulation and Novelty may 
also be influenced by this, but to a much smaller degree. It is well-
known that the visual impression of a web-site forms quite fast [27], 
so there should be no impact of the short usage time on the results 
measured by the VISAWI.

In addition, there are other factors like cultural differences, age, special 
interests or beliefs that may have an impact on the subjective impression 
concerning user experience and that were not controlled in this study. Thus, 
further research is required to get a clearer picture here. Our participants 
were students, thus form a more or less homogenous group concerning 
age. It will be quite interesting to replicate the study with older participants, 
to see if the obviously existing differences in the understanding of gender 
roles between different generations have an impact.
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