As eHealth evolves, the value of Interoperability has grown with it
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Data are becoming increasingly important in health management. Just think of the advantages that could derive from monitoring the vital signs of any person and their symptoms turning them into an online platform that, upon proper authorization, doctors could access at any time and from any place. This is just an example of the kind of transformation processes that health management is undergoing.

In this improvement of health services triggered by new technologies, Big Data is playing a prominent role. The benefits derived from Big Data [1] are becoming a reality in health fields [2] [3] as diverse as: medical services, synthesis of data from medical histories and clinical analysis, management of health centers, hospital administration, distribution of material (especially relevant to specific epidemic needs), detection and prevention of possible side effects of drugs and treatments, scientific documentation (generation, storage and exploitation), medical research, fight against cancer or Pandemic prevention.

Big Data allows integrating structured and unstructured data effectively. Where Big Data can bring more value is in the analysis of unstructured data, in which there is more knowledge to be discovered and exploited. In addition to all this, there is data coming from social networks and those generated by the Internet of things; devices, sensors, medical instruments, fitness equipment, ...

But the important thing is not to have a lot of data, but the fact that Big Data tools contribute to the design and implementation of efficient processes that help us carry out health care policies based not only on the available data, but also on their interpretation and understanding. This is how it can effectively contribute to improving health care, saving lives, expanding access to health systems and optimizing costs. In this regard, the important role played by Big Data in genomic research and genome sequencing should be mentioned.

Looking to the future the challenge is how to efficiently manage the growing amount of data that is being generated. Medicine and health are undergoing profound changes. Technological innovation combined with automation and miniaturization has triggered an explosion in data production, which represents an important potential for improvement in health. At the same time, we face a wide range of challenges [4]. Exploitation of available data through progress in genomic medicine, imaging, and a wide range of mobile health applications or connected devices is hampered by numerous historical, technical, legal and political barriers. The lack of harmonization of data formats, processing, analysis and data transfer is a source of incompatibilities and loss of opportunities that society should not afford.

This special issue is designed with the primary objective of showing what we have just pointed out: the diversity of fields where big data is used and consequently, how it is increasingly gaining importance as a tool for analysis and research in the field of healing. In this sense there are papers related to the following topics: re-using electronic health records with artificial intelligence, big data analytics solution for intelligent healthcare management, development of a predictive model for successful induction of labour, big data and the efficient management of outpatient visits, development of injury prevention policies following a big data approach, generating big data sets from knowledge-based decision support systems to pursue value-based healthcare, the use of administrative records of health information both for diagnoses and patients, and an analysis of the European public health system model and the corresponding healthcare and management-related information systems, the challenges that these health systems are currently facing, and the possible contributions of big data solutions to this field.

The paper issued by Ignacio Hernández Medrano, Jorge Tello Guijarro, Cristóbal Belda, Alberto Ureha, Ignacio Salcedo, Horacio Saggon and Luis Espinosa Anke, “Savana: re-using Electronic Health Records with Artificial Intelligence” focused on the fact that health information grows exponentially [5], thus generating more knowledge than we can apply [6]. Unlike what happened in the past, today doctors no longer have time to keep updated. This fact explains well the reason why only one in five medical decisions are strictly based on evidence, a fact that leads to variability. A possible solution can be found on clinical decision support systems [7], based on big data analysis. As the processing of large amounts of information gains relevance, big data analytics can see and correlate further than the human mind can. This is where healthcare professionals count on a new tool to deal with growing information. Savana uses natural language processing and neural networks to expand medical terminologies, allowing the reuse of natural language directly from clinical reports. This automated and precise digital extraction allows the generation of a real time information engine, to be applied to care, research and management.

“DataCare: Big Data Analytics Solution for Intelligent Healthcare Management” is the research carried out by Alejandro Baldominos, Fernando De Rada, and Yago Saez.

This paper presents DataCare, a solution for intelligent healthcare management. This tool is able not only to retrieve and aggregate data from different key performance indicators in healthcare centers [8][9], but also to estimate future values for these key performance indicators and, as a result, fire early alerts when undesirable values are about to occur or provide recommendations to improve the quality of service.

The architecture built up in this research ensures high scalability which enables processing very high data volumes coming at fast speed from a large set of sources.

This article describes the architecture designed for this project and the results obtained after conducting a pilot in a healthcare center. Useful conclusions have been drawn regarding to how key performance indicators change based on different situations, and how they affect patients’ satisfaction [10].

The paper of Cristina Pruenza, María Teulón, Luis Lechuga, Julia Díaz and Ana González “Development of a predictive model for induction success of labour” focused on a relevant issue for obstetricians; that is the induction procedure. Obstetricians face the need to end a pregnancy, usually for medical reasons or less frequently, for social reasons. The success of the induction procedure is conditioned by a multitude of maternal and fetal variables that appear before or during pregnancy or birth process, with a low predictive value. The failure of the induction process involves performing a caesarean section. This project arises from the clinical need to resolve a situation of uncertainty that frequently occurs in our clinical practice. Since the weight of clinical variables is not adequately evaluated. We find it very interesting to know a priori the possibility of success of induction in order to dismiss those inductions with high probability of failure, avoiding unnecessary procedures or postponing end if possible. We developed a predictive model of induced labour success [11] as a support tool in clinical decision making. Improving the predictability of a successful induction is one of the current challenges of obstetrics because of its negative impact. Identifying those patients with high chances of failure will allow us to offer them a better care, thus improving their health outcomes and patient perceived quality. Therefore a Clinical Decision Support System [12] was developed to give support to Obstetricians.
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In this article, we proposed a robust method to explore and model a source of clinical information with the purpose of obtaining all possible knowledge. Generally, in classification models it is difficult to find out the contribution that each attribute provides the model with. We worked in this direction to offer transparency to models that may be considered as black boxes. The positive results obtained from both the information recovery system and the predictions and explanations of the classification show the effectiveness and strength of this tool.

“Machine-Learning-Based no show prediction in outpatient visits” is the title of the paper written by C. Elvira, J.C. González-Velázquez, A. Martínez and F. Mochón. A problem in the area of health demand is the high percentage of patients who do not attend their appointments, whether it is a consultation or a test at hospital. In this sense, the present study aims at trying to identify if there is a pattern of behaviour that allows predicting when patients will not keep an appointment [13] for consultation or test. This article involves a study consisting in using big data analysis techniques to try to take measures to improve the consequences of patients not attending to appointments. A predictive model is constructed which uses the information related to medical appointments of patients and the information referring to the patient’s history of appointments. In view of the results, it can be stated that the information collected in the data set does not seem sufficient, neither in terms of patient description nor in terms of appointment characteristics, so as to construct a solid predictive model. The improvement of the classifier capacities presented in this work seems to require expanding and debugging the available information, both for patients and appointments.

The paper by Rosa Maria Cantón Cró and Damiàn Emilio Gibaja Romero, “Development of Injuries Prevention Policies in Mexico: A Big Data Approach” analyses the agents that can cause injuries in Mexico. Mexican injuries prevention strategies have been focused on injuries caused by car accidents and gender violence. This paper presents a whole analysis of the injuries registered in Mexico in order to have a wider overview of those agents that can cause injuries around the country. Taking into account the amount of information from both public and private sources, obtained from dynamic cubes reported by the Minister of Health, big data strategies are used with the objective of finding an appropriate extraction such as identifying the real correlations between the different variables registered by the Health Sector [14]. The results of the analysis show areas of opportunity to improve the public policies on the subject, particularly in diminishing wounds at living place, public road (pedestrians) and work.

“Generating big data sets from knowledge-based decision support systems to pursue value-based healthcare” is the research carried out by Arturo González-Ferrer, Germán Seara, Joan Chafer and Julio Mayol. When talking about big data in healthcare we usually refer to how to use data collected from current electronic medical records, either structured or unstructured, so as to answer clinically relevant questions. This operation is typically carried out by means of analytic tools or by extracting relevant data from patient summaries through natural language processing techniques. From another perspective of research in medical computing, powerful initiatives have emerged to help physicians make decisions, in both diagnosis and therapeutics, built upon the existing medical evidence [15] (i.e. knowledge-based decision support systems). Much of the problems these tools have shown, when used in real clinical settings, are related to their implementation and deployment, more than failing to support, but technology is slowly overcoming interoperability and integration issues. Beyond the point-of-care decision support these tools can provide, the data generated when using them, even in controlled trials, could be used to further analyze facts that are traditionally ignored in the current clinical practice. In this paper, the authors reflect on the technologies available to make the leap and how they could help driving healthcare organizations to a shift into a value-based healthcare philosophy [16].

The paper by Diego J. Bodas-Sagi and José M. Labeaga, “Big Data and Health Economics: Opportunities, Challenges and Risks” summarize the possibilities of big data to offer useful information to policy makers [17]. In a world with tight public budgets and ageing populations we find it necessary to save costs [18] in any production process. The use of outcomes from big data could be in the future a way to improve decisions [19] at a lower cost than today. In addition, to list the advantages of properly using data and big data technologies, we also show some challenges and risks that analysts could face. In addition we present a hypothetical example of the use of administrative records with health information both for diagnoses and patients.

The last paper of this special issue is “Big Data and public health systems: issues and opportunities”, written by David Rojas de la Escalera and Javier Carnicero Giménez de Azcárate. Over the last years, the need for changing the current model of European public health systems has been repeatedly addressed, in order to ensure their sustainability. Following this line, IT has always been referred to as one of the key instruments for enhancing the information management processes of healthcare organizations, thus contributing to the improvement and evolution of health systems.

More specifically, big data solutions are expected to play a main role, since they are designed for handling huge amounts of information in a fast and efficient way, allowing users to make important decisions quickly. This article reviews the main features of the European public health system model and the corresponding healthcare and management-related information systems, the challenges that these health systems are currently facing and the possible contributions of big data solutions to this field [20]. To that end, the authors share their professional experience on the Spanish public health system and review the existing literature related to this topic.

F. Mochón and C. Elvira
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ABSTRACT

Health information grows exponentially (doubling every 5 years), thus generating a sort of inflation of science, i.e. the generation of more knowledge than we can leverage. In an unprecedented data-driven shift, today doctors have no longer time to keep updated. This fact explains why only one in every five medical decisions is based strictly on evidence, which inevitably leads to variability. A good solution lies on clinical decision support systems, based on big data analysis. As the processing of large amounts of information gains relevance, automatic approaches become increasingly capable to see and correlate information further and better than the human mind can. In this context, healthcare professionals are increasingly counting on a new set of tools in order to deal with the growing information that becomes available to them on a daily basis. By allowing the grouping of collective knowledge and prioritizing “mindlines” against “guidelines”, these support systems are among the most promising applications of big data in health. In this demo paper we introduce Savana, an AI-enabled system based on Natural Language Processing (NLP) and Neural Networks, capable of, for instance, the automatic expansion of medical terminologies, thus enabling the re-use of information expressed in natural language in clinical reports. This automatized and precise digital extraction allows the generation of a real time information engine, which is currently being deployed in healthcare institutions, as well as clinical research and management.

I. INTRODUCTION

The information that physicians write in Electronic Health Records (EHRs) during their daily practice generates vast amounts of valuable information. Doctors’ notes illustrate the real and practical approach in which they address casuistry at ground level, where factors associated to their work environment and to uncertainty conditions come into play [1]. However, only a minor portion of all this information is leveraged today, namely that which “sees the light” in the form of scientific literature or other venues where experts share information (articles, reviews, meta-analyses, opinion pieces, conference submissions, and specialized web in the medical domain) [2]. A fundamental bottleneck preventing large-scale automatic reuse of this information is that it is mostly encoded in natural language, i.e. free text written by medical practitioners in EHRs [3]. The traditional approach for knowledge extraction was, until very recently, to pre-structure certain EHR systems so that only certain type of information is allowed in certain fields. However, today there is an increasing line of thought discouraging this practice, as the complexity of clinical reality cannot be modeled simply by means of splitting information in EHRs via drop-down menus.

As such, it is widely agreed that comprehensive reuse of information generated daily in every point of care of the Health System is of utmost importance. While individual actions do not generate added value due to lack of statistical significance, all the accumulated information provided by specialists in a medical area is an unequivocal and highly valuable reference for any practitioner. Especially considering that part of their actions is supported by the usage of Evidence Based Medicine [4]. Thus, in the daily reality of a medical professional, it is regular practice that physicians ask others, according to their subarea of expertise, confident that their decisions are generally supported by existing scientific knowledge [5].

Moreover, Spain is one of the world’s leading countries in terms of impact of EHRs, which results in a very high availability of information. Every 10 minutes, tens of thousands of EHRs are written in Spanish medical institutions, which results in a total of billions, if we consider how long have medical practitioners been writing down their notes in electronic form. An additional factor is the need for real-time accurate information, which is explained by the fact that knowledge (and particularly, medical knowledge) grows exponentially. IBM currently estimates that in 2020 there will be 200 times more medical information than what a single individual would be able to absorb in all his or her life [6]. Additionally, we do know that, today, doctors have an average one doubt every two patients they see [7].

Past attempts to apply Artificial Intelligence (AI) to medical decision support systems have traditionally encountered a strong limitation in the complexity of human language [8]. Today, the state of the art of Natural
Language Processing, along with the availability of the computational power needed to perform large scale text understanding, results in a mature field for performing cutting-edge exploitation of text data in domain-specific scenarios. A viable system, however, must simplify its routines as much as possible, and leverage the statistical exploitation of semantic concepts (and not simply words) by combining NLP [9] and data aggregation techniques.

Savana’s starting point, in 2013, was motivated by the goal to maximize the huge amount of information contained in EHRs, which up to today had only been used to follow individual patients’ progress. Likewise, other associated issues such as defining a correct medical usage for such information, surmounting legal requirements (data protection, for example), or technical considerations, had to be accounted for.

In this context, Savana is born as a platform for clinical decision support, based on real-time dynamic exploitation of all the information contained in EHRs corpora. Savana performs immediate statistical analysis of all patients seen in the platform (which can be queried either searching all the available EHRs, or those belonging only to a single hospital, depending on the institution’s interests), and offers results relevant to input variables provided by the user.

II. Methodology

In order to take advantage of the information contained in EHRs, it is necessary to combine computational skills with NLP (a research area which specializes in processing and understanding text written in natural language). EHRs are a paramount example of unstructured information sources: they are incomplete, contain lexical and semantic ambiguities, acronyms, named entities (e.g. commercial names of pharmacological products), and are frequently not properly structured in sections. In addition to these challenges, there are other issues related to the digital exploitation of medical data, among which we find the following:

• There is currently very high sensitivity towards how EHRs are used. While the Organic Law of Protection of Personal Data⁠¹ states that an anonymized clinical record loses its condition of personal data, several stakeholders are of the opinion that despite not possessing them, it should potentially be possible to maliciously locate specific individuals by performing an inverse association from records to patients.

• A system of such characteristics must by definition exist in the cloud, as it requires constant and on-line training.

• Different EHR systems are incompatible, and hence interoperability is seriously hindered, and data sparsity becomes an additional issue to deal with.

For the above reasons, in Savana we decided to address the technical design with the following priorities.

• The source should not matter, as long as there is access to written text. Savana had to detach itself from formatting issues, and be capable to encode any input in text format as its own ‘language’.

• It was essential to ensure that individual (single patient) information was irrelevant. In fact, we purposely randomly tamper each record, so that if a third party with malign purposes would breach into this information, it would never know which of it was accurate, and which was not (not even the team in Savana should know).

• However, information should be correct at aggregation time. Statistical approaches would be expected to automatically and reliably clean any false information the very moment in which a doctor, a manager or a researcher asked a question or performed a query.

• Records would not leave the hospital or the institution’s data center. They would be processed there in situ, and the cloud would only contain clinical concepts codified according to a predefined custom terminology.

In addition to the above concerns, we faced the challenge posed by current medical terminologies, which are not designed for the reuse of EHRs, and thus constitute a starting point, but not a long term solution. Thus, in Savana we created our own terminology, a process which, for obvious reasons, had to be done automatically. The techniques followed for automatic terminological expansion were designed in-house, and are the content of a recently published paper authored by the authors signing this article [11].

In sum, by combining Big Data with AI approaches, we designed a robot that “didn’t read well, but excelled at summarization”, which surmounted existing shortcomings and allowed us to advance with real use cases, where the goal was to reuse information linked to clinical experience, which had been traditionally limited. The usual approach had always been to implement systems that encoded information on the physician’s side (structured systems for inputting information, by means of e.g. dropdown menus). These approaches did not have much success due to, among others, the fact that clinical experience is very complex, and the time available to practitioners to document it, very limited.

In order to tackle these and other technological challenges, we take advantage of current technologies such as, but not limited to:

• Supervised Machine Learning. We have designed and registered algorithms for the different stages of processing, so that, for instance, our system is able to determine that a given paragraph belongs to the ‘Background’ section, and not ‘Diagnosis’, due to certain morphologic cues (appearance of adverbs, for instance). Note that, while a traditional approach to such problem could be the development of an expert or rule-based system, in this case the output of the system is based on a statistical model which optimizes a function defined at training time.

• Unsupervised Machine Learning: These techniques are aimed at designing statistical models sensitive to data distribution without a priori knowledge about the class or label associated to each data point. We took advantage of neural models for NLP (which imitate the way human brain works) for building a computational model (known in the NLP community as word embeddings models) for determining the semantic content of words [12]. For instance, the algorithm learns autonomously, i.e. without predefined semantic relations to be looked up, that Alzheimer’s and Parkinson have similar meanings, very different to e.g. Naproxeno and Ibuprofen, which in addition are themselves semantically similar (see Figure 1).

---


Fig. 1. Example of Savana’s unsupervised learning model. It shows the result when asked for words semantically related to dieta sana.
Savan’s model, which is being used in several modules of our infrastructure, has been trained with over 500M Spanish words coming from EHRs, and enables the robot to decide, for instance, when ‘no’ refers to the negation adverb, and when it is an abbreviation of the medical concept ‘neuritis óptica’, depending on the contextual content. To the best of our knowledge, this is the largest embeddings model trained exclusively with EHRs.

### III. Results

In this section, we cover the main functionalities and products Savana offers for healthcare professionals.

#### A. Functionalities

Savana’s technology can be leveraged in different use cases. Today, there are three available applications already implemented and with real-world users, as well as three additional systems in development.

Once the service is deployed in an institution, usage tracking is incorporated, so that additional functionalities can be adapted, which allows Savana to develop improvements and new related services, depending on the actual use of the tool. This makes it possible to adapt the product to the users’ requirements (for instance, if its usage is more interesting in certain areas or clinical situations).

In what follows, we describe currently available applications, and their usage.

1) **Savana Manager**

This application is designed to learn about clinical practice and resource consumption, by computing data in a single institution, and comparing its data and trends with the average of Savana users (Figure 2). The user can also design intuitively custom tables depending on the type of information desired. In addition, a control panel is available where classic management indicators can be found, which again, can be adapted depending on the needs of each individual institution (Figure 3).

This application can be used to measure quantitatively, among others: How much variability there is in an institution’s practice; which are the average costs per intervention, which patients are more likely to take part in a clinical trial; the quality of clinical records; when is it likely that clinical tests have been duplicated; what is an institution’s position with respect to others of its kind; and in sum, any managerial question solvable with standard metrics.

2) **Savana Consulta**

This is the world’s first application for real-time clinical decision support in Spanish, and is designed to be used at the time of the patient’s visit, in front of him/her (Figure 4).

This application was developed from its inception considering first general practitioners, as well as emergency physicians (which have high patient load and very limited time), and then, specialists.

It improves the corroborating potential, as in practice using Savana Consulta means to query in real-time all the specialists, and hence incorrect data (statistical anomalies) is factored out from the aggregated response. These common features constitute the content of the answer (which may have not been considered a priori by the practitioner), and can be relevant for decision-making. The vision behind Savana Consulta is that of a helper or second opinion when a medical question is asked (an example can be found in Figure 5).
From a social standpoint, it means that patients are provided with a new type of clinical resource, accessible from any medical institution, and with a very low cost as compared with regular clinical technology. It improves the accuracy in diagnoses and treatments given to patients by any practitioner, thus having a direct impact in their overall health.

Savana Consulta can be implemented either in a national (interoperable) EHR system, or in more delimited system (e.g. an autonomous community, a set of hospitals or one single medical institution). However, let us highlight that the higher the amount of data, the more significant the results become. Information is shared among all users of the network, without being possible to trace back which hospital provided which bit of information. Moreover, each user can decide whether they are interested in sharing their own information or not. In the latter case, information only becomes available to users in the same institution.

The main contributions of this tool are: Suggestions for each specific clinical case, with no existent precision in current scientific literature; evidence coming from the system itself, with its own resources and population; as well as suggestions for better practices in which there is no Evidence-Based Medicine data available.

3) Savana Research

Our third working product has its usefulness in clinical research, by performing time-sensitive analyses of the behavior of certain patient typologies. It analyzes the evolution of each individual case, and is capable of performing predictions based on existing data. For a given patient typology, the system can determine how many cases there are (prevalence in an institution), estimate the next cases of a certain set of events in the institution (for instance, a patient with a certain illness comes back for further assistance), as well as defining evolutions according to a set of input tests and treatments, by detecting typical lines of treatment for prototypical patients.

The system analyzes a patient’s timeline (illustrated in Figure 6), and hence it is possible to compute the most likely timespan of an occurring event, or if evolutions span a short period, it enables detection of incorrect actions. The main goal of this application is to quickly guide research hypotheses. In addition, Savana Research provides an exponential speed up of a physician’s capacity to provide answers to research questions, or guide work hypotheses, without requiring data extraction from EHRs via the traditional, slow methods based on (semi)manual processing.

As an overall conclusion, in Table 1 we provide a listing of interventions carried out in real-world cases thanks to specifically taking advantage of the information encoded by Savana.

B. Current Implementation State

Savana is so far the result of 20,000 hours of computational development. Savana is currently providing service in 24 Spanish hospitals, distributed across three autonomous communities and two private groups. Today, more than 3000 queries have been delivered to the different applications, by a total of 216 users.

Fig. 5. Example of a question to Savana Consulta about the most frequent evolution of a patient with migraine, and their most probable timespan. This information can be obtained with just one click.

Fig. 6. Example output of Savana Research: It shows the most likely evolution of a patient with migraine, and their most probable timespan. This information can be obtained with just one click.

<table>
<thead>
<tr>
<th>TABLE I. EXAMPLES OF INTERVENTIONS TAKEN THANKS TO THE INFORMATION GENERATED BY SAVA NA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avoid usage of unnecessary elastic packs, after analyzing parts of the operating room.</td>
</tr>
<tr>
<td>Discovering that the most frequent point of care after the diagnosis of the Alzheimer’s disease is Traumatology.</td>
</tr>
<tr>
<td>Ascertainment that new oral antiplatelets are safer than acenocoumarol in atrial fibrillation.</td>
</tr>
<tr>
<td>Detecting candidates for undergoing Parkinson surgery, which had been wrongly discarded.</td>
</tr>
<tr>
<td>Correct a 2x error in the foresight of beds and salbutamol for bronchiolitis.</td>
</tr>
<tr>
<td>Identify patients with refractory essential tremor which were treated with ultrasound.</td>
</tr>
<tr>
<td>Call in patients with family aortic myocardiopathy (CIE code unavailable) for a clinical trial.</td>
</tr>
<tr>
<td>Knowing how many women who give birth come back to the same hospital in the future.</td>
</tr>
<tr>
<td>Listing how many debunking procedures a specific surgeon performed.</td>
</tr>
<tr>
<td>Counting how many cases of bronchiolitis were incorrectly derived to pediatric ICU.</td>
</tr>
<tr>
<td>Anticipating how many spinal surgeries can actually be prevented thanks to the back school.</td>
</tr>
<tr>
<td>Quantifying the number of cases of suspected appendicitis in which computerized tomography + abdominal ultrasound were carried out.</td>
</tr>
<tr>
<td>Detecting nosocomial infections.</td>
</tr>
<tr>
<td>Finding out how many breast cancers were treated with lapatinib.</td>
</tr>
</tbody>
</table>

IV. Conclusions

A large scale query, submitted to a vast number of practitioners, and supported by a computational tool, facilitates and speeds up the clinician’s task. This is a disruptively new concept, which we call Evidence Generating Medicine, and which constitutes a novel layer of knowledge. On the other hand, in addition to the assistance activity, having all the information contained in EHRs readily available is highly useful for obtaining epidemiological information. This technique is framed within the data mining paradigm, aimed at efficiently exploiting big data. An area destined to revolutionize many areas, including healthcare.
The main avenues where our platform could undergo improvements are: (1) number of referrals to specialists; (2) fitness of diagnostic tests and treatments to recommendations issued in clinical practice guides; (3) number of subsequent visits; (4) reduction of hospitalizations; and (5) improvement of diagnosis.

In the case of Savana Consulta, this application allows patients without access to the best specialists to benefit from their collective knowledge. With the data we have today, the picture at 10 years sight is that we would be leveraging input from hundreds of millions of specialists, always depending on the number of patients under consideration. With Savana Research, we make the research process grow up to 15 times, enabling doctors to focus on interpreting information, rather than extracting it.

The Savana project has an almost universal potential impact, as it can be used in any healthcare point. It is known that technologies related to Internet access and EHR are exponential, and therefore they will become globally available in a few years to the majority of the population.
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Abstract

This paper presents DataCare, a solution for intelligent healthcare management. This product is able not only to retrieve and aggregate data from different key performance indicators in healthcare centers, but also to estimate future values for these key performance indicators and, as a result, fire early alerts when undesirable values are about to occur or provide recommendations to improve the quality of service. DataCare’s core processes are built over a free and open-source cross-platform document-oriented database (MongoDB), and Apache Spark, an open-source cluster-computing framework. This architecture ensures high scalability capable of processing very high data volumes coming at fast speed from a large set of sources. This article describes the architecture designed for this project and the results obtained after conducting a pilot in a healthcare center. Useful conclusions have been drawn regarding how key performance indicators change based on different situations, and how they affect patients’ satisfaction.

I. Introduction

When managing a healthcare center, there are many key performance indicators (KPIs) that can be measured, such as the number of events, the waiting time, the number of planned tours, etc. Often, keeping these KPIs within the expected limits is key to achieve high users’ satisfaction.

In this paper we present DataCare, a solution for intelligent healthcare management. DataCare provides a complete architecture to retrieve data from sensors installed in the healthcare center, process and analyze it, and finally obtaining relevant information which is displayed in a user-friendly dashboard.

The advantages of DataCare are twofold: first, it is intelligent. Besides retrieving and aggregating data, the system is able to predict future behavior based on past events. This means that the system can fire early alerts when a KPI in the future is expected to have a value that falls outside the expected boundaries, and to provide recommendations for improving the behavior and the metrics, or in order to prevent future problems attending events.

Second, the core system module is built over a Big Data Platform. Processing and analysis are run over Apache Spark, and data are stored in MongoDB, thus enabling a highly scalable system that can process very big volumes of data coming at very high speeds.

This article is structured as follows: section II will present a context of this research by analyzing the state of the art and related work. Section III will present an overview of DataCare’s architecture, including the three main modules responsible for retrieving data, processing and analyzing it, and displaying the resulting valuable information.

Sections IV, V and VI will describe the preprocessing, processing and analytics engines in further detail. The design of these systems is crucial to provide a scalable solution with an intelligent behavior. Section VII describes the visual analytics engine, and the different dashboards that are presented to users.

Finally, section VIII describes how the solution has been validated, and section IX provides some conclusive remarks along with potential future work.

II. State of the Art

Because healthcare services are very complex and life-critical, many works have tackled the design of healthcare management systems, aimed at monitoring metrics in order to detect undesirable behaviors that decrease their satisfaction or even threaten their safety.

The design and implementation of healthcare management system is not new. Already in the 2000s, Curtright et al. [4] describe a system to monitor KPIs summarizing them in a dashboard report, with a real-world application in the Mayo Clinic. Also, Griffith and King [7] proposed to establish a “championship” where those healthcare systems with consistently good metrics will help improve decision processes.

Some of these works explore the sensing technology that enable proposals. For instance, Ngai et al. [11] focus on how RFID technology can be applied for building a healthcare management system, yet it is only implemented in a quasi-real world setting. Ting et al. [13] also focus on the application of RFID technology to such a project, from the perspective of its preparation, implementation and maintenance.

Some previous works have also tackled the design of intelligent healthcare management systems. Recently Jalal et al. [8] have proposed an intelligent depth video-based human activity recognition system to track elderly patients that could be used as a part of a healthcare management and monitoring system. However, the paper does not
explore this integration. Also, Ghamdi et al. [6] have proposed an ontology-based system for prediction patients’ readmission within 30 days so that these readmissions can be prevented.

Regarding the impact of data in healthcare management system, the important of data-drive approaches have been addressed by Bossen et al. [3]. Roberts et al. [12] have explored how to design healthcare management systems using a design thinking framework. Basole et al. [2] propose a web-based game using organizational simulation for healthcare management. Zeng et al. [16] have proposed an enhanced VIKOR method that can be used as a decision support tool in healthcare management contexts. A relevant work from Mohapatra [10] explores how a hospital information system is used for healthcare management, improving the KPIs; and a pilot has been conducted in Kalinga hospital (India), turning out to be beneficial for all stakeholders.

Some works have also explored how to increase patients’ satisfaction. For example, Fortenberry and McGoldrick [5] suggest improving the patient experience via internal marketing efforts; while Minniti et al. [9] propose a model in which patient’s feedback is processed in real-time and drives rapid cycle improvement.

To place this work into its context, what we have developed is a data-driven intelligent healthcare management system. Because of the Big Data volume and fast speed, we have used a Big Data architecture based on the one proposed in Baldominos et al. [1], but updating the tools to use Apache Spark for the sake of efficiency. Also, a pilot has been conducted to evaluate the performance of the proposed system.

III. OVERVIEW OF THE ARCHITECTURE

DataCare’s architecture comprises three main modules: the first oversees retrieving and aggregating the information generated in the health center or hospital, the second will process and analyze the data, and the third displays the valuable information in a dashboard, allowing the integration with external information systems.

Figure 1 depicts a broad overview of this architecture, while this section describes each of the modules in further detail.

A. Data Retrieval and Aggregation Module

Data retrieval is carried out by AdvantCare software, developed by Itas Solutions S.L. AdvantCare is the set of hardware and software tools designed to manage communications between patients and healthcare staff. Its core comprises three main systems: 1) Buslogic manages and aggregates the information of actions carried out by non-doctor personnel (nurses and nursing assistants), 2) AdvantControl monitors and controls the infrastructure, and 3) EasyConf manages voice communication.

In the hospital rooms, different data acquisition systems are placed, which often consist on hardware devices connected to an IP network and include one of the following elements:

- Sensors measuring some current value or status either in a continuous or periodic fashion and sending it to Buslogic or AdvantControl servers; such as thermometers or noise or light sensors.
- Assistance devices such as buttons or pull handlers that are actioned by the patients and transmit the assistance call to the Buslogic server.
- Voice and video communication systems that send and receive information from other devices or from Jitsi (SIP Communicator), which are handled by EasyConf.
- Data acquisition systems operated by means of graphical user interfaces in devices such as tablets; e.g., surveys or other information systems.

In general terms, the information retrieved by AdvantCare belongs to one of the following:

- Planned tours: healthcare personnel will periodically visit certain rooms or patients as a part of a pre-established plan. Data about how shifts are carried out is essential to evaluate assistance quality and the efficiency of nurses and nursing assistants.
- Assistance tasks: nurses and nursing assistants must perform certain tasks as a response to an assistance call. It would be great to know in advance these tasks, so they can be monitored properly.
- Patients’ satisfaction: the most important service quality subjective metric is the patients’ satisfaction, which is obtained by mean of surveys.

As said before, AdvantCare software comprises three systems, as well as communication/integration interfaces.

1) Buslogic

This software oversees communication with the assistance calls system. It also handles GestCare and MediaCare, which are the systems used for tasks planning, personnel work schedules, patient information, satisfaction surveys, and entertainment. Buslogic will retrieve core business information about the assistance process: alerts, waiting times to assist patients, and achieved assistance objectives.

2) AdvantControl

This software controls and monitors the infrastructure and automation functionalities, including the status of lights, doors or the DataCare infrastructure itself. It will provide real-time alerts about possible quality of service issues.
This module provides a reporting dashboard that will receive information from the Big Data platform in real time and will display two panels. The first panel will show the main quality and efficiency metrics in real time, along with its evolution over time and the quality thresholds. The second panel will provide the diagnoses computed by the Analytics Engine, as well as intelligent recommendations to prevent reaching undesired situations, such as metrics falling below acceptable thresholds.

The dashboard is implemented using the D3.js library, providing nice and intuitive visualizations.

```json
{
  "id": ObjectID("565c234f152aee26874d7a18"),
  "full_event": true,
  "presence": {
    "ev": "EV PRES",
    "ts": ISODate("2015-10-02T01:35:36.384Z")
  },
  "area": "Madrid",
  "notification": {
    "ev": "EV NOTIF",
    "ts": ISODate("2015-10-02T01:32:21.984Z")
  },
  "room_number": "126",
  "location": "PERA",
  "activation": {
    "week": 40,
    "weekday": 5,
    "user": "Anonimo",
    "hour": 1,
    "minute": 31,
    "year": 2015,
    "month": 10,
    "day": 2,
    "ev": "EV PERA",
    "ts": ISODate("2015-10-02T01:31:45.696Z")
  },
  "room_letter": "-.",
  "center": "Aravaca",
  "day_properties": {
    "holiday_or_sunday": true,
    "social_events": true,
    "rain": true,
    "extreme_heat": true,
    "summer_vacation": true,
    "holiday": true,
    "weekend": true,
    "friday_or_eve": true
  },
  "floor": "1",
  "times": {
    "cancellation_notification": 195,
    "used": 194,
    "idle": 36,
    "cancellation_activation": 231,
    "total": 230,
    "cancellation_presence": 1
  },
  "hour_properties": {
    "shift_change": true,
    "shift": "TARDE",
    "sleptime": true,
    "nurse_count": "8",
    "dinnertime": true,
    "lunchtime": true
  },
  "cancellation": {
    "ev": "EV CPRES",
    "remote": true,
    "ts": ISODate("2015-10-02T01:35:37.248Z")
  }
}
```

Fig. 2. Sample JSON document representing an assistance task event in the MongoDB events collection.
The Preprocessing Engine performs the ETL process over the data, and this section will describe how different data are extracted from the various sources, transformed and loaded as a part of this process.

A. Extraction

This engine extracts the assistance calls data by polling the AdvantCare module every five minutes, retrieving all data generated by all the rooms. Data from planned tours are retrieved daily also by polling the REST API, while patients' satisfaction surveys are loaded as CSV files.

B. Transformation

The Preprocessing Engine performs several transformation tasks so that data is in a suitable format to be handled by the Processing Engine and the Analytics Engine.

1) Assistance Tasks Events

Assistance tasks events will be transformed into MongoDB documents, where each event will be stored in a different document, and all of them will belong to the events collection. When one event status changes (e.g., from “activated” to “notified”), the document is updated to reflect these changes.

Figure 2 shows a sample document representing an event.

2) Planned Tours

Data from planned tours are retrieved daily from AdvantCare using the REST API, and are transformed to a MongoDB document in the shifts collection. A sample document is shown in Figure 3.

3) Satisfaction Surveys

As stated before, satisfaction data are loaded as CSV files. The Preprocessing Engine transforms it into a MongoDB document, which will be stored into the surveys collection. Figure 4 shows the structure of a sample document representing a satisfaction survey.

C. Load

Once data is transformed into MongoDB documents (BSON format), they are loaded into the corresponding MongoDB collection.

Fig. 3. Sample JSON document representing a shift in the MongoDB shifts collection.

Fig. 4. Sample JSON document representing a satisfaction survey in the MongoDB surveys collection.

Fig. 5. Sample JSON document representing consolidated data in the hourly collection.
to detect strange behaviors, fire alerts, or make recommendations.

Both the hourly and daily collections are indexed by timestamp, to enable fast filtering on consolidated data based on temporal queries.

B. Real-time Data Processing

To support the real-time dashboard, a process will take the data from the hourly collection and compute the average value for each KPI for different time periods: last day, last week, last month, and since the beginning. This allows comparing the current value for a KPI with the average of past periods of time. A small fragment of a sample document in the real-time collection showing the aggregated data for the “activity” (number of events) KPI is shown in Figure 6.

VI. Analytics Engine

The Analytics Engine is responsible of performing an intelligent analysis of the data to compute daily prediction, firing alerts when an undesired condition is detected (e.g., a certain metric falls under a specified threshold) and suggesting recommendations. This section describes these processes.

A. Prediction System

The prediction system takes the data contained in the events collection along with contextual data (weather, holidays or labor dates, etc.) and predicts the estimated value for each KPI for every hour in the next day. This batch process is executed daily. The predicted values are stored in a document per each KPI, in the predictions collection in MongoDB. A sample document is shown in Figure 7.

The prediction algorithm will analyze behavioral patterns in the events data and will apply these patterns to simulate future behavior. The algorithm proceeds as follows for each KPI:

Given \( N \) clusters, the algorithm computes a matrix \( M \) where each row is a cluster and each column is an hour, thus resulting in a \( Nx24 \) matrix. The value in the position \( M_{i,j} \) will contain the average value of the KPI for events happening in the cluster \( i \) and in the \( j \)th hour of the day:

\[
M = \begin{bmatrix}
M_{1,0} & \cdots & M_{1,23} \\
\vdots & \ddots & \vdots \\
M_{N,0} & \cdots & M_{N,23}
\end{bmatrix}
\]

Also, vector \( DA \) will contain the hourly averages from the previous day:

\[
DA = (DA_0, DA_1, ..., DA_{23})
\]

Then a vector of weights \( w = (w_1, ..., w_N) \) is computed, where each element is obtained as given in (1):

\[
w_i = \frac{1}{1 + \sqrt{\sum_{j=0}^{23} (DA_j - M_{i,j})^2}}
\]

Every day at 12 AM the vector containing the estimation for the following day (DE) is computed as in (2):

\[
DE = (DE_0, DE_1, ..., DE_{23}) = \frac{w \cdot M}{\sum_{j=1}^{24} w_j}
\]

As the day goes by, we will be discovering information of the current days’ vector (DP):

\[
DP = (DP_0, DP_1, ...)
\]

At 8 AM and 4 PM, we will re-estimate the DE vector as in (3):

\[
DE_j = DE_j + DE_j \cdot \frac{\sum_{j=A}^{B} (DP_j - DE_{j-1})}{8}
\]

In the previous equation, \( A \) will be 0 at 8 AM and 8 at 4 PM, while \( B \) will be 7 at 8 AM and 15 at 4 PM.

The \( N \) clusters are determined based on contextual information, such as whether the day was weekday, it was rainy, it was extremely hot (over 35 °C) or it was an important day because any other reason.

B. Alert System

The Analytics Engine is able to provide two kinds of alerts: real-time or early alerts. The former alerts are thrown as the data is stored in real time. To check whether an alert is to be fired, a KPI’s average value over the last hour is compared with its average historic value. An anomaly is considered when the current average value falls above or below a threshold determined by the historic average plus/minus its
historic standard deviation, and if the anomaly occurs, then the alert is fired. The four metrics or KPIs considered for real-time alerts are the average number of events, the average waiting time, the average time required by the healthcare personnel, and the average time required by other processes (neither waiting time or time required by healthcare personnel).

The latter kind of alerts are computed hourly over the forecast provided by the prediction system, and these are thrown when these predictions estimate that certain KPIs will fall above or below the specified thresholds with high probability.

Once an alert is fired, a document (see Figure 8) is stored in the alerts collection, so that the alert information can be shown in the dashboard.

C. Recommendations System

The recommendation system consists of a set of rules closely related to the alerts, whose purpose is to optimize the service when some KPI can be improved. Some of these KPIs are the number of events, the waiting time, the satisfaction levels, etc.

The recommendation process runs weekly, as we have identified that it is the least amount of time required to find evidence of metrics that can be improved.

The rule database comprises 52 rules which have been designed by experts based on their domain knowledge. Besides the metrics themselves, some rules can also be based on contextual information such as weather. Also, if the system keeps firing the same alarm over time, the recommendation can be stated in more serious terms.

An example of a rule stated in natural language is as follows: If the current number of events is higher than the average number of events of the previous month plus half the standard deviation, and this excess has happened more than three times in the last month, then the recommendation is: “The activity is much higher than expected. At this moment, the center does not have enough healthcare personnel to attend all these events. It is urgent that the cause of the activity rise be identified or new personnel should be hired.”

When a recommendation is created, it will be stored in the recommendations collection, in a document formatted as shown in Figure 9. These documents will be processed and displayed by the dashboard.
VII. Visual Analytics

The Visual Analytics engine allows visualization to easily see and understand the data gathered, processed and analyzed by the system. This engine provides six different dashboards, which are described in this section.

A. Home

The home dashboard displays tables with some basic information about the current status compared with historic values. For instance, we can see the value of each KPI today, compared with its value the previous day and the historic average.

B. Real-time

The real-time dashboard plots the evolution of the chosen KPI along the day, as shown in Figure 10 (in this case, the chosen KPI was “waiting time”). The orange line is the value for today, while other colors refer to historic values (green: yesterday, purple: last week, yellow: last month and blue: historic average). The light-blue section refers to the part of the day that belongs to the future, and thus the orange line in there is the forecast provided by the prediction system. Two dashed gray lines show the computed thresholds which determine the expected values for the KPI, and values outside that threshold are either shown with blue dots (real-time alerts) or big red dots (early alerts).

In this dashboard, not only the KPI can be chosen, but different filters can be applied: center, shift, type of event, etc.

C. Alerts

The alerts dashboard lists the alerts provided by the system, both real-time and early alerts. Also, information about the alerts can be obtained by clicking in the dots in the real-time dashboard.

D. History

The history dashboard shows the historic time series for the chosen KPI. Unlike the real-time dashboard, the history dashboard shows the evolution of the time series within a specified range of time. This dashboard is shown in Figure 11, which shows the evolution of the number of events during two months in the past.

E. Recommendations

Similar to the alerts dashboard, the recommendations panel lists the recommendations provided by the system, and the user can click on one of them to read further information about it.

F. Surveys

If the center has gathered information from satisfaction surveys, a summary of the results of these surveys is shown in this dashboard. It also shows the trend (whether positive or negative) using a color code, so that users can easily identify whether patient perception has improved regarding a certain KPI.

VIII. Evaluation

The system has been evaluated over the residential center of Aravaca (Madrid, Spain), gathering a total of 7,473 events. The KPIs that have been identified as essential are the number of hourly events (avg.: 15.37), the average waiting time (351.15 secs), the average time required by the healthcare personnel (35.47 secs), the average time required by other processes (315.68 secs), the daily number of remote cancellations (avg.: 46.36) and the average number of available nurses (6.79).

During the pilot, we have observed that the average waiting time during the night is much smaller (184.54 secs) than in other shifts, and most of the events take place in the evening shift (16.14 vs. 7.76 in the morning and 8.19 at night). Also, we conclude that there is a positive correlation between the number of events and the waiting time.

Also, regarding the floor number, we have seen that lower floors have more events, and higher waiting times; and the trend shows that as the floor number grows (from 1 to 4), the activity decreases.

The timeframe between 8 PM and 1 AM is the busiest, showing that more personnel is required to attend the center’s demand.

In addition, we have considered satisfaction surveys as an additional validation mechanism. To ensure that the quality metrics match the surveys’ results, we have computed the Pearson R² correlation between the satisfaction levels and the number of events and waiting times (see Table I). As we expected, in almost every case, there is a strong inverse correlation, showing that more activity higher waiting times lead to less satisfied patients.

IX. Conclusions and Future Work

In this paper we have presented DataCare, an intelligent and scalable healthcare management system. DataCare is able to retrieve data from AdvantCare through sensors which are installed in the healthcare center rooms and from contextual information.

The Data Processing and Analysis Module is able to preprocess, process and analyze data in a scalable fashion. The system processes and analyzes data in a scalable fashion. The system processes and analyzes real-time and consolidated data and aggregated values stored in MongoDB.

The Analytics Engine, which is part of the aforementioned module, implements a three-fold intelligent behavior. First, it provides a prediction system which is able to estimate the values of the KPIs for the rest of the day. This system runs as a daily batch process and the forecast is updated twice, at 8 AM and at 4 PM, to provide more accurate results. Second, it can provide both real-time alerts and early alerts, the latter ones are fired when some future prediction of a KPI falls outside the expected boundaries. Third, a recommendation system is able to provide weekly recommendations to improve the overall center performance and metrics, thus impacting in a positive manner in patients’ satisfaction. Recommendations are based on alerts and a pre-defined rules set consisting of 52 rules, which has been designed by experts.

For the users to be able to see and understand the valuable information provided by DataCare, the Visual Analytics Module provides six different dashboards which displays a summary of the current status, real-time KPIs along with predictions and expected thresholds, historic values, alerts, recommendations and patients’ surveys results.

<table>
<thead>
<tr>
<th>Shift</th>
<th>Floor</th>
<th>R² (Waiting Time)</th>
<th>R² (Activity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morning</td>
<td>1</td>
<td>-0.791</td>
<td>-0.320</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-0.574</td>
<td>0.176</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.058</td>
<td>-0.767</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-0.456</td>
<td>0.147</td>
</tr>
<tr>
<td>Evening</td>
<td>1</td>
<td>-0.631</td>
<td>-0.174</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-0.611</td>
<td>-0.754</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-0.720</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-0.928</td>
<td>-0.404</td>
</tr>
<tr>
<td>Night</td>
<td>1</td>
<td>-0.733</td>
<td>-0.524</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-0.910</td>
<td>-0.163</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-0.841</td>
<td>-0.266</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.032</td>
<td>-0.539</td>
</tr>
</tbody>
</table>
DataCare has been implemented and tested in a real pilot in the residential center of Aravaca (Madrid, Spain). To validate the software, patients’ satisfaction and KPIs correlation was explored, obtaining the expected results. The software also lead to some interesting conclusions regarding how KPIs vary depending on the context, such as the shift or the floor.

After the pilot, we have identified some improvements which are left for future work. First, healthcare personnel attending patients are not identified by the system, even though the sensors used allow this identification with the use of RFID tags. By identifying personnel, the center could trace the efficiency of each employee individually. Also, information about planned tours is very limited as it only observes the visited rooms and the visit times, but no other metrics.

So far, DataCare polls the AdvantCare API REST to retrieve data, but in the shortcoming future we will update the platform so that the communication is asynchronous.

To evaluate the prediction system, we also propose to develop a self-monitoring system which evaluates the deviation between the predicted and the real series, firing an alert if this deviation goes above a threshold, as it would mean that the prediction system is failing to accurately forecast the KPI.
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Abstract

Induction of the labour process is an extraordinarily common procedure used in some pregnancies. Obstetricians face the need to end a pregnancy, for medical reasons usually (maternal or fetal requirements) or less frequently, social (elective inductions for convenience). The success of induction procedure is conditioned by a multitude of maternal and fetal variables that appear before or during pregnancy or birth process, with a low predictive value. The failure of the induction process involves performing a caesarean section. This project arises from the clinical need to resolve a situation of uncertainty that occurs frequently in our clinical practice. Since the weight of clinical variables is not adequately weighted, we consider very interesting to know a priori the possibility of success of induction to dismiss those inductions with high probability of failure, avoiding unnecessary procedures or postponing end if possible. We developed a predictive model of induced labour success as a support tool in clinical decision making. Improve the predictability of a successful induction is one of the current challenges of Obstetrics because of its negative impact. The identification of those patients with high chances of failure, will allow us to offer them better care improving their health outcomes (adverse perinatal outcomes for mother and newborn), costs (medication, hospitalization, qualified staff) and patient perceived quality. Therefore a Clinical Decision Support System was developed to give support to the Obstetricians. In this article, we had proposed a robust method to explore and model a source of clinical information with the purpose of obtaining all possible knowledge. Generally, in classification models are difficult to know the contribution that each attribute provides to the model. We had worked in this direction to offer transparency to models that may be considered as black boxes. The positive results obtained from both the information recovery system and the predictions and explanations of the classification show the effectiveness and strength of this tool.

Keywords


I. Introduction

Induction of the labour process, more commonly known as labour induction, is one of the most studied operations within the field of Obstetrics. Over the last two decades, the induction rate has doubled, turning into a fairly common procedure, used in over 20% of gestations [1], [2]. However, good predictive factors of the success of this procedure have not been identified yet, so there are not support tools for the experts’ criteria so far. Currently, the decision of inducing is made only on the basis of clinical knowledge itself consisting of protocols, guides and previous experience of certain characteristics of mother and foetus, but in case of making unwise decisions it would cause serious complications [2], [3]. Under these circumstances, it seems interesting to know beforehand the probability of success of the induction in order to dismiss the inductions having a high probability of failure and thus improving results on health, reducing costs derived from medication, hospitalization or qualified staff. Therefore, one of the current challenges in Obstetrics is improving the prediction of successful induction of labour.

In works [4] and [5], the authors present usual variables related to situations where labour has been induced successfully, so these are good predictors and have been defined as a reference model. Nonetheless, some other situations present a lower predictive value than expected. In this paper, the effectiveness of these variables has been evaluated and other models are explored to determine some relevant variables with the aim of building Clinical Decision Support System tool [6].

Also, the healthcare model and, in general, the whole healthcare sector is nowadays one of the fields in which Big Data Technology is having a high impact on, and is experiencing an exponential growth in applications.

In this environment a high percentage of data, clinical evaluations and patient progress information are registered usually in free text fields on the Electronic Medical Records. This information should be processed and transformed into structured and normalised data. In our project, Machine Learning algorithms, Text Mining and Big Data techniques have been used to extract knowledge. A typical difficulty of applying these techniques is that algorithms outcomes are usually difficult to interpret. To prevent that, additional work was done to provide more transparency to the previous algorithms, especially those traditionally considered as black box, such as Neural Networks. Several approximations proposed in the literature were studied in the
Master’s thesis [7], the Strumbelj and Kononenko proposal was used in [8], based on the cooperative game theory, which allows us to obtain the contribution of each variable in the classification obtained by the algorithm.

II. Proposed Methodology

In this project, we developed a tool that is able to exploit, structure and normalize a source of clinical information and that works as an aid for decision making, on the basis of a predictive model. In order to achieve this work, a multidisciplinary team was formed in which clinicians, health care data experts and machine learning researchers worked together. An important step for machine learning to have a meaningful role in healthcare and more specifically in Obstetrics field.

The processes of data acquisition, preparation and validation are essential and, at the same time, the most complex tasks of the project. If there was not structured information, it would not be possible to generate predictive models or to build the validation tool.

This section will be structured as follows. Firstly, the topic related to the collection of data from the patients’ medical records will be discussed. Once the necessary variables are obtained, two divergent methodologies will be implemented: (1) expert system based on the rules provided by the obstetrician and (2) machine learning techniques will be briefly explained keeping the typical stages from pre-processing of information to validation of the implemented models. Because most of the times the applied models are complex and it is difficult to understand how the input variables are related to the output of the model, the section ends by pointing out that it is possible to give transparency to the models by measuring the contribution of each of the input variables.

A. Data Integration

1) Data Collection

The raw data set was provided by Hospital Universitario de Fuenlabrada, exported in plain text files directly from the Electronic Medical Records of the Selene platform [9]. Every file contains anonymized information about patients, according to the Spanish Personal Data Protection Act (L.O.P.D.), along with metadata and the type of document within the platform, that is, report, note, form or request.

As a whole, 3,509 reports, 399,646 unstructured notes, 764,783 forms and 235,102 test requests had been used as data sources. All of them in unstructured plain text.

The raw data come from the clinical records of 10,487 patients (healthcare assistance of pregnant women) in a period of time slightly more than 5 years. Most of the data were in free text format.

From the raw data an extraction process was performed to obtain relevant variables useful for later studies. The data extraction phase was performed using text mining techniques. The selected variables (attributes or features) to search in the clinical record was previously defined by an expert physician. A total of 21 variables were sought within each patient’s medical history. Fig. 1 shows the attributes for each patient, organised in two categories. Attributes used to make the decision of inducing are in blue, while the object variable (class) of predictive models is in red and may take three possible values: No induction, Induction or Caesarea.

2) Data Preparation

Often the extracted data are incomplete, contain unnecessary or ambiguous information, suffer disruptions due to noise or pose any other difficulty that affects performance of the predictive models. Therefore, it is necessary to pre-process them to avoid future inconveniences.

Fig. 1. Graph of attributes of a patient. Attributes used to make the decision of inducing are in blue and the object variable (class) is in red.

Data pre-processing, i.e. cleaning, includes deleting documents that are not classified according to Selene (reports, notes, forms or requests), documents from deliveries assisted elsewhere or from births presenting a gestational age inferior to foetal viability (current limit set of 23 weeks). This filtering process is indispensable to categorise the information into variables, as each one is dealt with particularly and the related information is extracted from a specific set of documents previously defined.

The process of extracting variables out of the patients’ data is long and tedious, and needs some collaboration from the expert to be validated. The first step is extracting the terms, followed by a homogenization of capitals and deleting special characters. In order for the process to be quick, we performed a deletion of stopwords and a process of stemming.

As we mentioned before, getting the variables of the data is a compute-intensive phase because it requires a text parsing. Sequential and parallel execution modes were tested. But the runtime of the sequential algorithm was excessive because it was an iterative process. Therefore, the parallel version with threads was used.

3) Validation of the Extracted Variables

In order to validate the goodness of the automatically extracted variables, collaboration of the expert on the field was needed. For the purpose to make the validation process user-friendly, we implemented a web application called as INDUCCESS (INDUCtion and sucCESS), where several experts may check both Electronic Medical Records and the automatically extracted variables representing each patient.

Fig. 2 shows a screenshot of the web application implemented to make such validation. Inside the application it is possible to navigate through the patients and validate or reject the outcomes from the extraction process.

In case of concordance between the automatically extracted variables and what is contained in the patient’s medical history, the application executes the predictive or inference model and issues a result suggested for the patient (No induction, Induction or Caesarea). Among the functionality available in INDUCCESS, it is possible to visualize some statistical data and detailed information on the project, as well as information from the institutions collaborating or even send an email seeking advice.
Validation of the system has been carried out with several incremental and iterative proofs of concept, starting offline and ending online. It is at this last stage that experts from Hospital Universitario de Fuenlabrada take part and access to the web application with the aim of reviewing a random subset of patients. Results obtained from this process have been considered satisfactory, rendering an error of 16.83%. However, we keep on working so that the discrepancy between patient variables and the real information should be minimized.

B. Decision-making Rules

As it was mentioned before, there are no tools that support the expert in decision making within the field of Obstetrics. With the purpose of ameliorating this situation, we built a baseline model to aid decision making processes based on decision rules from a panel of experts on the field, formulated only according to their own clinical knowledge and experience. This baseline model was used to evaluate the effectiveness of variables and to search for other inference models determining which variables are relevant and improve results when predicting success of inducing labour.

An expert system was designed with the help of the CLIPS tool [10]. CLIPS stands out for providing a strategy of forward chaining inference, that is, it starts with an initial evidence and goes on until a solution is reached. Therefore the usual deductive reasoning of the expert was simulated. Within the system, the attributes representing the patients are part of the basis of facts used by the inference engine to check the knowledge base made of decision rules. However, not all features proposed are highly relevant when making decisions of inducing labour. Consequently the expert (obstetrician) sets the initial weights indicating the relevance of each feature and priorities were inducing labour. Consequently the expert (obstetrician) sets the initial weights indicating the relevance of each feature and priorities were

\[
CF(\neg F) = \frac{2 \cdot \text{weight}(F) - M}{M}
\]

\[
CF(F_1 \land F_2) = \frac{2 \cdot \min\{\text{weight}(F_1), \text{weight}(F_2)\} - M}{M}
\]

\[
CF(F_1 \lor F_2) = \frac{2 \cdot \max\{\text{weight}(F_1), \text{weight}(F_2)\} - M}{M}
\]

where \(M = \max\{\text{weights}\}\), \(F\) is the feature that defines the rule and weight (.) is the weight of the feature defined by the expert.

The attributes used and their weights are shown in Table I and it is fulfilled that the greater the value of the weight the greater is the influence of the variable.

After verifying the coherence of the system and eliminating redundant, unnecessary or conflicting rules, the problem is reduced to work with 35 rules.

The application INDUCCESS incorporates the suggested result by the expert system.

C. Machine Learning Techniques

1) Feature Selection

Typically, there may be some irrelevant or redundant data that, if it is not deleted before training a machine learning model, performance may be affected. That is one of the reasons why the dimension of the original data should be reduced by selecting the most significant characteristics before using predictive models that support decision making.

TABLE I. WEIGTHS OF ATTRIBUTES PROPOSED BY THE EXPERTS TO DEVELOP THE BASELINE MODEL

<table>
<thead>
<tr>
<th>Weights</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-6</td>
<td>clinical_picture</td>
</tr>
<tr>
<td>3-4</td>
<td>previous_vaginal_births</td>
</tr>
<tr>
<td>1-2</td>
<td>bmi_initiation</td>
</tr>
<tr>
<td>0</td>
<td>race</td>
</tr>
</tbody>
</table>

In the present work, we studied a variety of algorithms for feature selection ReliefF [13], mRMR (Minimum Redundancy Maximum Relevance) [14], Gain Ratio and Information Gain attribute evaluation [15], CFS (Correlation Feature based Selection) [16] through the Weka tool [17].

2) Classification Algorithms

Machine Learning and Big Data build and study systems that are able to learn from vast amounts of data and to improve classification and prediction processes. In order for these data to be turned into knowledge, they must be processed and analysed with the models, but every model has its idiosyncrasies, so not all of them are suitable to solve any kind of problem.

In particular, in the medical service decision making processes are critical, as a wrong decision might affect people’ health directly. Therefore, we analyse advantages and disadvantages of each algorithm in the medical practice. We look for models which offer an additional explanation or information justifying the decision, as it may help healthcare specialists gain some knowledge on the given problem. In [18] machine learning techniques and models traditionally applied in
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Machine learning is becoming increasingly important in certain sectors of science, technology or business. The main purpose of machine learning is creating a model which is able to provide a satisfactory explanation for the decisions. However, although able to provide the important variables in the classification, unlike decision trees, its output is difficult to interpret.

D. Explanation of Classification

Machine learning is becoming increasingly important in certain sectors of science, technology or business. The main purpose of machine learning is creating a model which is able to provide a satisfactory response when information is entered onto it. Medical professionals demand models which are able to explain their predictions.

In this article, we implemented the proposed algorithm first by

<table>
<thead>
<tr>
<th>CorrelationAttributeEval</th>
<th>clinical_picture</th>
<th>reason_previous_caesarean</th>
</tr>
</thead>
<tbody>
<tr>
<td>clinical_picture</td>
<td>bishper_entance</td>
<td>previous_caeasarens</td>
</tr>
<tr>
<td>bishper_entance</td>
<td>bishper_entance</td>
<td>previous_vaginal_births</td>
</tr>
</tbody>
</table>

Next we will describe the variables corresponding to Set 2, they are the most relevant to predict the performance.

- Clinical_picture is related to the conditions of the fetus, the mother or both, is a nominal variable whose values are: 1) chronologically prolonged gestation (CPG), 2) premature rupture of membrane...
(PRM), 3) intrauterine growth restriction (IUGR), 4) small fetus for gestational age (SGA), 5) oligoamnios -decrease of the amount of amniotic fluid-, 6) altered fetal well-being (AFWB), 7) hypertensive disorders during the pregnancy (HDP) -chronic hypertension, preeclampsia, eclampsia-, 8) diabetes, 9) maternal medical pathology (MMP), 10) other and 11) NA.

- Prom_entrance is a binary variable that indicates whether the patient entered for premature rupture of the membrane.
- Bishop_score_entrance is the patient’s value at the time of entry. It is a pre-labor scoring system to assist in predicting whether induction of labor will be required. The duration of labor is inversely correlated with the Bishop score; a score that exceeds 8 describes the patient most likely to achieve a successful vaginal birth. Bishop scores of less than 6 usually require that a cervical ripening method be used before other methods.
- Reason_previous_caesarean is a nominal variable which values refers to 1) risk of fetal well-being (RFWB), 2) induction of labor failure (IOLF), 3) No parturition progress (NPP), 4) pelvic-cephalic disproportion (PCD), 5) breech birth (BB) 6) other and 7) NA.
- Previous_caesareans is a binary variable which indicates wether the patient had previous caesareans.
- Previous_vaginal_births indicates the number of previous vaginal birth.

With the purpose of improving the error obtained with the reference model (expert system), we applied the several classification algorithms to both sets of attributes, Set 1 and Set 2. The results are collected in Table IV and Table V, respectively.

Table IV shows that the results are better than those obtained with the reference model. We obtained the best result with Neural Network reaching a classification error of 26.90%.

**TABLE IV. RESULTS USING CLASSIFICATION ALGORITHMS (SET 1)**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ErrClassif (%)</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>34.96</td>
<td>0.683</td>
<td>0.650</td>
<td>0.659</td>
<td>0.808</td>
</tr>
<tr>
<td>Decision tree</td>
<td>27.99</td>
<td>0.693</td>
<td>0.720</td>
<td>0.698</td>
<td>0.799</td>
</tr>
<tr>
<td>Neural Network</td>
<td>26.90</td>
<td>0.721</td>
<td>0.731</td>
<td>0.725</td>
<td>0.844</td>
</tr>
<tr>
<td>SVM</td>
<td>31.17</td>
<td>0.658</td>
<td>0.688</td>
<td>0.657</td>
<td>0.718</td>
</tr>
<tr>
<td>Random forest</td>
<td>27.13</td>
<td>0.709</td>
<td>0.729</td>
<td>0.714</td>
<td>0.848</td>
</tr>
</tbody>
</table>

Results obtained with Set 2 (Table V) show an improvement in respect of Set 1. We have obtained the best result with the same methodology, Neural Network (25.16% classification error).

**TABLE V. RESULTS USING CLASSIFICATION ALGORITHMS (SET 2)**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ErrClassif (%)</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>29.09</td>
<td>0.696</td>
<td>0.709</td>
<td>0.700</td>
<td>0.832</td>
</tr>
<tr>
<td>Decision tree</td>
<td>27.38</td>
<td>0.692</td>
<td>0.726</td>
<td>0.683</td>
<td>0.789</td>
</tr>
<tr>
<td>Neural Network</td>
<td>25.16</td>
<td>0.736</td>
<td>0.748</td>
<td>0.738</td>
<td>0.867</td>
</tr>
<tr>
<td>SVM</td>
<td>26.59</td>
<td>0.712</td>
<td>0.734</td>
<td>0.702</td>
<td>0.762</td>
</tr>
<tr>
<td>Random forest</td>
<td>27.79</td>
<td>0.693</td>
<td>0.722</td>
<td>0.694</td>
<td>0.836</td>
</tr>
</tbody>
</table>

The worst results were obtained with the Naïve Bayes algorithm in both the two subsets. This leads us to speculate that the attributes comprising the two subsets are not independent which causes the worst results in relation to the proven methods. Fig. 3 shows that in general, better results are obtained with less complex models, according to the principle of Occam’s razor.

**C. Explanation of Classification**

In this subsection we provide a system to explain the classification obtained from the machine learning models. An algorithm has been implemented to provide transparency to the Neural Network and SVM models, both considered as black box [7], [8].

This system provides explanations to predictions of the instances. Afterwards, explanations are averaged to obtain the contributions of each value (or range of values) to a specific attribute and, in turn, to obtain the global contributions of each attribute to class prediction. For this process, we considered positive and negative contributions independently; otherwise, the contribution of a value or an attribute may be almost non-existent whereas it is very influential in both ways.

In order to simplify the analysis and visualization of results, we tested with the Set 2 selecting only four out of six attributes. Therefore, the dataset used is composed of 10,487 instances including both numerical and nominal attributes: clinical_picture, prom_entrance, bishop_score_entrance and reason_previous_caesarean. The object variable (class) is the decision chosen before the labour process starts and, as it has been stated in the paper, it may take three possible values: \textit{No induction}, \textit{Induction} or \textit{Caesarean}. On the following figures they will be referred to as class 1, 2 and 3, respectively.

Fig. 4 depicts the global contributions of the four selected attributes for Neural Network model. It can be seen that the attributes specialize...
in the target. In particular, the attribute clinical_picture influences the prediction of the target variables No induction or Induction, but obviously in a different sense, i.e. in a positive way for No Induction and negatively for Induction. This attribute corresponds to an indicator that works as a support for the expert to determine whether or not to perform the induction of the labour. As it was stated above, this variable is one of the most relevant ones for the decision which agreed with the experts (highest weight in Table I). This reasoning is supported by the image on the top right in Fig. 4, which includes the contributions to predict class 2 (Induction), where clinical_picture affects negatively and obviously for the class 1 (No Induction) the influence is positive. For class 3 (Caesarea), it may observe that all attributes are influential and, although contributions are low, bishop_score_entrance stand out with positive values.

Fig. 5 shows the contributions of the Neural Network model for clinical_picture (top panel) and bishop_score_entrance (bottom panel), attribute differentiated by value segments. At the top of each graph is depicted the average contribution, both positive and negative. For the variable clinical_picture, only No Induction and Induction classes are represented. It may see that on average this variable has a positive influence for No Induction and in a negative way for Induction. However, the contribution depends on the input of the variable. For the case of No Induction class is positive the presence of CPG, diabetes, and the influence is negative for most of the conditions related with the fetus, i.e. PRM, IUGR, SGA, oligoamnios, AFWB, HDP. The opposite occurs with the Induction class.

However, the image at the bottom panel shows that the low values of the bishop_score_entrance feature are the most influential in order to decide Caesarea. It matches one of the decision rules provided (‘If bishop_score_entrance<=6 then Caesarea’). The work [21] suggests that a score of 5 or less indicates that the labour is unlikely to start without induction. This agrees with the results show on the bottom panel of Fig. 5.

On the other hand, we included global contributions using SVM in Fig. 6. In this case, despite including lower contributions than using Neural Network, we observe that for No induction and Caesarea classes the influential attribute is the same, which is, again clinical_picture in No induction class and bishop_score_entrance in Caesarea class. On the contrary, SVM and Neural Network disagreed with the prediction of Induction class. In SVM case, it is prom_entrance the most influence variable, despite the fact that reason_previous_caeasarean has also positive values.

![Fig. 5. Contributions of the values of clinical_picture (top panel), bishop_score_entrance (bottom panel) using Neural Network to prediction. The first bar Mean represents the average of all ranges of values.](image)

![Fig. 6. Global contributions of reason_previous_caeasarean, bishop_score_entrance, prom_entrance, clinical_picture of SVM to prediction of each class.](image)

![Fig. 7. Contributions of the values of prom_entrance (upper panel), reason_previous_caeasarean (lower panel) for both SVM and the Neural Network with respect to the prediction of the Induction class. The first bar Mean represents the average of all ranges of values.](image)
With the aim of determining which attribute of the two previously discussed, prom_entrance or reason_previous_caesarean, is more relevant in the prediction, Fig. 7 shows the explanations with Neural Network in the graphs on the right hand side and with SVM in the graphs on the left hand side.

Regarding prom_entrance, the graphs on the top in Fig. 7 show that most instances (all of them in SVM) of Induction class are confined in the option Yes. Nonetheless, low contributions in the case of Neural Network may indicate this attribute is not really influential in order to determine this class or, on the contrary, the model might not have captured the domain of the problem properly, as in this case we obtained reason_previous_caesarean. However, the fact that there are both negative and positive contributions for the two ranges of values reveals the extreme complexity of the problem due to the influence of many other factors in the decision.

The graphs at the bottom show that reason_previous_caesarean is also an influential attribute and it is more probable that in both algorithms the Induction class is assigned to an instance with values BB, other, NA. Most instances take NA value, which leads to think that, although the knowledge of the expert tells us that reason_previous_caesarean variable is determinant for a cesarean section, in the absence of this information for a patient (NA value), the prediction of cesarean section is discarded. The prediction is leaning towards any of the two others possible results, in this case we are showing the case of Induction.

All previous contributions prove what the model has learned from training. There is no direct reference to the real distribution of instances in the space of attributes. In some of the situations depicted, the trained models have captured the real domain of the problem properly and contributions, besides explaining how the model works, reflect this field quite accurately.

IV. Conclusion and Future Work

In this paper we have designed a system to exploit information compiled in the Electronic Medical Records about pregnancies women. The goal is to extract value out of data.

Five principles were pursued in this project: (1) accuracy, models respond correctly, (2) interpretability, responds to the question why a particular action is recommended, (3) actionable, to reduce patient risk, (4) credible, consistent with what is known in the clinical literature and (5) robust, capable of adopting changes over time and population.

A computer system was built which incorporates two divergent principles. Firstly, a Clinical Decision Support System based on decision rules provided by a panel of experts in Obstetrics and secondly, methodology based on learning techniques, Big Data and algorithms were implemented.

Finally, we have verified that a small number of variables is sufficient to obtain robust models. In addition, attempts have been made to obtain transparency in models or algorithms difficult to interpret and thus be able to obtain new rules of behavior.

Experimental results with this dataset indicate that, if there is no reason why the expert might recommend induction, the result should be No induction. For Induction, it is required that the patient had not had any previous caesarean, or that there has been a premature rupture of membranes (prom) when was admitted. In order for a Caesarea to be determined, typically the Bishop score must be less than 6. These explanations make these models more transparent and may help complement knowledge or discover relationships among data that were so far unnoticed.

The implemented system has proved to be of interest and useful to the expert in decision making. It is not only a new tool for access and validation of clinical information, but a new line of work has been created, where the application developed can be used in clinical practice in real time by expert medical personnel, hoping to improve their results. The applied methodology can be extrapolated to any other branch of Medicine.
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ABSTRACT

A recurring problem in healthcare is the high percentage of patients who miss their appointment, be it a consultation or a hospital test. The present study seeks patient’s behavioural patterns that allow predicting the probability of no-shows. We explore the convenience of using Big Data Machine Learning models to accomplish this task. To begin with, a predictive model based only on variables associated with the target appointment is built. Then the model is improved by considering the patient’s history of appointments. In both cases, the Gradient Boosting algorithm was the predictor of choice. Our numerical results are considered promising given the small amount of information available. However, there seems to be plenty of room to improve the model if we manage to collect additional data for both patients and appointments.

I. INTRODUCTION

Healthcare demand has slightly different behaviours in the public and private sectors, in both quantitative and qualitative terms, regardless of the health system [1][2] in the country. This can be explained mainly by variations in funding and differences in the portfolio of services offered [1]. Recognizing the intrinsic characteristics of healthcare demand becomes essential for stakeholders who hold any responsibility over it, be they service providers or policy planners.

Understanding this demand may provide economic and social benefits, for example through savings and reduction of waiting lists. The common denominator is always the added value that this knowledge brings. In any case, it is necessary to analyze demand in a scientific manner so that healthcare providers can react accordingly. Big Data techniques play a crucial role here, as it would be very difficult to do so without them. It is worthwhile noting that this analysis has been traditionally carried out using historical data. This is not the same in other economic fields, where techniques of prediction or behaviour anticipation of demand already have a long history and scientific foundation supporting them. For example, it is a given that electric energy is generated based on a minute by minute forecast of demand – otherwise supply cuts would be frequent. However, this approach is unusual within the healthcare domain, especially when circumscribed to the public sphere.

The second major pillar to consider in the relationship between demand and supply is the actual effectiveness of the provided healthcare; the more available supply, the better the response to its demand. Therefore, maximizing efficiency becomes paramount. Here too, anticipated knowledge of demand behaviour plays an important role. For example, in the case of outpatient consultations, where patients frequently miss their appointment, this lack of attendance has two direct effects. The first one obviously involves patients themselves, who postpone the chance to be treated for a medical condition. The second one affects healthcare procurement, as the time lost by one patient’s non-attendance implies that another patient misses the opportunity to be seen by the doctor. This is the so-called opportunity cost. In private sector settings, you have to add another opportunity cost, for lost revenue during this idle time.

As an example of Big Data applications [3] of clinical data we find cases such as how to treat patients differently based on their characteristics (“treatment personalization”) or in help systems of radio-diagnostic equipment that provide suggestions based on the differences of simple tones of grey (which are just points 1 or 0 in digital language) after the statistical analysis of millions of previous expositions. These are not impending developments, they are already here and making the most of them is an obligation that should not be delayed because at the end it is about the most valuable asset of human beings, health.

Going one step further in the analysis implies paying particular attention to outpatient healthcare, which makes the greatest impact in terms of number of patients being cared for in a public hospital, with magnitudes exceeding 30 ambulatory cases per admission in many cases. Therefore, we are dealing with an activity that affects a large number of people (patients), additionally absorbing significant hospital resources.

In health systems [2] with universal public coverage, the chronic mismatch between the demand for assistance and the supply of resources leads to waiting lists [4] with response times that are frequently unacceptably long, considering what would be the optimal time for citizens. On the other hand, general historical data in hospitals shows that there is a significant percentage of patients who do not attend their previously-committed outpatient appointment and that in
some cases this may amount to 10% or more of non-attendance. In terms of production or of responding to healthcare demand, wasting this percentage of available resources is an unacceptable luxury as long as there is a list of other patients waiting to receive their assistance. Additionally, it implies an intrinsic waste of idle resources in the system.

Upon these considerations, if the percentage of patient non-attendance to their outpatient appointments could be reduced, it would be possible to reduce waiting lists and citizens could be better served, while use of health resources would be improved (via increased efficiency). In order to achieve this goal, it seems a good starting point could be to learn about the behaviour of patients who do not attend their appointments and try to find out whether there is any pattern in their behaviour which then allows to carry out specific actions for each detected population strata. Until not so long ago, there were no technological tools available for the analysis of data related to predictive stratified studies on non-attendance, since databases are large (they can exceed one million annual appointments for a large hospital). The emergence of Big Data techniques in recent years has made it possible to carry out these studies - a clear example of their usefulness in real life.

This article is structured in the following sections. Firstly, a description of the available information is presented. The next section discusses the operation of a predictive model which includes, as explanatory variables, the information related to medical appointments of different patients. Aiming to improve the results, the following section provides the model with the available data on the previous appointments that a patient has had. This information is used to construct a second predictive model. Next, the training of the model is carried out to try to improve prediction accuracy. The last section presents the work conclusions and discusses possible lines of research to try to improve the results.

II. DESCRIPTION OF AVAILABLE INFORMATION

This research lays out a study carried out in a university hospital in Madrid, the San Carlos Clinical Hospital. The hospital provides practically all clinical specialties and an outpatient activity. Consequently, it processes about eight hundred thousand outpatient consultations a year and, additionally, must perform a similar number of outpatient diagnoses (radiological, analytical, day hospital sessions, ambulatory surgical procedures, etc.).

We’d like to thank this hospital for its spirit of improvement and research, for facilitating data for the study while maintaining the absolute anonymity of all records used and the strict compliance with the legislation on personal data protection. A retrospective study of at least one year is therefore proposed with all available records from the field of consultations and examinations to identify whether there is any pattern that defines the behaviour of patients who do not attend their scheduled appointment. This way, strategies for action and improvement on specific groups could be defined, taking into account the already mentioned positive repercussions on efficiency, performance and benefits for the patient.

There are two data sets with information on medical appointments of different patients from January 2015 to September 2016. One of the data sets refers to the ancillary appointments that precede diagnosis and the other one to consultations.

Consultations are acts in which there is the intervention of the patient and medical staff, basically a doctor, with a diagnosis purpose or clinical follow-up. Ancillary processes are acts that are usually related to technological equipment for diagnosis, although a doctor interpretation may be necessary later on.

We can define appointment as the information regarding an attendance commitment for a date, time and place / assistance device. A consultation as the act of assistance with purpose of diagnosis or follow-up of a clinical process carried out by health personnel.

Both data sets contain the following information:

- Patient identifier (unique alphanumeric sequence that guarantees patient anonymity).
- Demographic: gender and age.
- Date and time when the appointment is requested and when it actually takes place.
- Region (province) and place of the appointment.
- Medical speciality and type of appointment (monographic or not).
- Type of appointment (first appointment, review, prevention).
- Whether the patient attends or not.

Analysing the data set we proceed to delete the province, since it remains constant, and to add the CONSULTATION variable to indicate when an appointment belongs to the first or second data set.

Both data sets are then pre-processed, eliminating incomplete records, solving inconsistencies and correcting errors (for example, date formats). After this set of operations and the merging of both data sets, a combined data set with 2,362,850 records (one record per appointment) is obtained. Each record contains the following 12 variables:

- ‘PATIENT ID’,
- ‘GENDER’,
- ‘AGE’,
- ‘APPOINTMENT DATE’,
- ‘APPOINTMENT TIME’,
- ‘DATE_REQUEST’,
- ‘MEDICAL_SPECIALITY’,
- ‘MONOGRAPHIC’,
- ‘APPOINTMENT_TYPE’,
- ‘CONSULTATION’,
- ‘CENTER’ (different building where the patient will be attended)
- ‘ACCOMPLISHED’.

III. CONSTRUCTION OF A PREDICTIVE MODEL

Starting from this final data set, a predictive model is constructed in order to predict the value of the ACCOMPLISHED variable, which reflects, based on the remaining variables, whether the patient attends the appointment or not.

Regarding the prediction we want to make, we may find three possible scenarios:

1. Patients who had previously requested an appointment and attend the doctor’s consultation.
2. Patients who had previously requested an appointment and do NOT attend the consultation.
3. Patients who had previously NOT requested the appointment and attend the doctor’s consultation.

Table 1 shows the figures and percentages of each of the cases previously mentioned.
TABLE I. PATIENTS CLASSIFICATION ACCORDING TO WHETHER OR NOT THEY ATTEND THE APPOINTMENT AND IF THEY DO IT WITHOUT APPOINTMENT

<table>
<thead>
<tr>
<th>#</th>
<th>Class</th>
<th># Consultations</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Show</td>
<td>1,997,090</td>
<td>85%</td>
</tr>
<tr>
<td>2</td>
<td>No Show</td>
<td>237,029</td>
<td>10%</td>
</tr>
<tr>
<td>3</td>
<td>Show without appointment</td>
<td>128,731</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>2,362,850</td>
<td>100%</td>
</tr>
</tbody>
</table>

Case 3 is excluded from our analysis since it would not make sense to try to predict the attendance of patients who have not requested an appointment, as we would not have information about them. Eliminating Case 3 records from the data set leaves 2,234,119 records, 90% of which correspond to patients who previously requested an appointment and attended it. The remaining 10% corresponds to patients who previously requested an appointment but failed to attend. That is, we are facing a classification problem in which classes are very unbalanced.

According to the “Show” / “no show” distribution of our data set, an algorithm stating that a patient always goes to the appointment would be making a mistake of only 10% which may seem acceptable. However, the overall accuracy is not reliable measure to assess the quality of the results with unbalanced datasets.

The first approximation that has been made on the data set was to consider only the available information about the target appointment - the one to be predicted. It is carried out by building a model based on Gradient Boosting Machine (GBM) [13], a classification algorithm which has shown very good results in different tasks, both in the use of discrete or continuous variables, as in the treatment of unbalanced data sets [14].

In our numerical work we used the H2O.ai implementation of the GBM model [15]. In this data set we obtain an average per class accuracy of approximately 60%.

Accuracy is calculated as shown in Figure 1.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[\begin{align*}
TP &= \text{True Positives} \\
TN &= \text{True Negatives} \\
FP &= \text{False Positives} \\
FN &= \text{False Negatives}
\end{align*}\]

Fig. 1. Accuracy calculation.

From this initial exploration of the dataset, follows the relative variable ranking shown in Figure 2.

According to the results obtained it is observed that when it comes to making a classification decision, the most relevant variable (the variable with the most predictive power) is AGE, followed by the MEDICAL_SPECIALITY (0.83) and the health CENTER where the appointment takes place (0.48). Likewise, the variable SEX is not found to be a relevant variable, in other words, there are no differences between men and women regarding their attendance to previously arranged appointments. Note C1 is the date of the appointment.

IV. INCLUSION OF PREVIOUS APPOINTMENTS IN THE PREDICTIVE MODEL

To further improve the results, we are providing the model with the data on the patient’s previous appointments. Put another way, we are checking whether the information regarding previous appointments kept or not by the patient can improve the functioning of the algorithm.

To this end, we will have to create new variables from the data that is provided, on the history of patients regarding their previous appointments.

In the first place, we will create the data set which associates each patient with the ordered history of their appointments. The new variables created are:

- FIRST_DATE: Date of first appointment.
- LAST_DATE: Date of last appointment.
- LENGTH: Number of appointments made.
- SERIES: Chain containing the following bundled information about each patient’s appointments:
  - SPECIALITY
  - MONOGRAPHIC
  - TYPE_OF_APPOINTMENT
  - CONSULTATION
  - MEDICAL_CENTER
  - DELAYS - number of days since the previous appointment
  - H_D - appointment time interval (the day is divided into 4-hour intervals).
  - D_W - day of the week
  - M – month
  - DAYS_Request - number of days since the appointment was requested
  - DAYS_First appointment - number of days since the first appointment
  - ACCOMPLISHED

It should be highlighted that for each appointment we will have a tuple like the previous one, storing under the SERIES variable, in a bundled form, all tuples, which constitute all the appointments made by a patient. This allows us to increase the number of variables that describe an appointment.

We can also add calculated variables that will allow us to add information about the patient, such as: the number of past appointments, the number of appointments attended, the number of days elapsed between appointments, the sum of delays between appointments, both in the history record and in the period of the k-last appointments considered by the model.

With these new defined variables we are able to use the information of each patient, considering their previous appointments, in order to create a new data set for our model.

When considering more than one appointment in the model, we will have to establish a mechanism to identify each appointment. For that purpose, we will use a number that we will add as a suffix to the name of the variable (NAME OF VARIABLE_i, being the suffix i-appointment).
For example, if we use information from two appointments in our data set, we will find the variable ACCOMPLISHED\_0 that is the one we want to predict and the variable ACCOMPLISHED\_1 that will take the values S (Yes, with Scheduled Appointment), N (no) or U (Yes, without appointment) depending on whether the patient attended his or her last appointment or not. Thus, if we decided to take into account only the last two appointments for the analysis, the data set would contain the following information:

- Information about the patient: PATIENT\_ID | AGE | SEX
- Information about appointments made by a patient:
  FIRST\_APPOINTMENT | LAST\_APPOINTMENT | n\_APPOINTMENTS | n\_DAYS | Delay\_sum
- Information about the immediately preceding APPOINTMENT to the one to be predicted (n-1, marked by the suffix “\_1”):
  SPECIALITY\_1 | MONOGRAPHIC\_1 | TYPE\_OF\_APPOINTMENT\_1 | CONSULTATION\_1 | MEDICAL\_CENTER\_1 | Delays\_1 | H\_d\_1 | D\_w\_1 | M\_1 | DAYS\_Request\_1 | DAYS\_First\_Appointment\_1 | ACCOMPLISHED\_1
- Information about the appointment you want to predict:
  SPECIALITY\_0 | MONOGRAPHIC\_0 | TYPE\_OF\_APPOINTMENT\_0 | CONSULTATION\_0 | MEDICAL\_CENTER\_0 | Delays\_0 | H\_d\_0 | D\_w\_0 | M\_0 | DAYS\_Request\_0 | DAYS\_First\_Appointment\_0 | ACCOMPLISHED\_0

Note that the variable ACCOMPLISHED\_0 is restricted to the values \{show, no show\} but only by appointment. However, for previous appointments, the variable ACCOMPLISHED\_1 is considered as attendance regardless of whether or not the patient had arranged a previous appointment, since it is now relevant whether or not the patient attended.

Initially a data set is constructed that takes into account the information of two appointments, the one to be predicted and the immediately previous one. This new data set contains 1,715,029 records. The number of records is now smaller; there will be as many records as n-1 appointments per patient, since each record corresponding to an appointment will have in the variable SERIES the information about the immediately previous appointment. This way the oldest appointment of a patient (in terms of time) will no longer appear in the data set as a record, as it will already be incorporated under the variable SERIES of the penultimate appointment in the same time.

In order to determine whether this enrichment of the data has any effect on the average accuracy (as was done with the initial data set), we proceed to apply this new data set to different predictive models. This time the result obtained for the accuracy is an average of 70% between the two classes (10 percentage points better than for the original data set).

Although the different models used have had similar results, a model of Gradient Boosting Machine (GBM) was chosen since it was the one which generated better results.

We now proceed to the exploration of this new data set using the GBM application. The importance of the variables in this new data set is shown in figure 3. The variable with a higher predictive power is the one that indicates if the patient attended or not the previous appointment (ACCOMPLISHED\_1). The variable that follows it in predictive importance is the SPECIALITY\_0, above the AGE, which in the previous model turned out to be the variable with greater relative predictive importance.

In order to determine if the number of a patient’s previous appointments considered in the model have any relevance in the results, the same experiment is carried out with models of the i-last appointments for i = \{3, 4 and 5\}. Despite testing other predictive algorithms, e.g. General Linear Model GLM \[A5\] and Deep Learning \[17\], the obtained results were similar and do not significantly improve those obtained with i = 2. This seems to suggest that in order to improve the results, additional information would be needed.

V. MODEL TRAINING: TRYING TO IMPROVE ACCURACY

Since taking into account a higher number of appointments has not improved the results, in order to proceed with the investigation, the data set will be used with i=2. That is, two appointments, the current one and the immediately previous one.

Once the classification model has been defined, we will proceed to construct a predictive model, for which the training of the model will be necessary. The latter data set is divided into two parts:

1. One with the appointments available for the period 2015-01-01 -- 2016-05-31 to be used for training, validation and testing. For this training process the following procedure has been followed:
   a) Training of the model, 80% of total data set records.
   b) 60% of records have been used for the training
   c) 20% of records have been used for validation of the model.
   d) Test data: remaining 20% of the records.

2. Another one with the appointments from 2016-05-31 until 2016-09-27 that will be used as a test data set. The results presented in this article are obtained applying the trained model to this data set.

Once the model has been trained, it is applied to the test data, obtaining the probability of each appointment belonging to either the “show” or the “no show” class, which allows us to construct the ROC curve in Figure 4, with a value of 0.7404 for the Area under the Curve (AUC) \[18\].

Taking different values of the ROC curve, we can construct different confusion matrices. Ideally, we should have at hand a relative cost function which allowed us to select the value of the ROC curve that would then allow us to obtain the most appropriate confusion matrix

\[1\] Receiver Operating Characteristic curve is a graphical plot that illustrates the performance of a binary classifier system as its discrimination threshold is varied
for the problem that we want to solve. That is, we should be able to quantify the value that has a false positive for the business (thinking that the patient will attend the appointment when actually there is a non-attendance) or a false negative (thinking the patient will not attend when in fact there is an attendance), with the purpose of minimizing costs this way.

<table>
<thead>
<tr>
<th>REAL VALUES</th>
<th>PREDICTION</th>
<th>Total</th>
<th>Error</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Show (0)</td>
<td>19.955</td>
<td>12.315</td>
<td>32.270</td>
<td>38.16%</td>
</tr>
<tr>
<td>Show (1)</td>
<td>81.613</td>
<td>208.096</td>
<td>290.709</td>
<td>28.07%</td>
</tr>
<tr>
<td>Total</td>
<td>101.568</td>
<td>221.411</td>
<td>322.979</td>
<td>29.08%</td>
</tr>
</tbody>
</table>

The values of the rows correspond to the real values, while the values of the columns correspond to the prediction values of the model. Therefore, out of the 323,664 patient appointments included in the data set of test, patients did not attend 32,270 appointments, whereas patients did attend 291,394 appointments.

According to these data, the classification model is making:

- An error of 38.16% in predicting non-attendance. That is, of the 32,270 patients who truly did not attend their appointments, the model was right with 19,955 and failed with 12,315.
- An error of 28.07% in predicting attendances. That is, of the 291,394 patients who actually attended their appointments, the model was right with 208.096 and failed with 81.613.

As mentioned above, in order to evaluate the quality of the results obtained, we would need to establish a function that measures the relative cost of the decisions that are made based on the results obtained from the model. In this sense, it would be possible to improve the error of one class (worsening the error of the other), by modifying the value of the decision threshold. As the improvement in the error of one class implies a worsening of the other, it is necessary to find the value that optimizes the results.

In the case of medical appointments such as those used for making this article, the most obvious examples for the application of a prediction model as the one previously described would correspond to the following business situations:

1. A model that allows minimizing doctor idle time caused by patient non-attendance. In this case, we would be interested in minimizing the prediction error of attendances. Therefore we should establish what the cost for the business is when a doctor is not attending other patients because the patient of the current appointment has not attended.

2. A model that allows minimizing patient waiting times avoiding overbooking. In this case, we will be interested in minimizing the error in the prediction of non-attendances. We should then establish the cost for the business of having patients wait and therefore waste their time (or of doctors having to lengthen their day), because a doctor has more patients than he/she can actually attend.

Applying this model, with the data set available, to any of the two business cases described above is not very realistic as it does not show information such as the number of doctors who are attending at the same consultation of one speciality. Usually in hospitals and primary healthcare centres, consultations of the same speciality are cared for by more than one doctor, which makes the care flow and therefore, doctor idle time or patient waiting time, directly dependent on that variable. However that information is not available in the data set.

VI. A PRACTICAL APPLICATION OF THE MODEL

In relation to medical appointments it is common practice to make use of notification systems based on the sending of SMS to the patient on the dates close to the appointment. These SMS remind the patient of the details of the appointment, in order to minimize forgetfulness and non-attendance, or to otherwise seek the patient’s notification of non-attendance, which would allow rescheduling the appointment and assigning that time slot to another patient.

However, sending SMS is not free; it means a cost for the institution that provides the medical service. Using a prediction system such as the one described, despite the results not being spectacular, could reduce this cost without a worsening of patient attendance ratios.

Normally these SMS notification systems send a message to all patients who have a scheduled appointment. In the case at hand, since our file contains 323,664 patient appointments, the system would send the same number of messages.

Using this system, it would be possible to limit the sending of SMS to those patients that the model predicts will not attend the appointment, in the case that concerns us 101,568 SMS. This would mean a 66% reduction in the sending of messages. According to the data of the confusion matrix presented above, the model would recommend sending SMS to patients who are actually going to attend and would be leaving out of the sending 12,315 patients who have been classified as attending but who did not effectively attend, making therefore an error of approximately 4% on the total data set.

VII. FINAL THOUGHTS

In view of the results, it can be stated that the information collected in the data set does not seem sufficient, neither in terms of patient description, nor in terms of appointment characteristics, so as to
construct a solid predictive model. The improvement of the results, that is to say, the improvement of the capacities of the classifier presented in this work, seems to depend on an improvement of the amount of information available, both for patients and appointments.

Patient information could be supplemented with more socio-demographic information. Likewise, with regard to appointments, it seems logical to think that supplementing information with data related to the procedures and processes to be performed on the patient can provide the classifier with relevant information to better predict categorization.

Finally, it also seems reasonable to think that the severity of a disease and its consequences can be a significant variable in a patient’s decision to attend an appointment or not. While it is true that these are very subjective concepts and each individual interprets them in a different way, health is something that the average individual usually takes very seriously. Therefore, providing this information from the patient’s medical history could improve the model.
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Abstract

Considering that Mexican injuries prevention strategies have been focused on injuries caused by car accidents and gender violence, a whole analysis of the injuries registered are performed in this paper to have a wider overview of those agents that can cause injuries around the country. Taking into account the amount of information from both public and private sources, obtained from dynamic cubes reported by the Minister of Health, Big Data strategies are used with the objective of finding an appropriate extraction such as to identify the real correlations between the different variables registered by the Health Sector. The results of the analysis show areas of opportunity to improve the public policies on the subject, particularly in diminishing wounds at living place, public road (pedestrians) and work.
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I. Introduction

In the past, injuries lacked from government and society attention because they were considered as an accident and, consequently, inevitable [1]. Nowadays, health care literature does not longer contemplate that injuries are inevitable; on the contrary, they can be prevented when their analysis incorporates intentionality [2]. The World Health Organization (WHO) considers that an injury is a physical damage in the human body that results from its exposition to an excess of mechanical, thermal, chemical or radiant energy. Moreover, this organization classifies injuries into two types: i) unintentional injuries, for example, poisoning, road crashes, burns and drowning; and ii) intentional injuries, which are related to violence from a group or self-directed [10].

Given that eight of the 15 leading causes of death are injuries, it is important to recall that injuries have an economic impact of societies and governments [31]. The WHO European region report that around 9% of deaths, and 8% of hospital admissions, are related to some injury. Within the European Union, the number of deaths by an injury is estimated in 520,000, and a quarter of these are related to intentional injuries [3]. In Latin America, injuries represent the 5% of their hospital admissions, but, most interestingly, the mortality rate associated with injuries presents an increasing trend among the population between the ages 20 to 40 [34].

Among Latin American countries, the case of Mexico is relevant because its public health system spends around 6 billion dollars in procedures and treatments related to injuries, which represents 1.7% of Mexican Gross Domestic Product. Specifically, road traffic accidents are the second cause of death in Mexico; and death by some injury is the first cause of death for Mexican population between the ages 30 to 40. It is estimated that 1.1 million of people are involved in some road traffic in a directed or an undirected way [22].

It is important to recall that injuries do not finish with hospital discharge; most of them generate disabilities that are not well documented because they are not easy to measure. Together with their treatment cost, these disabilities have an adverse impact on individual’s work performance, and in his years of healthy life [6, 22]. Together with a high economic cost, physical disabilities may have negative effects on the people’s productivity. Although the Mexican government has invested time and resources in different public policies oriented to create a prevention culture, they have failed. The Mexican National Academy of Medicine (MNAM) has identified an increasing trend on hospital admissions attributed to car crashes and unintentional injuries at home, but there is no information about injuries caused by another type of lesion agents [5, 13]. Even more, recent empirical evidence demonstrates that prevention policies in Mexico have not had the expected effect [24].

In this sense, research literature, on Mexican injuries, focuses on the estimation of costs and trends related to road traffic accidents and gender violence. Key results from these studies point out that those costs have increased since 2000 and prevention policies have not had a significant effect in diminishing the number of injuries associated with road traffic accidents and gender violence [22, 23]. From a geographical aspect, there are descriptive studies that determine focal points where the probability to be bitten or picketed by an animal is high [25].

Recently, [35] analyzes how the public system in Mexico works. They find a lack of efficiency in the treatment of injuries and diseases due to higher costs and limited accessibility, which points out an urgent necessity to change the public health system [27]. However, as far as our knowledge, there are no formal efforts to develop an integral policy oriented to generate a prevention culture to diminish the number of hospital admissions caused by intentional or unintentional injuries.

In this paper, we show all the factors correlated to injuries from the Mexican health system. We analyze the injury database from the Mexican Health Secretary, which includes all relevant information.
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such as the type of injury, agent of the lesion, site of occurrence, among others. So, we show the lesion agent that is strongly correlated with the location of occurrence at each federal entity in Mexico. In this sense, our most important contribution relies on offering some insights in the development of specific prevention policies.

The paper is organized as follows. Section 2 shows a brief literature review about how the applications of Big Data to Health. Section 3 describes the methodology used to the paper to collect analyze the injuries database. Section 4 shows our main results, which are the lesion agents strongly correlated to federal entities and sites of occurrence. Also, we discuss some strategies that can be implemented.

II. LITERATURE REVIEW

For all, it is well known that Big Data methods are useful for agent’s decision-making processes. Although these analytics have been traditionally used for improving the productivity and efficiency within the business, the public sector has incorporated such methods to analyze a huge amount of data that is generated day by day [27, 29]. There is a broad range of public problems where Big Data analytics have been used successfully. For example, during the US president election in 2012, Big Data methods were used to identify the specific needs of voters in the state of Ohio. So, the political campaign of Barack Obama got the victory in Ohio offering a dinner with George Clooney to women between 40 and 49 years old [4].

Consequently, politicians, governments and policy makers are mainly interested in Big Data analytics because they offer the possibility of designing real time strategies against social and economic problems, and natural disasters as well [20, 32]. In this sense, our paper is closely related to the literature focused on the improvement of lifestyle. This research pursues the monitoring and analysis of social networks data to establish public policies oriented to improve the public health system and present more detailed health economic studies [14].

A. Big Data and Health

Given that Big Data methods serve to simplify and identify the most relevant information, researchers and policy makers have pointed out the potential of these techniques in the creation and development of public policies oriented to mitigate or solve specific health problems [11]. Health-care uses Big Data to identify diseases trends and the improvement of life’s quality, while preventable deaths are avoided [6]. The model developed by the Harvard University and the Boston Children’s Hospital in the USA combine epidemiological information and searches in Google to predict influenza outbreaks one or two weeks earlier than the traditional clinical methods [16]. Although this model over-estimates flu trends, policymakers are interested in the improvement of these practices since their success in the treatment and prevention of Ebola. The use of different types of information contributed with the identification of Ebola hotspots, places where the probability of Ebola occurrence is higher. With these findings, governments allocate more efficiently resources and hospital staff in communities with particular necessities [12]. Pakistan registers another case of success in the application of these techniques in the prevention and correct treatment of dengue. Through a software implementation and the analysis of smartphones interaction, the Pakistani government can identify the residential location of dengue mosquitoes. Consequently, there studies that estimates a saving greater than 200 billion dollars, for the US health system, with the application of these kinds of analytics.

The idea behind the identification of particular diseases trends relies on the fact that people who suffer any discomfort usually search on the Internet what disease is related to their symptoms. With a proper analysis of this information through Big Data methods, health institutions can determine the more accurate treatments for patient’s recovery [7]. Even more, the McKinsey Report in 2015 points out that Big Data is transforming the discussion of what is appropriate or inappropriate in diseases treatments that receive a particular population [28]. In other words, with the identification of trends and related factors to specific communities, it is possible to define special treatments based on the characteristics and needs of the community [9]. Consequently, this report identifies the following five contributions of Big Data to health:

- **Right living.** With a correct analysis of information, it is possible to improve decision making with the promoting of social well-being through the engagement of consumers for their care.
- **Right care.** In other words, it is possible to identify specific treatments and health resources for each patient.
- **Right provider.** Together with a Right Care, the identification of particular need by communities contributes to the efficient allocation of Care Providers.
- **Right value.** An effective allocation of resources enhances health care value together with a reduction of costs. Even more, it is possible to do a continuous evaluation of medical institutions while sustainable objectives are pursued.
- **Right innovation.** Specific community needs require the enhancement of medicine innovation through research and development. Therefore, this new way of information analysis boosts institutions productivity and enhances public social health.

B. Injuries and Public Policy

Given the economic and social costs associated with injuries treatments, there is an increasing interest in the development of prevention public policies through the identification of the factors that causes an injury [30]. Although the measurement of indirect costs is difficult because a large number of disabilities are not attended, it is possible to identify specific features that contribute to a better definition of prevention policies.

The United States is pioneer and leader in the definition of policies oriented to prevent injuries, both intentional and unintentional. Since the 80’s, American researchers identified the necessity of determining the epidemiology associated with injuries for the design of better public policies. In such decade, death by injuries was the leading cause of mortality in the population of ages from 1 to 40. For example, there is evidence that injuries associated with soccer decreased in the period from 2004 to 2009, in a comparison between 1990 to 1996 due to the allocation of extra resources in the development and implementation of policies oriented to promote safe practices in soccer [17].

Also, it is well known that the possession of guns for personal security is the primary cause of firearm injuries in the United States (US), where males from minorities are the population more affected. Since the medical and work costs are estimated in 48 billion of dollars, the US government has designed different prevention strategies to diminish the number of injuries related to guns. There is evidence that these programs have contributed in decreasing the number of unintentional firearm injuries in the last twenty years, but intentional gun injuries have increased in recent years [33]. Even more, empirical studies demonstrate that US cities are safer places than rural counties. Consequently, geographical models built on ARGIS program points out the necessity of allocating resources in the countryside. This kind of studies plots twitter and google searches into dynamic maps [28].

For Mexico, the literature of injuries focuses on gender violence and road traffic accidents. There are biological studies that show hot-spots for animal bites in the federal entity of Veracruz [13]. As far as our knowledge, there are no studies that analyze the factors associated with injuries from a Big Data approach.
III. METHODOLOGY

In this work, we analyze data related to injuries following a Big Data approach. Specifically, we follow the method developed by the San Diego Supercomputer Center (SDSC) [7, 31]. This methodology, or data process, is explained in the following subsections.

A. Acquiring Data

One of the most important aspects of the acquisition of information is to ensure that we have all the data related to our problem. Since injuries have a close relation with health care, we guarantee the previous condition through public databases generated by the Mexican government. Specifically, we get the information from its Ministry of Health, which registers all relevant information related to hospital discharges, injuries, deaths, births, urgencies, population, health resources and health services in the so-called dynamic cubes. So, the injuries cube presents information on injuries such as periodicity and the attention given to patients. This information is classified according to criteria like age, gender, occurrence day, type of lesion, location, among other 55 criteria; and it is available at www.dgis.salud.gob.mx/contenidos/basesdedatos/bdc_lesiones_gobmx.

It is important to recall that the Mexican Ministry of Health owns information from public and private health institutions in all Mexico, and it is classified following the injury definition established by WHO, i.e. the classification incorporates the intentionality component.

B. Prepare the Data

During data exploration, we found 62 variables in the dynamic cube of injuries (for a full list, see Appendix 1). Each variable related to injuries can be expanded into 14 options, in average. As we mention before, the Ministry of Health presents information from all the Mexican federal entities, 32 states, and this dynamic cube has information from 2010 to 2014. Although the injuries cube has not been updated in recent years, the Dynamic Cube is the result of a day by day acquisition of information by the Ministry of Health. Consequently, the whole Dynamic Cube has, approximately, a complete data of 14^62 (variables and options) x 32 (states) x 5 (years), which are estimated in 183x10^15.

Since the central aim of this study is to identify the location factors correlated to injuries and their possible trends, in this step we discard 55 from the 62 variables found in the dynamic cube. According to [18], the designing of public health policies must focus on the population welfare. Moreover, public policy should be capable of dealing with specific requirements, i.e., not all regions and individuals require the same treatment. Consequently, geographical location, type of injury and site of occurrence are important variables in the development of a public policy oriented to mitigate this health problem [21].

By the previous discussion, we take the variables year, the federal entity, injury agent, site of occurrence, days, gender and anatomic area of greater severity from the 62 variables registered in the dynamic cube. The values that each of these variables can take are described below:

- **Federal Entity (which establishes the location where an individual receives attention)**: Aguascalientes, Baja California Sur, Campeche, Coahuila, Colima, Chiapas, Chihuahua, Distrito Federal, Durango, Guanajuato, Guerrero, Hidalgo, Jalisco, México, Michoacán, Morelos, Nayarit, Nuevo León, Oaxaca, Puebla, Querétaro, Quintana Roo, San Luis Potosí, Sinaloa, Sonora, Tabasco, Tamaulipas, Tlaxcala, Veracruz, Yucatán and Zacatecas.
- **Injury agent**: Fire/flame/hot substance/vapor, drug/drug poisoning, foot/hand, fall, blunt object, sharp object, hit against floor/wall, strange object, explosion, choking/suffocation, multiple agents, projectile gun, hanging, radiation, natural disaster, chemical substances, electric current, tool or machine, shakes, motor vehicle, drowning by submersion, animal pike/bite, forces of nature, poisonous mushroom/plant poisoning, other.
- **The site of occurrence**: living place, residential institution, school, sports/Athletics area, public road (pedestrian), trade and service area, work, farm, club/canteen/bar, public vehicle, private automotive vehicle, another place, location not specified.
- **Day**: Monday, Tuesday, Wednesday, Thursday, Friday, Saturday and Sunday.
- **Gender**: male, female, not specified, unknown.
- **Anatomic area of greater severity**: Head, face, eye region, neck, spine, superior limbs, hand, chest, back and/or buttocks, abdomen, pelvis, genital region, lower extremities, feet, multiple, others, it is ignored.

Considering previous variables and their values, we work with a database composed by more than 20 million of data, from which non-relevant information is removed. For example, values like location not specified, gender unknown and anatomic area ignored are not relevant for the designing of public policies. In other words, this kind of values does not offer insights of specific strategies to diminish the occurrence of injuries. This cleaning step contributes to improving the database quality according to the Watson Analytics program.

C. Explore and Pre-process the Data

After the cleaning step, we examine the Data Base using the Watson Analytics program. Such tool allows us to summarize and visualize descriptive statistics.

Figure 1 shows the distribution of injuries at each federal entity; it is important to note that Guanajuato is almost the same size than Mexico, which is curious because Mexico is a federal entity four times bigger that Guanajuato, but Guanajuato presents more injuries per capita than Mexico. Consequently, it is necessary to revisit how the public health system works at Guanajuato and Mexico.

Also, Michoacán, Tabasco and Veracruz stand out from Figure 1, which is natural due to the presence of...
in Finland provides with guidelines to prevent falls in these population. Through this program, a person who lives with older people receives instructions to transform a house into a smart home [30]. The United Kingdom and Spain also apply the idea of changing environments into smart environments since ten years ago. Notably, the concept of a smart kitchen has reduced the number of unintentional injuries at the living place in such countries [20]. Also, it is important the European countries and the United States have a long tradition in the prevention of injuries at work. These governments have identified the high correlation between fatigue and work injuries, which has boosted awareness campaigns between workers and employers to determine the risk of injuries by fatigue [26].

**A. Results**

Our primary results rely on the identification of the Legion agent associated to federal entity and site of occurrence. In other words, the machine learning model identifies the most likely lesion agent by the site of occurrence at each federal entity.

Figure 3 shows in different color the lesion agent correlated with federal entity and site of occurrence; the circle size shows how strong is this correlation. Note that BigML allows the analysis of the whole injuries data set from the Mexican Ministry of Health.

![Fig. 3. Each color represents the agent of lesion strongly correlated with federal entity and site of occurrence.](image)

**D. Analyze Data**

The descriptive statistics contribute to the creation of the prediction model in the BigML program. We investigate the correlation between the variables agent of the lesion, federal entity, and site of occurrence. Through the classical experiment of machine learning, we develop an artificial intelligence model. The central aim of this model is the identification of the lesion agent strongly correlated to federal entity and site of occurrence. So, we train our model with the division of our primary database; one with 80% of the data and the other with the other 20% of data. Consequently, it was possible to generate a process of knowledge induction through data behavior. So, the BigML analysis follows the following steps:

a) As the Watson Analytics software, we check the database quality, “source quality” with the BigML tools, which report zero missing and zero errors at the “dataset.” In other words, the step serves to verify what was done in the cleaning step. Moreover, histograms associated with each variable in the dataset show a regular pattern of the information.

b) The detection of anomalies does not indicate a significant problem in the dataset because they are related to the anatomical area injured, which are not included in the present study. It is important to note that errors associated with anatomical areas are natural since there are instances where injuries case only report a lesion on the head, but not in hands. It is important to recall that anatomical area is not crucial in the definition of prevention policies, but it is an important variable in the allocation of resources and the definition of an efficient mechanism for injuries treatment. In future studies, we will include these variables for a better allocation of health resources.

c) After reviewing the information anomalies, we proceed to generate the regression model through BigML. Thus, the primary data set is divided into two different data sets, one with 80% of the information and the other with the other 20%. After training the model to verify its reliability, we get the agent lesions that are strongly correlated by the site of occurrence and federal entity.

**B. Discussion**

Although we do not report all the findings in Figure 3, Table 1 shows some interesting facts that can be used in the development of specific prevention policies.

First, note that Mexico is the second state with the higher number of injuries at the living place, and chemical substances are the lesion agent correlated to these lesions; this represents a serious public health problem since Mexico is the most populated federal entity. The literature recognizes the necessity of generating a prevention culture in the management of chemical substances. The University of Tokyo points out that social network is suitable to produce a better management system. Also, from social networks, it is possible to
TABLE I. We show the first three Federal Entities that present a higher number of injuries, and the lesion agent strongly correlated with the site of occurrence.

<table>
<thead>
<tr>
<th>Site of Occurrence</th>
<th>Federal Entity</th>
<th>Most probable lesion agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Living place</td>
<td>Jalisco</td>
<td>Hit against wall/floor</td>
</tr>
<tr>
<td></td>
<td>Mexico</td>
<td>Chemical substances</td>
</tr>
<tr>
<td></td>
<td>Guanajuato</td>
<td>Animal Picket</td>
</tr>
<tr>
<td></td>
<td>Tabasco</td>
<td>Foot/hand</td>
</tr>
<tr>
<td></td>
<td>Michoacán</td>
<td>Blunt object</td>
</tr>
<tr>
<td></td>
<td>Tabasco</td>
<td>Projectile gun</td>
</tr>
<tr>
<td></td>
<td>Veracruz</td>
<td>Sharp object</td>
</tr>
<tr>
<td></td>
<td>Tabasco</td>
<td>Hit against floor/wall</td>
</tr>
<tr>
<td>Public road</td>
<td>Puebla</td>
<td>Animal Picket</td>
</tr>
<tr>
<td></td>
<td>Sinaloa</td>
<td>Tool/Machine</td>
</tr>
</tbody>
</table>

This results are detailed below, presenting the site of occurrence, the federal entity with more injuries at that site of occurrence and the agent that causes the injury:

Living Place: (Jalisco: Hit against floor/wall), (Mexico: Chemical substances), (Guanajuato: Animal Picket), (Tabasco: Foot/hand), (Tlaxcala: Sharp object), (Veracruz: Choking/Suffocation) (Chiapas: Blunt object).

Public road (Pedestrian): (Michoacan: Blunt object), (Tabasco: Projectile gun), (Veracruz: Sharp object), (Campeche: Fall), (Jalisco: Projectile gun), (Sonora: Strange object), Work (Tabasco: Hit against the floor), (Puebla: Animal Picket), (Sinaloa: Tool or Machine), (Michoacan, Blunt object).

This article is a first exploratory study of the information that can be obtained from the Health Secretary and the way that the public policies of the country in question of injury prevention should follow. Analysis of the data shows that the type and agent of the injury go beyond car accidents and gender violence.

By using Watson Analytics to know descriptive data statistics, was possible to visually identify the impact of every one of the variables of analysis in the information of the injuries reported by Health Secretary in Mexico. By using this tools was possible to visually identify the States where injuries happened more; such as the distribution of the specific places where those injuries occur. BigML simplified the validation of anomalies and the distribution analysis of the data. Also, it was utilized to determine the correlation between Federative entities, the place of occurrence and the agent of the injury. The use of the Chart of Correlations allowed identifying focus issues on each Federative entity.

V. Conclusion

These results are detailed below, presenting the site of occurrence, the federal entity with more injuries at that site of occurrence and the agent that causes the injury:

Living Place: (Jalisco: Hit against floor/wall), (Mexico: Chemical substances), (Guanajuato: Animal Picket), (Tabasco: Foot/hand), (Tlaxcala: Sharp object), (Veracruz: Choking/Suffocation) (Chiapas: Blunt object).

Public road (Pedestrian): (Michoacan: Blunt object), (Tabasco: Projectile gun), (Veracruz: Sharp object), (Campeche: Fall), (Jalisco: Projectile gun), (Sonora: Strange object), Work (Tabasco: Hit against the floor), (Puebla: Animal Picket), (Sinaloa: Tool or Machine), (Michoacan, Blunt object).

This article is a first exploratory study of the information that can be obtained from the Health Secretary and the way that the public policies of the country in question of injury prevention should follow. Analysis of the data shows that the type and agent of the injury go beyond car accidents and gender violence.

APPENDIX

Variables reported by the Ministry of Health on injuries in Mexico.

- Primary condition
- Agent of injury
- Aggressor under the influence of alcohol
- Aggressor under illegal drug effects
- Aggressor under medical drug effects
- Aggressor under no effect
- Aggressor under effects is ignored
- Single aggressor
- Statistical year and month
- Anatomic area of greater severity
- Safety equipment you used
- Motor Vehicle Injury
- Used safety equipment
- External Cause
- Consequence of greater severity
- Home
- Destination after care
- Weekday
- Preexisting disability
- Aggressor age
- Age years patient
- Age five years patient
- Pregnant patient
- Hierarchy
- Scholarship
- It was holiday
- Intentionality
- The 100 Municipalities
- The 400 Municipalities
- Indigenous Peoples
- Indigenous reference
- Patient under alcohol effects
- Patient under illicit drug effects
Patient under medical drug effects
Patient under effect
Patient under effects is ignored
Relationship to the affected
Received prehospital care
Responsible for care
Can read and write
The Public Prosecutor’s Office was notified
Customer Service
Sex of the aggressor
Sex of the patient
Site of occurrence
Type of care counseling
Type of medical care
Type of care other
Type of psychological care
Type of psychiatric care
Type of surgical care
CLUES
Name Medical Care Unit
Type of Medical Unit
Medical care unit
User referred by
Violence, neglect and/or neglect
Economic violence
Physical violence
Psychological violence
Sexual violence
Single time violence
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ABSTRACT

Talking about Big Data in healthcare we usually refer to how to use data collected from current electronic medical records, either structured or unstructured, to answer clinically relevant questions. This operation is typically carried out by means of analytics tools (e.g. machine learning) or by extracting relevant data from patient summaries through natural language processing techniques. From other perspective of research in medical informatics, powerful initiatives have emerged to help physicians taking decisions, in both diagnostics and therapeutics, built from the existing medical evidence (i.e. knowledge-based decision support systems). Much of the problems these tools have shown, when used in real clinical settings, are related to their implementation and deployment, more than failing in its support, but, technology is slowly overcoming interoperability and integration issues. Beyond the point-of-care decision support these tools can provide, the data generated when using them, even in controlled trials, could be used to further analyze facts that are traditionally ignored in the current clinical practice. In this paper, we reflect on the technologies available to make the leap and how they could help driving healthcare organizations shifting to a value-based healthcare philosophy.

I. Introduction

Healthcare made a big step towards modernization with the emergence of the Evidence Based Medicine (EBM) concept in the late eighties [1]. EBM is an approach to medical practice that aims to apply the best known scientific evidence into clinical decision-making regarding diagnosis and effective management of specific conditions and diseases. While the EBM concept was generally well received by care professionals, many factors, as their daily work conditions or their high work load, affect putting into practice this approach in the expected way. A recent report from the Institute of Medicine in 2012 revealed that only 10-20% of the decisions clinicians make are evidence-based [2]. This fact reflects the need for medical practitioners, supported by their healthcare organizations, to make a shift in their behavior about the way clinical practice is currently carried out.

The idea of EBM emerged in very different conditions to the current scenario. An explosion of technical possibilities -in nearly thirty years- have come into place to help organizations taking a more modern approach, providing them with support in this regard. Not only epidemiological research can drive EBM, but also new data-oriented approaches. When saying “data-oriented”, we refer to data about the real daily clinical practice: how, when, why and by whom are clinical actions carried out (or not), and what are the health results of those actions. Nonetheless, this might still be hampered by the current design of Electronic Medical Records (EMRs) and by the role and focus that contemporary doctors should adopt. The use of EMRs by physicians could be insufficient, as recognized by studies [2] that expose that, even after post-digitalization of healthcare, they are not utilized to their maximum potential at all.

The fact that the EBM approach was crafted with the goal in mind of pursuing effectiveness in disease management left behind the consideration of organizational and human factors that are crucial in how decisions are truly made. By analyzing data generated by healthcare organizations we could yield information about what are the pitfalls that are hindering evidence-based clinical actions. At the same time, new evidence could be unveiled that is probably not considered in the current production of clinical practice guidelines (CPGs). For example, Toussi et al. [3] used data mining techniques to find out how physicians prescribe medications in diverse cases with various clinical conditions, in order to complement existing clinical guidelines where absence of enough evidence occur. Furthermore, specific training actions could be directed to address common failures detected in the management of medical conditions.

Therefore, the problem that healthcare organizations are trying to solve, under the hypothesis that the “Big Data” paradigm will change the way clinical practice is currently carried out, is how can they produce data that help to unveil real clinical behavior and mindlines [4], linked with other organizational data (e.g. costs) and context information that could be behind their actions and decisions. Only making this analysis possible will they be able to change their philosophy to pursue and underpin value, beyond so-called effectiveness. And value here means detecting which actions, later possibly abstracted into policies, could
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really improve the behavior of the organizations and care professionals for the better care of their main users, the patients.

In this paper, we intend to reflect some existing techniques, beyond current electronic medical records (EMRs) that can help to generate such data sets, considerations to be made, providing some examples of initiatives we are trying to push forward from the Innovation Unit of Hospital Universitario Clínico San Carlos (HUCSC).

II. KNOWLEDGE-BASED DECISION SUPPORT SYSTEMS (KB-DSS)

Gartner™ recently reported [5] a five-stage evolution model for electronic health records (EHRs) where they established a path of characteristics, in terms of eight core capabilities, that EHRs should follow in order to provide the proper support to care professionals. Systems complying with Generation 3 requisites are supposed to be able to bring evidence-based medicine to the point of care, and theoretically coincide with the capabilities of most EHRs currently available. These EHRs have progressed mainly through the core capabilities of ‘system management’, ‘interoperability’ and ‘clinical data models’, even if there is still space for improvement. Generation 4 is expected to improve the core capabilities of ‘decision support’, ‘clinically relevant data analysis’, ‘presentation’ and ‘clinical workflow management’.

Greenes offers his view about the past and future of knowledge-driven Health IT [6], stating that current EHR systems were built for a model that is now old and even inappropriate, supported by proprietary infrastructures and knowledge content. He also mentions the gradual increase in knowledge-based applications during the 2000s, with the creation of computer-interpretable clinical guideline formalisms like GLIF [7] and others [8]. By that time, these systems were having little penetration into real clinical settings, mostly due to the lack of pervasiveness of standards and the use of proprietary tools. Fortunately, this fact is something widely recognized by the current Health IT community and steps have been directed to tackle these problems. From requirements analysis of data standards [9] and development of data integration mechanisms [10] for making DSS interoperable, the emergence of new lightweight web services standards like the HL7 Fast Healthcare Interoperability Resources (FHIR) [11], to substantial investments from public bodies that ended up with real deployments and piloting of patient guidance systems. A good example is MobiGuide [10], [12], a project funded by the European Commission under the seventh framework program (FP7). Its goal was to create an intelligent KB-DSS to help physicians and patients taking the most appropriate decisions to manage concrete conditions (atrial fibrillation, gestational diabetes) using a backend server and wearable sensors to monitor patients’ status.

In this context, Figure 1 represents the architecture that represents our view, very aligned to positions already expressed by some research communities [13]. From top to bottom and left to right, physicians and epidemiologists develop CPGs that can be computerized, together with knowledge engineers, into CIG models. With the proper validation mechanisms, using data previously aggregated into clinical data repositories, these models can be trialed, after the corresponding integration into hospital information systems. The execution of CIG models can start generating data sets that are composed of acceptance or denials by physicians of recommendations (e.g. diagnosis, drug prescriptions, therapies, etc.) provided by the knowledge-based DSS developed, and treatments paths followed for different patient profiles. These paths can later on be analyzed by means of process mining techniques [14], [15], unveiling common practices followed while using decision support and comparing the compliance of traditional clinical practice with the one recommended by the evidence-based...
DSS. At the same time, normalized clinical data repositories, while ensuring the quality of the data stored, can be used in the traditional view of machine learning and big data research [16], [17]. The results could be complemented by comparing them with the output data sets of the KB-DSS. The output of the research could provide new evidence to be included in new versions of the CPGs (continuous improvement).

III. INNOVATIVE PROJECTS IN HUCSC

The Innovation Unit of Hospital Universitario Clínico San Carlos, being transversal to the healthcare institution, is intended to cover two main aspects of innovation, always pursuing to increase value. On the one hand, it is expected to help hospital professionals to get their research into the market, when there is an opportunity for it. On the other hand, it maintains a technical department to develop innovative products and test their prototypes, driving the Hospital to maximize the possibilities that technological solutions could provide, especially artificial intelligence-based tools.

The ultimate intention is to disseminate the existence of these techniques while facilitating its understanding, create a culture of innovation within the Hospital and, when possible, get external companies to finalize these prototypes, or collaborate in the development, if they are demonstrated relevant and close to a market possibility. The following are several ongoing projects aligned with the goal expressed before and contributing several methods and artifacts to the architecture presented:

A. Computer-interpretable Guideline for Diagnosis and Treatment of Hyponatremia

The Endocrinology Department demanded a process-based solution to help new residents to improve their ability to diagnose and manage the hyponatremia condition (presenting low levels of serum sodium). Hyponatremia is the most frequent electrolyte disorder, however, according to some studies, it has proved to be very difficult to comprehend by physicians in general [18]. To address this project, we developed a CIG model [19], [20] using the PROForma set of tools [21], [22], covering the diagnosis of hyponatremia, classifying it into thirteen different subtypes. During a retrospective validation of the system with the data from 65 patients, we compared the system’s output to the diagnosis consensus of two experts, obtaining a very high agreement (kappa=0.86). The agreement found was also higher than a previous experiment found in the literature [23], carried out by comparing the performance of a resident physician -using the original paper guideline- with the diagnosis of senior physicians. Nonetheless, the most relevant advance of using such a system, beyond its successful diagnosis performance, was the identification and recording of data cases that were contrary to the consensus of international hyponatremia experts, specifically regarding hypoaldosteronism, where concrete markers thresholds were thought to be associated to its diagnosis. The application of our model found several cases where this hypothesis did not apply, showing the lack of real evidence and the need for further research. This is a concrete demonstration of how putting into practice these knowledge-based systems can help detecting where evidence is failing and focusing new research directions ahead.

B. Unsupervised Learning of Discharge Data (Big Data)

The syndrome of inappropriate antidiuretic hormone secretion (SIADH) represents around one-third of all cases of hyponatremia. We carried out a project [23] to identify clusters of hospitalized SIADH patients sharing diagnosed pathologies (comorbidities), where the results coincided and extended previous research identifying individual comorbidities.

Our methods included testing of two different distance measures and hierarchical agglomerative clustering. We used similarity profile analysis for determination of the number of significant clusters and membership of individuals [25] (by means of the SIMPROF method included in the clustsig R package). The method provides also the members of each proposed cluster, where validation of the clusters produced is assessed by iteratively carrying out hundreds of permutations tests. Analyzing the data from around 650 patients, it unveiled 8 clusters, where the most significant ones were five: cancer patients, urinary tract infection patients, patients with renal failure, patients with respiratory problems, and patients with atrial fibrillation and other heart conditions.

We found a main problem; this process is very costly to be carried out in a personal computer, especially when having thousands of columns in the data (variables). We are evaluating the use of the Cloudera big data framework along with Apache Mahout [26] to build a next stage of scalable algorithms that are able to cope with big data sets. If successful, this should be accompanied by the deployment of a private cloud infrastructure [27] able to provide a machine learning as a service (MLaaS) platform, due to the characteristics of patient sensitive data.

C. Hikari: a Case Study of Mental Health (Big Data)

In June 2015, Fujitsu Laboratories of Europe Ltd. and Fujitsu EMEIA in Spain signed a strategic research collaboration agreement with the Foundation for Biomedical Research of Hospital Clínico San Carlos (FIBHSCC). Mental health was selected as a key target for the initial project for several reasons: 1) the high levels of disability and morbidity associated to mental illness; 2) the important burden that mental illness imposes on patients, both at individual and social level, and on the use of healthcare resources; and 3) the virtual impossibility to analyze results and its value, despite an apparently perfect design and theoretical structure of mental health services [28].

Hikari, the Japanese word for light, is a part of the Fujitsu’s Zinrai Artificial Intelligence technologies focused on people that includes data analytics and semantic modeling. In this project we have used relevant dissociated clinical data from the Psychiatric Department, obtained during the last ten years, including patient discharge records and the specific registries of psychiatric emergency care, in order to generate a very simple and friendly tool that allows clinicians to have access to information related to the main diagnosis, comorbidities and associated health risks, and also the possibility of analysis at the population level. It has been also useful to track the pathways through the healthcare system followed by patients, and to analyze the impact on the use of resources and costs.

At the present time, the database includes approximately 30,000 emergency care records and 6,500 hospitalizations, however we expect that by the time this paper will be published, it will include data from more than 370,000 outpatients and 38,000 records of day hospital care. This will help us to establish patterns of behavior of the different pathologies and conditions, both in terms of comorbidities, pathways and use of resources.

D. Clinical Data Repository for Secondary Use

Health Observatories, regardless of regional, national or supranational level, rely for their reports on data that will inform on healthcare structure and compliance with programs or pathways. However, data on health outcomes and results are very few or close to none. This is very closely related to the incoherence and fragmented evolution of health care information systems.

In the last decades it has become increasingly evident the demographic and social change in western societies that has brought the concepts of chronicity, fragility and complexity of patients. This makes the continuity of care centered on patients an absolute necessity.
if we are to keep our health systems sustainable. Probably one of the main factors involved in this kind of transformation is the access to daily care data that will enable patients, professionals, managers and health policy makers to address these challenges.

If we consider the previous lines, it becomes more and more evident the desirability of having repositories of relevant dissociated clinical data that will allow to evaluate the procedures and results of the real clinical practice, to compare them with recommendations based on evidence and, at the same time, to generate new evidence from the stored data. It is essential to standardize data structure, context (actors, themes, time), continuity of care (such as UNE-EN-13940), generic reference models (such as UNE-EN-ISO 13606, part1), understandable archetypes for clinicians (such as UNE-EN-ISO 13606, part2), terminologies (such as SNOMED-CT) and ontologies for knowledge representation [29]. And obviously, to fulfill the criteria of privacy and data security provided in the legislation, recently renewed in Europe with a new regulation [30].

IV. Discussion

The application of KB-DSS in healthcare can provide very diverse information. One of the most useful can be the detection of mistakes incurred frequently by professionals when comparing to evidence-based guidelines. Other outputs can be more research-oriented, identifying situations that were thought to be good recommendations but in fact they could be not, according to decisions and reasons explicitly provided by physicians while using the system.

The reader may have noted that we are not stressing from the very beginning that the requirements of the data sets generated by our approach include being of considerable size (the V for “volume”). The reason for this is that we are convinced that the data generated will be eventually growing. However, there is an increasing need to prioritize the V for “value”. We think this value is closely linked to ensuring the V for “veracity” in big data approaches in Healthcare, beyond the rest of Vs (velocity, variety), that are certainly depending on technological capabilities and solutions. This means that we need to ensure mechanisms to guarantee the quality and completeness of the data collected [31], [32] in normalized repositories, if we want to have success in applying these techniques and obtaining valuable healthcare results.

V. Conclusion

Decision support systems might be able to facilitate the autonomy of citizens when choosing their health options and the ability of professionals to make the most appropriate decision at the right moment. It may also help health policy makers and managers to prioritize the most needed actions in an environment with increasing health needs and resource constraints. But this will be very difficult without the development and maintenance of repositories of dissociated and normalized relevant clinical data from the daily clinical practice, the contributions of the patients themselves and the fusion with open access data of the social environment. Furthermore, this should be quickly accompanied by a proper regulation [33] (by the qualified bodies in Europe and the FDA in the US) that make clearer for entrepreneurs the requirements for the development, testing and validation of these new models.
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ABSTRACT

Big Data offers opportunities in many fields. Healthcare is not an exception. In this paper we summarize the possibilities of Big Data and Big Data technologies to offer useful information to policy makers. In a world with tight public budgets and ageing populations we feel necessary to save costs in any production process. The use of outcomes from Big Data could be in the future a way to improve decisions at a lower cost than today. In addition to list the advantages of properly using data and technologies from Big Data, we also show some challenges and risks that analysts could face. We also present an hypothetical example of the use of administrative records with health information both for diagnoses and patients.

I. Introduction

According to Edd Dumbill from O’Reilly Media, “Big data is data that exceeds the processing capacity of conventional database systems. The data is too big, moves too fast, or doesn’t fit the structures of your database architectures. To gain value from this data, you must choose an alternative way to process it” [1]. The challenge is not about dealing with trillions of bytes of streaming data, it is about getting started with a quantitative approach so that you can drive value from your data, whatever size that data is. Data Scientists help understand the value of data to take timely and relevant actions [2].

Our economy depends on data. Data is everywhere, in every sector, in every country. We generate and consume data. Our interaction with machines, people, companies and public institutions produces data. Information allows us to improve the business processes and provide our customers and partners with the best quality standards, services and products. Big Data generates value in several ways, according to McKinsey [3]:

- Creating transparency: making data accessible timely manner.
- Enabling experimentation: collecting more accurate and detailed performance data, setting up controlling experiments.
- Segmenting populations to customize actions, target promotions and advertisement.
- Replacing/supporting human decisions making with automated algorithms.
- Innovating new business models, products and services: UBER, Spotify, LinkedIn, Twitter, Netflix are well-known examples of this.

Big Data is affecting healthcare too. In 2012, worldwide health care data reached 500 petabytes and it is expected that in 2020 there will be more than 25000 petabytes available. The 2011 report by McKinsey Global Institute estimate that the potential value that can be extracted from data in the healthcare sector in US could be more than $300 billion per year.

Again, in the US, several initiatives encouraging the use of Big Data for health, like the Affordable Care Act, a set of health data initiatives by the department of health and human services. The Heritage Provider Network Health Prize (http://www.heritagehealthprize.com) challenge offers a $3 millions prize to improve healthcare avoiding unnecessary hospital admissions. More than 71 million individuals in the United States are admitted to hospitals each year, which approximately implies a $30 billion bill wasted, according to a survey from the American Hospital Association. Medicare penalizes hospitals that have high rates of readmissions among patients with hearth failure, hearth attack and pneumonia, to avoid this loss.

US Government holds other projects like BRAIN (Brain Research through Advancing Innovative Neurotechnologies), boldlying $100 million to revolutionize our understanding of the human brain (that generates a huge amount of information). The scientists’ goal is to get answers to Alzheimer’s disease, epilepsy and new treatments for traumatic brain injury. In March 2012, the Obama Administration launched a $200 million “Big Data Research and Development Initiative”, one of whose main aims is to transform the use of big data for scientific discovery and biomedical research.

The European Commission (EU) is not an exception and some projects have been proposed under the EU Research and Innovation Programme Horizon 2020. Other Health 2.0 initiatives are being carried out by different countries with the aim of accelerating innovation and obtaining better ways to manage patients, institutions and establish more convenient policies. Medical institutions, insurance companies and governments are applying healthcare Big Data to cut down medical service costs and to optimize patient’s attention.

Many initiatives gaze at or are focused on healthcare data digitalization. An Electronic Health Record (EHR) refers to the systematized collection of patient and population electronically stored health information in a digital format [4]. In 2005, only about 30% of office-based physicians and hospital in the US used EHR. By the end
Health performance is positively correlated with economic performance; wealthier countries have healthier populations [5]. In many countries, the healthcare system has to afford several major challenges including ageing populations, chronic illnesses, ensuring universal access, guaranteeing equity and raising quality of care. New technologies and data analysis techniques might help to overcome these tasks. According to the Organisation for Economic Co-operation and Development (OECD) and due to the economic crisis, many years of consecutive health expenditure growing ground to a halt in 2008; health budgets were cut since then and, they are likely to remain tight for a number of years to come [6, 7]. On average, countries devote only 3% of their health budgets to spending on prevention [8]. The OECD recommends to policy makers focus their efforts on building health systems that meet population needs and deliver excellent value for money. Being able to reliably measure and compare health system performance will be crucial to achieve this goal. In this context, it is very important for governments and institutions to obtain timely data. It could help to ensure adequate and sustainable provision of high-quality services at correct administrative costs. In addition, it is necessary to study the occurrence and cost of fraud, abuse and corruption in health systems, as well as the policies to fight them. All these aims require new data, new statistics, better measures of outcomes and more patient-reported measures and it opens the door to the use of big data and suitable methods.

Health systems must adapt to take advantage of the development of new technologies to get personalized medicine. This paradigm tries to overcome the limitations of traditional medicine taking into account the unique genetic map for each individual. It is mandatory to effectively integrate new technologies into health systems to get personalized medicine and move to national aggregate measures of health care quality to more granular measures at hospitals [6, 7]. Healthcare information and advanced analytics may contribute to shift from population-based evidence for healthcare decision-making to the fusion of population and individual-based evidence in healthcare [9]. The effects might be immediate and cover from better treatments and diagnoses to reduce labor force transitions after a health/disability shock [10].

Focusing on the economic aspects of healthcare, we need to improve the state-of-the-art of forecasting models of health spending to develop expenditure projections that explore the impact of different policy scenarios and policies [11]. Some facts confirm this statement. The US has not seen an increase in life expectancy or last-days quality of life to match its huge outlay on health care. Although the US healthcare expenditures are the highest of any developed country, at 17.1% of GDP in 2014, according to the World Health Organization Global Health Expenditure database (http://data.worldbank.org/indicator/SH.XPD.TOTL.ZS), such expenditures does not seem to improve health outcomes. However, the rising cost of medical care and health insurance is impacting the livelihood of many Americans [12].

Other countries have different problems. South Korea has one of the most advanced information technology (IT) infrastructures in the world. The application of IT in health systems is rapidly progressing from computerization to information, ubiquitous and start systems. All in all, the cost of health in terms of GDP is 7.4%, less than half the cost in of the US system. However, a major problem concerning healthcare resources lies in the regional disparities between medical services [13].

There are many researchers and institutions involved in the study of economic and health inequality [14]. Inequalities in health are linked to many factors, including differences in exposure to risk factors, and differences in the access to health care [15]. The economic crisis has had deep consequences in the labor market and public policies of many developed countries. Labor market conditions have deteriorated with increased unemployment rates and wage cuts, reforms in the public pension and the health care systems, among others. Undoubtedly, this may have an impact on the population’s health and/or the equity and efficiency of healthcare systems. Several authors provide evidence on the relationship among unemployment rates, business cycle conditions or housing conditions on health variables in the short-run [16, 17, 18]. Budget cuts have an impact on dependent people, for example and in Spain, demand for private long-term care insurance has grown in recent years and this can be attributed to budget cuts affecting the implementation of System of Autonomy and Attention to Dependent People [19].

Of course, we cannot ignore the potential that Big Data Technologies provide to pharmaceutical companies. In this sector spending is declining in real terms, due to top-selling drug patent losses and to fiscal consolidation measures adopted by many OECD countries. Using Big Data, pharmaceutical companies can better identify new potential drug candidates and develop new effective products, approving and reimbursing medicines more quickly [3].

III. BIG DATA OPPORTUNITIES

Healthcare needs more efficient practices, research, and tools to harness the full benefits of personal health and healthcare-related data [20]. Many healthcare researches use advanced analytics tools to bring order, understanding data and reduce complexity. Researches, hospitals and physicians have access to rich sources of data that have potential for an increased understanding of disease mechanisms and better reporting. However, the size and complexity of the data present many challenges. There is a recognizable need for scalable tools that can discover patterns without discounting the statistical complexity of heterogeneous data or falling prey to the noise it includes [20]. This data-driven culture together with a share-knowledge attitude can play a critical role in the emergence of personalized healthcare. Numerous diseases have preventable risks factors or at least indicators of risk. Improving the prevention systems is possible and viable; we can consider not only healthcare or genomic variables, but also economic, demographic and lifestyle variables. Healthcare is moving from a disease-centered model towards a patient-centered model [21, 22]. Big Data Technologies offer many opportunities to proactive medicine too. From the clinical patient’s data, it is possible to find similarities of that patient to millions of other patients. So, this allows physicians to go ahead and predict the likely of new relapses and the effect of drugs.

Getting into further detail, Big Data Analytics will impact healthcare in several ways [23, 24]:
- Right living: data can help patients to take an active role in their own health (i.e. practicing some sports).
- Right care: data can improve outcomes and reduce medical errors.
- Right provider: hospital and patients can select the best provider based on data.
- Right value: data analytics has potential to eliminate fraud, waste and abuse.
- Right innovation: a sharing-knowledge culture and data-driven
networks allow more flexible, efficient and innovative ways of working.

- Providing patient centric services: provide faster relief by providing evidence-based medicine, reducing readmissions and reducing costs.
- Detecting spreading diseases earlier.
- Monitoring the hospital’s quality.
- Improving the treatment methods.

Frequently, Big Data and machine learning go together. Most of the challenges previously cited require a machine learning approach to obtain suitable models. Some applications can be found in [25]. Data from a variety of sources can be used to improve the accuracy of determining which chemical compounds would be effective drug treatments for a variety of diseases. Machine learning at scale has significant potential to boost drug discovery [26]. Some medical specializations like radiology need to deal with different formats like image or text, working with Big Data technologies, researchers can process together different data structures obtaining knowledge [27, 28].

A. Data Sources and Big Data

The majority of healthcare data are structured rather than semi-structured or unstructured. On the one hand, data refers for relational database records, clinical notes, clinical images, statistical data, electronic healthcare records (EHR) and so on. On the other, researchers in the field of applied health economics often use survey data. For example, the Health and Lifestyle Survey (HALS) in Great Britain requires 1 hour face-to-face interview plus several questionnaires (physiological + cognitive + functional). In the 1984 – 1985 edition, only 53.7% on a sample of 12,672 people provided a complete answer to the full questionnaires. In addition, researchers take into account other information from economic and demographic surveys, reporting socioeconomic status, household income, education, marital status, ethnic, children, ages, etc. These surveys provide aggregate instead of personal data [29].

On the contrary, Big Data analytics are frequently based on individual (anonymized) and dated data. This kind of data comes from ‘real’ and individual actions (usually administrative records), not from surveys. A real action can be a visit to a physician, a surgery, a treatment, a clinical checkup…. Although this data is also often aggregated due to privacy requirements, both in its individual or its aggregate forms, it offers more possibilities to researchers. Now, scientists do not completely depend on complex surveys designs, they have access to timely and relevant information based on individual records. This increase in data make easier to adopt the machine learning methodology. Moreover, access to sufficient data provide advantages as reduction of problems to obtain our training sample, more validation possibilities and datasets for additional testing.

Many works evaluate lifestyle data in conjunction with health data, smoking, drinking and related behaviors that have a direct impact in health [30, 31]. The HALS is commonly used as primary dataset. This survey compiles questionnaire answers related to this subject. Around 10,000 individuals are interviewed each year with a low rate of complete responses. It is not trivial for surveys to take into account health and lifestyle models or health related behavior due to technical restrictions or attrition bias. With surveys, researchers cannot resample and obtain other values due to the required time to perform the survey and the technical complexity. Biased data is not an accurate reflection of reality. If data reflects biases, the obtained models can be wrong.

Surveys have also problems when researchers like to study the evolution over time of some variables. One problem is the frequency of the data. For some research questions it would be important to have daily data at hand but it is not usual in survey data, where it is common to employ monthly or annual data. However, data democratization is coming to help researchers all over the world to commit their objectives. For example, Banco Bilbao Vizcaya Argentaria bank (BBVA) is pioneering a new service generation providing anonymized transaction data and offering forms of collaboration with research institutions and universities. Transaction data is a valuable information source including data about expenses using Point of Sale (PoS), pharmacies, gyms, etc. Again, this information can be completed by open data, including air quality, climatic parameters, etc. When we like to answer questions about public health arising from environmental problems, individual or aggregate health records can be complemented both with previous climatic variables and also with variables from smart cities (see, for instance, the decumanus project -http://www.decumanus-fp7.eu/home/).

The need for semantically interoperable EHR is now a well-established tenet [32, 33, 34]. Market mobility of the population (changes of residence, job changes, tourism) and its demand to have access to services of similar quality to those of their place of origin are factors that set in motion the creation of information systems based on interoperable EHR. For researchers, EHR implies the possibility of access to detailed information about individual patients, clinical histories, clinical notes, family histories, treatments and results, etc., in short, all the patient’s medical information. The spread of this standard remains difficult and challenging. The adoption of EHR implies a slow process. The integration if this kind of data with hospital information systems is a tough task. We consider that it is necessary to promote dissemination campaigns on the use of the standard to avoid errors and to make users aware of the importance of completing the requested information.

IV. CHALLENGES AND RISKS

Despite the benefits of the Big Data, some resistances have to be solved [3]:

- Resistance to change: providers used to make treatment decisions independently using their own clinical judgment rather than protocols based on big data. However, Big Data technologies and algorithms are not intended to replace physicians, they just try to support the decision-making process.
- Resistance to uncertain returns: many Big Data projects should be viewed from an experimental and research side. It not possible to determine in advance the accuracy of the developed algorithms.
- Resistance to face new challenges related with privacy and deal with many players, technologies and data sources.

To solve these resistances, it is necessary to develop and spread talent transformation initiatives involving physician, managing positions and technical staff. The objective is to show the benefits linked to Big Data and, at the same time, to raise awareness of the risks associated with the management of expectation, privacy, security and technical challenges.

Data anonymization is a mandatory step to comply with the current legislation [35]. The available of open health data for secondary use is fundamental for advance in the medical knowledge. The use of public datasets by researchers has effects on the acceleration of scientific advances as well as improvements in both the efficiency and efficacy of health processes [36]. A responsible use of individual’s data must be guaranteed, but it is possible to reconcile individual data privacy with socially valuable uses [37].

Many initiatives are trying to evolve the security and privacy standards. Some proposals come from sectors others than the healthcare system. For example, Blockchain systems were first developed for finance applications. Blockchain is paramount to realize the benefits of improved data integrity, decentralization and disintermediation of trust, and reduced transaction costs. It can offer a promising new distributed framework to amplify and support integration of health care
information across a range of uses and stakeholders. Blockchain relies on established cryptographic techniques to allow each participant in a network to interact without preexisting trust between the parties without in a model where there is not a central authority [38].

Clinical notes are a common piece of information in the daily routine of physicians, hospitals and laboratories. Understanding clinical notes in the right context is a great challenge. Clinical notes introduce mistakes, ungrammatical and short phrases, abbreviations, misspellings, semi-structured information, inconsistencies, which do not reflect all the information.

The state-of-the-art in text mining applications is evolving quickly and some successful use cases have been achieved. Watson from IBM, for instance, is able to understand questions and context, and to analyze through 200 millions pages of data and provide precise responses in seconds to physicians.

We can list in a non-exhaustive way a list of other technical challenges:
- Select risk factors [39]. Big data technologies and machine learning techniques made possible to obtain scalable models using large amount of data.
- Patient similarity: researcher uses graphs theory and similarity measures to obtain patient similarity patterns and improve the prevention system. For example, collaborative filtering methods allow us to leverage similarities across a large group of patient pool in real-time to deliver a personalized treatment (taking into account all available demographics and previous medical history). Using Big Data Science, we can generate predictions focused on other diseases that are based on data from similar patients.
- Medical Image Retrieval: analyzing huge image databases imply dealing with high dimensional and complex data. Dimensionality reduction techniques are useful to process this information.
- Genetic data: Using genetic data for treatment optimization. Single human genome is about 3Gs. In order to get a complete genome the use of cloud technologies implies a cost around $5000.
- Public health: it is interesting to understanding disparities related to race, social condition, age, gender for epidemics or illnesses, using both clinical and socio-economic data.

V. Methodologies and models

Big Data and Data Science terms are strongly related. Data Science is about how to extract knowledge or insights from data in various forms, either structured or unstructured [40]. This scientific field implies the use of statistics, machine learning, data mining, predictive analytics, coding, etc. The Data Science process has been explained in [41] and is shown in the next figure.

Working with raw data involves spending time processing and cleaning data. The data acquisition phase requires up to 80% of the project time. Exploratory Data Analysis covers ways to summarize and visualize important characteristics of a data set. This step allows us to describe our data and generate hypotheses. After building our models (using machine learning or alternative algorithms) it is necessary to communicate the achieved results in an effective way. Finally, we can build a data product that adds value to companies, physicians and potential patients. As we can see in Figure 1, this is not a straightforward path.

Collecting, processing and cleaning data correctly (the data acquisition phase) are tough tasks. This is why is useful to standardize some steps in this phase. Figure 2 shows some recommended steps according many authors’ experience (and also ours).

We can start selecting variables or data sources to collect and querying the data from a distributed file system, relational database management system or non-relational database. Next, cleaning data is a common task. Outliers need to be identified and treated properly. Data normalization allows us to seek for relations and compare results. Before automate the process, we need to test data in order to analyze whether variables and data source are useful and enough to accomplish our goals.

Researches in this area need to consider training and test set or, better, training, validation and test set if necessary for model selection using Big Data. We use the training set to discover relations and train the model. The validation set is used for tuning model parameters and, finally, the test set is used for performance evaluation. All these phases involve the use of some models, which normally must be specific to health-related variables. It is common in these cases to have counts (visits to physicians, episodes of illness, etc.), discrete variables (decisions made by physicians-patients, either in an agency-principal model or in any other context), data reflecting dynamics (duration of an illness-episode, duration of a treatment, etc.) and many other. Dealing with these specific data requires specific methods when we try to extract causal relationships. All these issues are of course out of the scope of this paper.

VI. An Empirical Example

This section is devoted to describe an example of the use of Big Data and Big Data methods applied to a specific health problem, which also involves economic issues. Data could be in a repository or non-relational database. Next, cleaning data is a common task. Outliers need to be identified and treated properly. Data normalization allows us to seek for relations and compare results.
How can these methods help to reduce cost or to advance in individual diagnosis (personalized medicine)? Text vectorization also makes it possible to analyze the most similar diagnoses (using similarity measures) to a given one. In this way and, after receiving a new clinical diagnosis, it is possible to find similar diagnoses in the historical to check if there is a relationship between patients already treated and the new one. If this relationship exists, as pointed out in previous paragraphs of this paper, the patient can be given a better preventive service based on the evolution of similar cases. Finally, this same technique also allows the execution of topic modeling algorithms that permit grouping documents into different topics. This is useful for launching new research hypotheses based on documents that are grouped in an unexpected way. Classification algorithms can also help to infer associations among clinical terms in relationships sometimes unknown. They also can help association among patients who share similar demographics with benefits for the quality of the diagnosis and treatments. All in all, the health services can avoid in many cases spending because of trial-error in the treatments to new patients and, in many other cases, they can shorten the duration of the treatment when the historical information results in an adequate treatment for the new patients. In both cases, the health institutions can get important budget cuts and they can also optimize the quality of the of the care provided.

VII. Conclusions

Any economy depends on using data. Data is everywhere, in every sector, in every institution, in every country. The potential value that can be extracted from data in the healthcare sector is considerable and promising. Big Data offers many opportunities but there are some associated risks too. To ensure patient’s privacy is paramount. Solving privacy frontiers will allow researchers to share data and accelerate the availability of results. Researchers need to consider Data Science methodologies to be able to successfully deal with huge amount of data.

The current state of public finances in many countries could help decision-makers in adopting some measures or policies concerning the use of all available information in a more effective and efficient ways to reduce both costs of administration and production in the healthcare sector. Each day the users of public or private institutions providing health services produce thousands of administrative records, which can be used by analysts and researchers to inform the policies as a way of ex – ante or ex – post evaluation of them. Here is where Big Data and Big Data technologies have opportunities and challenges, but also risks.

The collaboration of public and private institutions with experts and researchers in various fields (privacy, anonymization, machine learning...) is required, when we like to take full advantage provided by Big Data and Big Data technologies. All agents must work together transparently. In addition, it is necessary to inform and train all those involved effectively.
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ABSTRACT

Over the last years, the need for changing the current model of European public health systems has been repeatedly addressed, in order to ensure their sustainability. Following this line, IT has always been referred to as one of the key instruments for enhancing the information management processes of healthcare organizations, thus contributing to the improvement and evolution of health systems. On the IT field, Big Data solutions are expected to play a main role, since they are designed for handling huge amounts of information in a fast and efficient way, allowing users to make important decisions quickly. This article reviews the main features of the European public health system model and the corresponding healthcare and management-related information systems, the challenges that these health systems are currently facing, and the possible contributions of Big Data solutions to this field. To that end, the authors share their professional experience on the Spanish public health system, and review the existing literature related to this topic.

I. INTRODUCTION

A. The Health System

According to the World Health Organization (WHO), “a health system consists of all organizations, people and actions whose primary intent is to promote, restore or maintain health. This includes efforts to influence determinants of health as well as more direct health-improving activities. A health system is therefore more than the pyramid of publicly owned facilities that deliver personal health services” [1]. Furthermore, every health system performs the following set of basic functions [2]:

• Delivering health services to individuals and to populations.
• Creation of resources.
• Stewardship.
• Financing the system.

The center of any health system must be the first of these functions, since healthcare constitutes the paramount goal and therefore the reason for the existence of the health system itself. Around it, other functions are organized, essential for ensuring healthcare delivery and public health. Among these, the following ones must be remarked:

• Epidemiological surveillance, which comprises the collection and analysis of large volumes of data directly or indirectly related to people’s health, so as to detect or prevent possible health problems regarding public health.
• Planning and overseeing the management of the health system, which allows healthcare organizations to set out their strategic goals, allocate the necessary resources, assess the degree of compliance of these goals and apply corrective measures if required.

• Clinical research, focused on generating knowledge and applying it to the development of new diagnostic and therapeutic techniques.
• Education and teaching, in order to train new professionals and keep the practicing ones appropriately updated and competent.

B. The Health Cluster or Ecosystem

From a structural point of view, a health system is neither an isolated nor homogeneous entity, but it comprehends relations to entities of diverse nature, both public and private, with interests of their own as well as shared interests. This ensemble is known as health cluster or ecosystem, and among its components the following ones must be pointed out:

• Central or federal government and regional or local authorities.
• Healthcare services, conceived as organizations responsible for the management of a determined healthcare network.
• Hospitals.
• Primary care centers.
• Emergency services.
• Pharmacies.
• Convalescent centers.
• Health professionals acting as external providers to the health system.
• Public health services.
• Insurance companies, mutual societies and other entities which finance healthcare.
• Schools for the education and training of doctors, nurses and other
C. Challenges Faced by the Health System

For decades, the public health systems of European countries, created following the end of World War II, have been frequently mentioned as a reference model to be followed, especially in those aspects regarding coverage, quality of service and contribution to the welfare of society. However, the scene in which these systems arose has suffered a series of major changes, being the most important the following ones [4]:

- The aging of the population, with a continuous increment of chronic and degenerative diseases.
- The financial crisis, which causes important budget cuts in the public funds meant to finance the health systems activities, and makes it more difficult—or even impossible—for the citizens to compensate these cuts with out-of-pocket expenses.
- The creation of new techniques and drugs, more effective but also more expensive, mainly due to the necessity to compensate the research costs caused by their development.
- The increasing demands of the citizens, who require more and better healthcare services in a setting that seeks patient empowerment and promotion of personalized medicine.

As a token of the first two determinants, aging of the population and public budget cuts, the Spanish case is addressed below. Table I shows the progress of these two indicators during the period between 2003 and 2014.

These data reveal that the Spanish population has increased from 42.72 to 46.77 million people during the 2003-2014 period, while the percentage of people older than 64 years has risen from 17.03% to 18.05% over total population, and the dependency ratio, which indicates the ratio between population older than 64 years and population between 15 and 64 years old, has risen from 24.75% to 26.99%. On the other hand, public health expenditure in 2003 meant 5.37% GDP, reaching a peak of 6.77% in 2009 and falling to 6.26% in 2013, experiencing a small recovery in 2014, with 6.34% GDP. Regarding private health expenditure, it was at minimums around 2.14%-2.17% GDP but it has risen year after year since the beginning of the financial crisis in 2008, reaching 2.74% GDP in 2014.

All things considered, the impact of all these determinants is so important that the sustainability of this model of public health system has been questioned in recent years.

D. The Transformation of Public Health Systems

Despite the fact that the challenges explained above make clear that a deep transformation of this health system model is needed, and IT is often considered as one of the main facilitators for this change, it is not admissible to think that health systems are going to lose their essential features. Health systems must improve people’s health, from both an individual and a collective point of view, and this final goal will not change in spite of the introduction of new technologies such as Big Data.

The patient must always be the centre of any health system and, in the same way, health information must always be the centre of a health information system, which will be introduced below. The actions of a clinic professional focus on the achievement of specific healthcare goals customized for each one of their patients—improving or keeping their health status—. Besides knowledge, healthcare requires a connected and personalized relationship between the provider and the patient, so that interventions are tailored to the patient’s unique preferences and behaviour as, for instance, drug adherence. Different people will have different reasons for non-adherence [5].

On their behalf, health systems managers must seek the compliance of the general goals defined by their organizations. These goals will be the aggregate of the individual goals related to each one of the professionals in their clinical staff. In addition, these managers will also be responsible for the allocation of the necessary resources and the financing of the whole activity in their organizations.

On the whole, health systems must focus their efforts on the creation of value for both the patient and society. To that end, clear goals must be defined that find an appropriate balance between the patient’s personal interests and the collective interest of society. For instance, in the event

---

**TABLE I. DEMOGRAPHICS AND HEALTH EXPENDITURE IN SPAIN (2003-2014)**

<table>
<thead>
<tr>
<th>Year</th>
<th>Total population</th>
<th>Population 15-64 yrs.</th>
<th>Population older than 64 yrs.</th>
<th>Dependency ratio</th>
<th>Public health expenditure</th>
<th>Private health expenditure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>People</td>
<td>% over total</td>
<td>Dependency ratio</td>
<td>M€ % GDP</td>
<td>M€ % GDP</td>
</tr>
<tr>
<td>2003</td>
<td>42,717,064</td>
<td>29,396,965</td>
<td>7,276,260</td>
<td>17.03%</td>
<td>24.75%</td>
<td>43,158.4 5.37%</td>
</tr>
<tr>
<td>2004</td>
<td>43,197,684</td>
<td>29,777,965</td>
<td>7,301,009</td>
<td>16.90%</td>
<td>24.52%</td>
<td>46,992.4 5.46%</td>
</tr>
<tr>
<td>2005</td>
<td>44,108,530</td>
<td>30,511,110</td>
<td>7,332,267</td>
<td>16.62%</td>
<td>24.03%</td>
<td>51,351.5 5.52%</td>
</tr>
<tr>
<td>2006</td>
<td>44,708,964</td>
<td>30,849,177</td>
<td>7,484,392</td>
<td>16.74%</td>
<td>24.26%</td>
<td>56,662.2 5.62%</td>
</tr>
<tr>
<td>2007</td>
<td>45,200,737</td>
<td>31,188,079</td>
<td>7,531,826</td>
<td>16.66%</td>
<td>24.15%</td>
<td>61,612.0 5.70%</td>
</tr>
<tr>
<td>2008</td>
<td>46,157,822</td>
<td>31,869,008</td>
<td>7,632,955</td>
<td>16.54%</td>
<td>23.95%</td>
<td>68,147.1 6.11%</td>
</tr>
<tr>
<td>2009</td>
<td>46,745,807</td>
<td>32,145,020</td>
<td>7,882,904</td>
<td>16.65%</td>
<td>24.21%</td>
<td>73,035.6 6.77%</td>
</tr>
<tr>
<td>2010</td>
<td>47,021,031</td>
<td>32,153,523</td>
<td>7,931,164</td>
<td>16.87%</td>
<td>24.67%</td>
<td>72,852.6 6.74%</td>
</tr>
<tr>
<td>2011</td>
<td>47,190,493</td>
<td>32,082,758</td>
<td>8,093,557</td>
<td>17.15%</td>
<td>25.23%</td>
<td>71,800.0 6.68%</td>
</tr>
<tr>
<td>2012</td>
<td>47,265,321</td>
<td>31,980,400</td>
<td>8,222,196</td>
<td>17.40%</td>
<td>25.71%</td>
<td>68,262.9 6.47%</td>
</tr>
<tr>
<td>2013</td>
<td>47,129,783</td>
<td>31,718,285</td>
<td>8,355,861</td>
<td>17.69%</td>
<td>26.28%</td>
<td>65,718.5 6.26%</td>
</tr>
<tr>
<td>2014</td>
<td>46,771,341</td>
<td>31,281,943</td>
<td>8,442,472</td>
<td>18.05%</td>
<td>26.99%</td>
<td>65,975.7 6.34%</td>
</tr>
</tbody>
</table>

Sources:
- Demographics: Demographic Information System, Spanish National Statistics Institute (INE).
- Health expenditure data: OECD Health Statistics.
of a surgical intervention it is mandatory to measure some indicators such as mortality rate, adverse events, time of recovery, care costs, or time for the patients to return to their jobs at full capacity. Nevertheless, it is necessary to also take into account other indicators, maybe more subjective and thus harder to measure, but equally important because of their impact on the patient, such as post-surgery functionality, pain suffered, or the cost of all these factors from a quality-of-life point of view. If health systems are not focused on their patients’ interests and on achieving the corresponding goals, they will hardly be able to change and ensure their sustainability [6].

This article reviews the main features of the European public health system model and the corresponding healthcare and management-related information systems; the problems and challenges that these health systems are currently facing; and the solutions that Big Data tools may potentially offer in that respect. To that end, the authors have based this work on their professional experience on the Spanish public health system, an analysis of the scene that the latter is facing in the upcoming years and decades, and a review of the existing literature on Big Data applied to health.

II. BIG DATA SOLUTIONS IN A HEALTHCARE ENVIRONMENT

A. The Health Information System

The individual performance of the different components of the health cluster, as well as their interactions, causes the creation of multiple data flows, which are also greatly varied, since they involve several business processes. This set of data flows gives the health information system as a result.

As mentioned above, just as healthcare is the centre of any health system, patient-related healthcare information must be the centre of the health information system as well, since it may and will also be used for activities other than healthcare, such as epidemiological surveillance, planning, overseeing of the management, clinical research, and education and training, as stated in the “Introduction” section. The fact that these data are stored in healthcare information systems is a consequence of them being generated during the patient’s care, but their usefulness goes clearly beyond this limit.

Therefore, the health information system must allow users to register, process, consult and share large amounts of data, ensuring their availability at the appropriate moment and point of the health cluster. On the healthcare side, this cluster reveals itself as a huge generator and at the same time consumer of enormous sets of information, related to personalized healthcare processes that take place on a daily basis and in a massive way. Healthcare is considerably intense regarding data treatment, by constantly creating immense datasets and frequently requiring access to knowledge sources.

For IT to be fully integrated in the health system value chain, it is mandatory to have a health information system which serves as an instrument for knowledge management being useful to all its users. Healthcare professionals cannot perform their duties properly without registering and using patients’ information, or without accessing the knowledge sources that allow them to make decisions on a solid basis. Public health departments need to know the population health status in order to detect or prevent potential collective health issues, as well as defining the necessary corrective and preventive measures. To those ends, these professionals must rely on data generated during every patient’s individual healthcare, properly aggregated, as well as other data sources.

Managers are not able to plan a strategy, oversee its performance and assess the achieved outcomes without a tool that allows them to process all the necessary information and provides them with accurate data, timely and in due form. These data are required from the very beginning, since the definition of an appropriate strategy must be based on the knowledge of the population’s health status, complemented with projections of its potential progress.

This complexity has been increased in recent years by a major change in healthcare organizations, which have evolved from a clearly paternalist way of interaction with their patients to another one completely different, focused on seeking their empowerment. In addition, patients are not content anymore with the information provided to them by their doctors, but search the Internet for additional data about their diseases, engage on social networks, make their own decisions, and register information on their health records. This new role is indeed required if, for instance, health authorities seek to promote one of the most important lines of action in the field of chronic patient management, self-care encouragement, which has a beneficial impact on both the patient and the health system. However, this requires also a more varied interaction between them, combining traditional simple events, like setting up appointments with a general practitioner, with more complex actions, like monitoring health data measure and stored by wearable devices.

Despite this, it is clearly positive that both society and the medical community have evolved from a discussion about giving patients clearance to access their own healthcare information, to a totally different one about seeking the best way for the patients to register data in their health records, either in an active and conscious way or in an passive and automated one via specific devices. In any case, it must be always taken into account that the management of healthcare information is not a process unrelated to healthcare, but an inseparable component of healthcare itself, hence its management and supervision are the healthcare professionals’ responsibility, even though the patients take a more active role. Furthermore, every professional must accept this new reality and provide the patient with the necessary training, so that this initiative ends up being successful [7].

Apart from this, the temptation of exploiting the information stored on the different social networks turns out to be very powerful. It is true that, to the health system, it is a possibility worth exploring, but several conditioning factors must also be considered. The first one is data protection as a consequence of people’s right to privacy, something that, from the very first moment, seems to collide clearly with the business model of social networks themselves, designed to share large amounts of information in a quickly, heterogeneous and, up to some point, uncontrolled way.

Precisely these features represent another important conditioning factor, since social networks are nothing but huge repositories that store unstructured, poorly classified or simply uncategorized data, not to mention the more than likely irrelevance of most of them regarding healthcare and, moreover, their doubtful veracity, a feature essential to this field. Anyway, given their market penetration, with millions of users around the world, it seems advisable to assess the possibility of using social networks as an information source for health systems, as long as a model can be defined that solves or at least mitigates all the inconveniences mentioned above.

B. Potential Contributions of Big Data to Health Systems

The field of Big Data analytics is rapidly expanding, up to the point that it has begun to play a main role in the evolution of healthcare practices and research, by providing tools to register, manage, and analyse huge amounts of both structured and unstructured data produced by current healthcare information systems [8].

Health-related Big Data streams can be classified into three categories [5]:

- Traditional healthcare data are generated within the health system and stored in datasets such as health records, medical imaging tests, lab reports or pathology results, among others. Analysing this information allows to achieve a better understanding of disease
outcomes and their risk factors, and also to reduce health system costs, thus making them more efficient.

- “Omics” data deal with large-scale datasets in the biological and molecular fields, such as genomics, microbiomics or proteomics, for instance. The study of this information leads to deeper knowledge about how diseases behave, in order to accelerate the individualization of medical treatments.

- Data from social media allow to figure out how individuals or groups use the Internet, social media, apps, sensor devices, wearable devices or any other tools, to better inform and enhance their health.

In addition, the inclusion of geographical and environmental information may further increase the ability to interpret gathered data and extract new knowledge [11][12].

Combinations of several types of data must also be taken into account. The concept of personalized medicine, partially introduced above, seeks to combine the patient’s health record and genomic data in order to support the clinical decision-making process, making it predictive, personalized, preventive and participatory, an idea known as “P4 Medicine” [9].

At the micro level, personalized medicine aims to customize the diagnosis of a disease and the subsequent therapy by taking into account the individual patient’s characteristics, instead of relying on decisions taken according to general guidelines, defined as a result of population-based studies and clinical trials. This will require the integration of clinical information, mainly patient records, and biological data such as genome or protein sequences. These data are generated from different and heterogeneous sources, and have very diverse formats [9].

In fact, healthcare data no longer needs to be restricted to traditional datasets such as electronic health records. For instance, mobile or wearable devices monitoring physiological signals can provide timely access to multiple data points that are increasingly interconnected. Traditionally, the data generated by this sort of devices have not been stored for more than a brief period of time, being discarded afterwards and therefore preventing any extensive investigation to benefit from the exploitation of these data. However, attempts to use this kind of datasets have been increasing lately, in order to improve patient care and management [8][9][10].

Nevertheless, there is a difference between collecting data, having access to data, and knowing how it should be used to improve healthcare. Now that the technology for handling massive amounts of data is available, the next step is developing tools for information sharing and knowledge management, which are seriously limited by the lack of system interoperability [9][10].

For instance, with full interoperability the ability to collect data in a timely manner from several different sources leads to an increase in registries. Disease registries are still in an early stage, but they might be valuable tools when it comes to supporting patient-centred self-management of chronic illness and defining customized treatment plans. Besides, the integration of computer analysis with appropriate care will help doctors to improve diagnostic accuracy. In a similar way, the integration of medical images with other types of electronic health record data and genomic data can also improve the accuracy of a diagnosis and reduce the time required for it [8][10].

A major emphasis of personalized medicine is to match the right drug with the right dosage to the right patient at the right time. Moreover, gene sequencing and the use of the subsequent genetic data in diagnosis and treatment will be essential to the future of personalized medicine, with actions such as the prescription of drugs based on genomic profiles of individual patients, known as pharmacogenomics. However, analytics of high-throughput sequencing techniques in genomics is a problem inherent to Big Data itself, since the human genome consists of 30,000-35,000 genes. Some ongoing projects aim to integrate clinical data from the genomic level to the physiological level of a human being. These initiatives will surely help when it comes to deliver personalized healthcare [8][9][10].

At the macro level, faster access to data allows any hospital to define and apply quality improvement policies based on the constant monitoring of outcomes, so as to ensure that the strategic goals of the organization are achieved. Hospitals have also used electronic health records, datasets originally intended to document individual healthcare processes, to identify system-related inefficiencies and quality issues. Faster access to data has also been hugely useful for the identification and management of disease outbreaks, allowing public health initiatives to be targeted to specific areas, as a result of population analysis [10].

The mining of electronic health record data made possible for researchers to identify possible sources of adverse events. Healthcare professionals used this information to improve organizational practices and reduce error rates. Moreover, many clinical information systems such as electronic health records and computerized physician-order entry systems capture a large amount of metadata about their use, which can be used for auditing purposes, thus allowing the organization to detect user-device interaction problems, shrinking safety margins and other technology-related safety issues and concerns, before any adverse event takes place [10].

The potential impact of Big Data is not easy to estimate, let alone on such an early stage. A report sponsored by the McKinsey Global Institute states that the proper use of Big Data within the United States healthcare sector might allow improvements with an estimated value of more than $300 billion every year, two-thirds of which would be achieved by reducing the healthcare expenditure of the whole country [13].

However, healthcare IT history has made clear that technology-based panaceas do not exist. The potential of IT for transforming health systems seems to be widely accepted, as a consequence of its contribution to the improvement of healthcare processes, but IT has also caused new issues and risks, such as user-computer interaction problems or technology-induced errors. As a consequence, it seems clear that much IT outcomes-based research is still needed, in order not only to prove its value, but also to quantify it [10][14].

C. Requirements for the Use of Big Data within the Health Information System

While the ability to manage massive amounts of data provides a huge opportunity to develop methods and applications for advanced analysis, the real value of Big Data will only be achieved if the information extracted from these data is useful to improve clinical decision-making processes and patient outcomes, as well as lower healthcare costs [9]. To that end, several basic requirements must be met, though they are very similar to the requirements of the health information system itself.

First of all, it is essential to ensure the quality of the information. This involves the development of thorough protocols which define the criteria required for data input, validation, harmonization if necessary, registry, processing and transmission to other components of the information system. In fact, several of the main requirements of data mining are the technical correctness of data, the accuracy and statistical performance, and the update or reassessment of the analysis [15].

In the health field, the information managed is so complex and heterogeneous that it is necessary to employ data carefully structured and, as long as it is possible, categorized. This is useful for data identification and error control purposes. Furthermore, healthcare information is a perfect example of three major features, commonly known as the three Vs, widely accepted as defining characteristics of Big Data: volume, variety, and velocity. In addition to these a fourth V, the veracity of healthcare data, is obviously critical for its meaningful use [8].
All possible information sources and data flows within the health information system must be perfectly identified as well. Since the information system must store all data required for the performance of the different corporate functions of the health system, it is clear that all of its components must be interoperable, as stated above, so that any data can be accessed from any point of the health system that needs them. Hence another cardinal requirement is the interoperability of systems, subsystems and components, defined as their capability of exchanging information without altering the meaning of the exchanged data, regardless of their source and their use within each system.

For instance, a medical consultation generates information used for the patient’s healthcare, the management of the employed resources and the billing of the service, but it can also be used in the medium and long-term for outcome assessment, strategic planning, research, education, epidemiological surveillance, or even as evidence in legal proceedings. Moreover, the aggregate of every data generated during that consultation and the ones generated during millions of similar healthcare events will be useful to create knowledge, on which clinical decision-making support systems will be based.

Therefore the cycle comprehends the transition from data to information, from information to knowledge, and from knowledge to practice. All of this needs the interoperability of clinical information systems, logistic and economic-financial systems, business intelligence systems, and universities and R&D centres systems, among others. As a consequence, every system must be capable of filtering the information received in order to extract the data it needs, so as to not compromise their processing, thus avoiding the risk of producing adulterated results.

Finally, from a technological point of view, it is mandatory to have a high-performance IT infrastructure on which to rely for the generation, storing, processing and exchange of large data volumes, in a quick and efficient way. Luckily, hardware, software and communications solutions have experienced a huge progress in recent years, so technological viability is hardly an obstacle nowadays.

D. Some Additional Issues and Barriers

The implementation of Big Data solutions and tools in the health field requires addressing not only the organizational and technological issues detailed above, but also several legal and ethical questions.

From a legal point of view, the first cause of conflict may be data propriety. As explained in previous sections, every data properly processed and analysed can be turned into knowledge, and the latter can be easily made profitable. The first companies working this angle are tech giants such as Google, which provides personalized advertisements based on navigation and search history, and Facebook, which admitted to focus part of its efforts on sociological research based on its users’ data, and has even tried to take possession of these information in a completely unilateral way [7].

Given that the generation, registry and processing of all this information requires a powerful hardware and software infrastructure as a base, and therefore a large investment by these companies, their intention to make it profitable may be considered legitimate to a certain point, especially if they are not charging users for the service provided. However, limitations regarding the use of the stored data must be clearly established, something that seems to be far from being solved with the current legal framework, which is quite confusing. For instance, in the case of Spain, this framework combines European Union, national, regional and sectorial (both health and e-government) regulations [7]. Moreover, most of this legislation is outdated to a large extent, since it was passed in a time when IT progress was far from the current one [16].

Once at this point, a revision of these regulations, taking into account the current potential of Big Data solutions, as well as the foreseeable one on the short and mid-term, seems to be more than appropriate. Of course, this revision must be addressed with the goal of balancing the individual interests of patients (right to privacy) and professionals (legal certainty in the performance of their healthcare and management duties), as well as the general interests of society (research, education or improvement of healthcare services, among others). To that end, protocols must be defined that combine both a priori measures, such as data anonymization, and a posteriori measures, such as thorough audits regarding the access and use of data. Having the human factor in mind, one of the most crucial a priori measures will always be raising the awareness of patients, professionals and organizations.

From an ethical point of view, quite a few similarities to the legal field can be observed. The fact that IT is going to play an increasingly important role in health systems seems to be widely accepted, since its potential as a key instrument for the transformation of the current model is appreciated. Nevertheless, there is also a great concern about the lack of transparency in the management of the large amounts of data guarded by healthcare organizations. For this reason, the promotion of more and better control measures is backed by bioethics experts, starting with the development of a specific legal framework that can be turned into clear and visible actions, thus transmitting a sense of security and contributing to promote the trust in healthcare data mining [15].

III. BIG DATA IN SERGAS: A CASE STUDY

Within the Spanish National Health System, healthcare is accountable to the Autonomous Communities, which represent the regional level of the government and each has a health service. In the case of the community of Galicia, this would be the Galician Health Service (Servizo Galego de Saúde, SERGAS).

SERGAS relies on a Business Intelligence solution for the exploitation of structured datasets, these being provided by a regional database in which information supplied by the different hospitals and primary care centers of this health service is aggregated. In addition, a management system for information related to human resources and pharmaceutical expenditure provides structured data as well.

In order to complement this BI system, SERGAS has implemented Big Data technologies so as to exploit unstructured data stored in the patients’ electronic health records. This innovation makes SERGAS the first Spanish health service to use Big Data in a systematic way. On a total budget of 982,278 euros, several projects have been developed regarding the following lines of action:

- Rare diseases management:
  - Detection of suspicious cases.
  - Creation of a Rare Diseases Registry.
- Chronic diseases management:
  - Detection of Diabetes Mellitus type 2 patients, chronic obstructive pulmonary disease patients and patients with pluripathology, yet uncategorized as such in their health records.
  - Calculation of prevalence and incidence indicators, as well as risk factors.
- Clinical research: decision-making support regarding the selection of the most appropriate kind of vascular endoprostheses (stents).
- Nosocomial infections management:
  - Research and categorization of detected cases.
  - Automated alerts.
- Surveillance of several syndromes:
  - Case identification.
  - Detection of food toxi-infection and acute respiratory symptoms outbreaks.
- Exploitation of lab test results (currently in progress).
As a whole, these systems are handling information belonging to 2,900,000 patients, provided by 63 different data sources. Up to the year 2016, 59,000,000 normalized events have been compiled, 12,000,000 documents (of 50 different kinds) have been semantically processed, and 500,000 cases have been detected.

Regarding information security, SERGAS applies a set of corporate criteria, with standard measures such as the definition of user profiles and access authorization levels, the anonymization of aggregate data and the performance of audits to verify regulation compliance. Besides, there are several committees that define the guidelines for the management of ethics and governance, always within the current legal framework.

IV. Conclusions

As it happens with IT in general, the successful implementation of Big Data solutions in a healthcare environment will depend on their capability to generate an added value that benefits patients, professionals and organizations. No one seems to doubt the need to improve public health systems by evolving their current model, or the potentially valuable contributions of Big Data in this respect, but the great complexity that characterises the implementation of this kind of tools seems to be proven too, according to the requirements and, in some cases, obstacles of different nature that must be dealt with.

Once technological viability is apparently achieved, it is time for healthcare organizations and authorities to face the challenge of studying the possibilities of Big Data and seeking the best way of applying it to the solution of their issues, problems and needs. In order to achieve this, they must not start wondering what information they have now and what they can achieve with it, but what information they need and how they can get it. The most frequent problem will not be the availability of the necessary data, but the screening of the relevant information and how to assess it. In summary, the most important thing is not having the data, since this is already happening, but being able to ask the right questions at the right moment, process them to provide only the necessary and relevant information, and show the latter to healthcare professionals in a way that they can assimilate it in a quick, correct and easy manner, in order to make the right decisions at the right time.

On the healthcare side, Big Data must become the foundation of clinical decision-making support systems, and also an instrument for data aggregation concerning public health departments, as well as research and education. On the management side, managers will be able to have a more accurate and timely knowledge of the real status of their organizations, and adopt a prospective planning instead of a retrospective one. In addition, they will be capable of detecting deviations from objectives earlier and applying the appropriate corrective and, preferably, preventive measures.

In conclusion, the implementation of Big Data must be one of the main instruments for the change of the current health system model, turning it into another one with improved effectiveness and efficiency, calculated taking into account both healthcare and economic outcomes of health services, thus being meaningful to patients and also to society, and taking advantage of the patients’ potential as active participants in their own care.
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