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The training holds the key to an accurate solution, so, the criterion 
to stop training must be more described. In general, it is known that a 
network with enough weights will always learn the training set better 
as the number of iteration is increased [33], for this reason, we stopped 
at 5 epochs when the error stopped decreasing.

The weights of the system are continually adjusted to reduce the 
difference between the output of the system and the desired response, 
the difference is referred to as the error and can be measured in a 
different way. The Training Error (TE) is the error that we get when 
we run trained model back on the training data in order to update the 
weights. Then, the MSE is the most common measurement which 
computes the average squared difference between the desired output 
and each predicted output. Besides of MSE, there are many kinds of 
errors, including Root-Mean-Square Error  (RMSE), Sum of Squared 
Errors (SSE), Mean Absolute Percent Error (MAPE), which can be 
used  for measuring the error of Neural Network [33][34].

IV.	Result and Analysis

A.	Description of BOSS Database 
BOSS is a new database of faces and non-faces. Currently, our 

database is private and can be delivered upon request. Most face images 
were captured in uncontrolled environments and situations, such as, 
illumination changes, facial expressions (neutral expression, anger, 
scream, sad, sleepy, surprised, wink, frontal smile, frontal smile with 
teeth, open / closed eyes,), head pose variations, contrast, sharpness 
and occlusion. Besides, the majority of individuals is between 18-20 
years old, but some older individuals are also present with distinct 
appearance, hair style, adorns and wearing a scarf. The database was 
created to provide more diversity of lighting, age, and ethnicity than 
currently available landmarked 2D face databases. All images were 
taken with 26 ZOOM CMOS digital camera of full HD characteristics. 
The majority of images were frontal, nearly frontal or upright. Fig. 
9 shows some people images of BOSS database. We detect people 
faces in our BOSS database by using the cascade detected of Viola-
Jones algorithm. All the faces are scaled to the size 30*30 pixels. This 
database contains 9619 with 2431 training images (with 771 faces 
and 1660 non-faces) and 7188 test images (178 faces and 7010 non-
faces). The face images are stored in JPG format. Fig. 10 presents some 
detected face images of BOSS database.

Fig. 9. Some people images of BOSS database.

Fig. 10. Some detected face images of BOSS database. 

B.	Description of MIT Database
The proposed approach has been tested on the famous MIT 

database. This database is available publicly [35]. It is a database of 
faces and non-faces that has been used extensively at the Center for 
Biological and Computational Learning at MIT. It has 6977 training 
images (with 2429 faces and 4548 non-faces) and 24045 test images 
(472 faces and 23573 non-faces). The face images are stored in PGM 
format. The size of each image is 19*19 pixels, with 256 level gray 
scales. An example of some samples of MIT database is presented in 
Fig. 11.

Fig. 11. Some images of MIT facial database.

Fig. 8. The proposed model of face classification system based on SAE and NN.
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C.	Results and Discussion 
Among the preprocessing of our data is the normalization of training 

and testing sets, then, we standardize all values, and Randomize data 
within batches to ensure class stratification, and Data augmentations.

We train typically several epochs, but we choose only 5 epochs when 
the validation error is no longer decreasing. Therefore, this problem is 
dependent of the number of data samples, and the batch size. 

We have carried out several experiments on both databases. BOSS 
and MIT to evaluate the impact of the high level features on the face 
classification and to prove the effectiveness of our proposed approach.

Fig. 12 and 13 expose the performance of the Deep Learning models 
based on MSE and TE of both databases, BOSS and MIT respectively. 
We can observe that the performance of the three methods including 
(SAE,NN), (DBN,NN) and BPNN during 5 epochs is slightly different. 
Although, for BOSS, we can find that the BPNN outperforms the 

combination of (SAE,NN) and (DBN,NN) during the 5 epochs, in the 
same time, the methods of (SAE,NN) and (DBN,NN) depict a more 
competitive performance. In addition, as regards MIT database, we 
notice that the combination of (DBN,NN) performs better than the 
methods (SAE,NN) and BPNN during the 5 iterations in terms of MSE 
and TE.

D.	Comparison of MIT and BOSS Facial Databases
In this section, we made a comparative study between two facial 

databases. BOSS and MIT, based on the three Deep Learning models, 
which are DBN, SAE and BPNN. Fig. 14, 15 and 16 illustrate the 
comparison between BOSS and MIT in terms of their robustness with 
respect to the previous Deep Learning models. The exam of the Fig. 14, 
15 and 16 reveals that the results obtained as regards BPNN, DBN and 
SAE respectively in terms of MSE and TE, are always better during the 
5 iterations by using the BOSS database, which more demonstrates the 
robustness of BOSS compared to MIT.

Fig. 12. MSE and TE of the Deep Learning models on BOSS database. 

Fig. 13. MSE and TE of the Deep Learning models on MIT database.

Fig. 14. Comparison of BOSS and MIT databases based on the performance of BPNN.
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To better demonstrate the performance of the three Deep Learning 
models on BOSS and MIT, we used the classification error rate of 
the previous models as an evaluation criterion. The Table IV presents 
the performance of BPNN, (DBN,NN) and (SAE,NN) applied on the 
BOSS database to discriminate faces and non-faces. In this table we 
can find that (DBN,NN) with two hidden layers outperforms BPNN 
and (SAE,NN), getting 1.14% in terms of the classification error rate.

The results on MIT are reported in Table V, which illustrates the 
performance of BPNN, (DBN,NN) and (SAE,NN). Therefore, the 
superiority of (DBN,NN) is clearly demonstrated compared to BPNN 
and (SAE,NN) obtaining 1.96% in terms of error rate. 

In brief, the combination of (DBN, NN) achieves always the best 
result in terms of classification error rate based only on two hidden 
layers.

TABLE IV. Performance of the Deep Learning Models Applied on BOSS 
Database

Methods Error Number of neurons per 
hidden layer

Number of 
hidden layer

BBNN 1.49 100 1
(DBN,NN) 1.14 100 2
(SAE,NN) 2.49 100 1

TABLE V. Performance of the Deep Learning Models Applied on MIT 
Database

Methods Error Number of neurons per 
hidden layer

Number of 
hidden layer

BBNN 2.49 100 1
(DBN,NN) 1.96 100 2
(SAE,NN) 1.96 200 1

E.	Comparison with the State-of-the-Art Methods
This section provides a comparative study of our approach 

and multiple well-known techniques recently published regarding 
face classification by using both facial databases, BOSS and MIT. 
Referring to Table VI, the result clearly shows that the classification 
accuracy is good for the majority of algorithms. For fair comparisons, 
it is clear that our contributions of (DBN,NN) produced the best 
classification accuracy compared to other published methods 
which we get 98.86% and 98.04% in terms of classification rate on 
BOSS and MIT respectively. According to this result, our proposed 
approach yields a significant improvement over the state-of-the-art 
methods.

TABLE VI. The Performance of the Other Methods in Literature Using 
MIT and BOSS Database

Methods Accuracy (%) Research group Database

DWT 95.5 [26] MIT

LDCT+DWT 95.5 [26] MIT

GDCT+DWT 95.5 [26] MIT

GDCT 96.04 [26] MIT

LDCT 96 [26] MIT

Autoencoder+SVM 98.04 [27] MIT

PCA+SVM 98.04 [27] MIT

Autoencoder+SVM 97.52 [27] BOSS

PCA+SVM 96.98 [27] BOSS

(DBN,NN) 98.04 Our approach MIT

(DBN,NN) 98.86 Our approach BOSS

Fig. 16. Comparison of BOSS and MIT databases concerning the performance of SAE combined with NN.

Fig. 15. Comparison of BOSS and MIT databases based on the performance of DBN combined with NN.
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